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Summary

This thesis sits at the intersection of deep learning and inverse imaging prob-
lems and looks at the use of generative models in the framework of variational
regularisation.

The first chapter, the introduction, motivates why inverse problems and specif-
ically deep learning approaches to inverse problems are exciting and relevant
before setting out key research questions that this thesis hopes to contribute to.
A more detailed summary of the work presented in this thesis sets out a narrative
that runs through the research. The chapter is concluded with a discussion of
how the research will be evaluated.

The background of this thesis is set out in chapters 2 and 3. Chapter 2 starts with
a brief introduction to inverse problems, the variational regularisation approach
and the optimisation methods used in this work. The chapter then moves on to
introduce deep learning and provides a critical analysis of deep learning applied
to inverse problems. This sets the scene for the learned regularisation methods
presented in this thesis. Chapter 3 looks at generative models, deep learning ap-
proaches for producing images similar to some training set. The chapter provides
an introduction to a range of state-of-the-art models, including autoencoders,
variational autoencoders and generative adversarial networks, with a unified no-
tation and approach. The derivations of the variational autoencoder, in particu-
lar, will be useful for later chapters.

Chapter 4 starts with an introduction to the main theme of this thesis: generative
regularisers. Generative regularisers penalise solutions to the inverse problem
that are far from the range of a trained generative model. A literature review
highlights and unifies key emerging themes from the literature. The success of
generative regularisers depends on the quality of the generative model and one
of the main contributions of this chapter is a set of desired criteria for generators
that will go on to be used in an inverse problem context. These criteria are
not sufficient for success, but they are a useful starting point that could guide
future generative model research. The chapter finishes with a range of numerical
experiments to test and compare generative models and generative regularisation
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methods.

The direction of the thesis now forks into two possible extensions of the genera-
tive regularisers set out in chapter 4. Chapter 5 looks closer at how generative
regularisers measure the distance from the range of a generative model and uses
an adapted variational autoencoder to learn this distance in a way that is adap-
tive across an image and throughout the set of images. Numerical experiments
demonstrate the flexibility of this approach and compare it to other learned and
unlearned reconstruction methods. Chapter 6 considers the training of the gen-
erative model and how to train generators, specifically variational autoencoders,
without access to ground truth or high-quality reconstructed data. The learned
generators are tested for their ability to regularise inverse imaging problems.

Finally, chapter 7 gives a summary of the contributions of this thesis, linking to
the key areas highlighted in the introduction, and outlines directions for future
work following on from this thesis.
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Notation

This section does not aim to comprehensively list all notation used in this thesis
but just key pieces of notation than runs through the work.

• Let X be the image space with target probability density distribution p∗X :
X → R≥0. Usually take X = Rd a d-dimensional vector space where vectors
in X can be arranged in a 2D grid of dimensions d1 × d2, where d1d2 = d.

• The measurement or observation space Y is usually taken to be Y = Rm.

• Define ε to be the additive noise in an inverse problem. The exact vector
is unknown but we usually assume the noise model is known or can be
approximated.

• Define D : Y × Y → R≥0 to be a similarity measure on the measurement
space, which we will assume smooth in its first argument and non-negative.

• Define L : X × X → R≥0 to be a similarity measure on the image space,
which we will assume smooth in its first argument and non-negative.

• Generally take PA to be a probability distribution on the set A and pA to
be a corresponding density.

• Define R : X → R≥0 to be a regularisation function.

• Let λ, µ ∈ R≥0 be regularisation parameters.

• Let Z be the latent space with probability density function pZ : Z → R≥0.
Usually take Z = Rn.

• Take G : Z → X to be a generator, usually parameterised by θ.

• Let PG be the distribution in the image space induced by the generator.

• Let E : X → Z be an encoder, usually parameterised by ψ.

• Let D : X → R be a discriminator, usually parameterised by φ.

• Let Σ : Z → Rd×d, and Σ(z) be the covariance associated with the gen-
erated image G(z). Note that Σ is usually parameterised by θ. Often
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Σ ≡ ρ2I, for some ρ ∈ R but in chapter 5, Σ is dense, and we define the
precision Λ where Λ−1 = Σ and has Cholesky decomposition LLT = Λ.

• DefineN (·;µ,Σ) : A → R to be the probability density function of a normal
distribution with mean µ and covariance Σ2 over the space A.

• Define Po(·;λ) : A → R to be to be the probability density function of a
Poisson distribution with mean λ over the space A.

• Define the VAE encoded distribution Nx,ψ(z) := N (z;µψ(x), diag(σ2
ψ(x))),

a distribution over the latent space Z.

• Define the VAE generator distribution pG,Σ(·|z; θ) = N (Gθ(z),Σθ(z)).

• Denote J to be the AE or VAE objective function that we wish to minimise.
It is usually a function of θ and ψ.

• Denote K to be the saddle point objective of a GAN usually a function of
θ and φ.

• Let F : X → [0,∞] be a distance used in a generative regulariser to measure
the distance from the range of the generator.

• Define d(·, ·) to be a distance between two probability distributions.

• The support of a function f : A → B is given as

supp(f) = {a ∈ A|f(a) 6= 0}. (1)

• The range of a function f : A → B is given as:

Range(f) = {b ∈ B | ∃a ∈ A s.t. f(a) = b}. (2)

• The characteristic function, defined for an arbitrary set C is defined as:

ιC(t) =

{
0 fort ∈ C
∞ fort /∈ C

. (3)

• The Kullback-Leibler (KL) divergence is defined to be

dKL(p‖q) = Ex∼p(x)

[
log

(
p(x)

q(x)

)]
. (4)

The Kullback-Leibler divergence is defined only if for all x, q(x) = 0 implies
p(x) = 0.

• Throughout we use the p-norm, for p ≥ 1 and x ∈ X , ‖x‖p := (
∑

i |xi|
p)

1/p
.
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• We define the adjoint of the operator A, denoted A∗ as

(Ax)Ty = xTA∗y,∀x ∈ X , y ∈ Y . (5)

• Define A† : Y → X to be some mapping from the measurement to the
image space, usually a ‘rough’ inverse.

• Define the weighted norm ‖x‖2
M = xTM−1x.

• Denote the determinant of a matrix M by |M |.
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Chapter 1

Introduction

1.1 Motivation

Solving an inverse problem is the task of computing an unknown quantity, x ∈ X ,
from observed measurements, y ∈ Y . The unknowns and the observed measure-
ment are related by a forward model, A : X → Y . We consider the problem of
finding x, given y and A, connected by

Ax ≈ y. (1.1)

The equation is approximate due to potential noise in the measurements.

Inverse problems are ubiquitous in modern science and engineering. In image pro-
cessing, many of the imaging tools smartphones now implement automatically are
inverse problems: deblurring images when our hand wobbles; denoising images
when we take them in low light; or providing super-resolution when zooming in
further than the camera’s physical capability. Taking black and white images
and colourising them or filling in missing patches in images are also examples
of inverse problems. Inverse problems tell us about parameters that we cannot
directly observe. In geophysics, seismic inversion uses seismic measurements to
infer physical properties below the earth’s surface. Similarly, sonar systems on
ships can be used to create images of the ocean floor and RADAR is a detec-
tion system that uses the scattering of radio waves to find objects in a region.
This thesis will mainly focus on image reconstruction, for example, in computed
tomography (CT) 1D line measurements are taken in a ring around the outside
of a patient and the challenge is to create a 2D slice of the patient, useful for
interpretation by medical professionals. In magnetic resonance imaging (MRI)
strong magnets and computer-generated radio waves produce faint signals which
are detected outside the body and again can be used to produce 2D slice images.
In 2019, we saw the first image of a black hole [8] reconstructed from observations
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from the event horizon telescope conducted over 4 nights using eight stations in
six geographic sites across the world.

Inverse problems are useful and applicable but they are also challenging in a
mathematical sense. Interesting inverse problems are often ill-posed, there does
not exist a solution, the solution may not be unique or you may see large variations
in the solution in response to small changes in measured data. For example in
the case of inpainting, filling in missing pixels in an image, there could be many
possible solutions. Blurring is a smoothing operator, so deblurring can be very
sensitive to changes in the measured data.

Traditional approaches to inverse problems involve incorporating additional in-
formation in the form of a regulariser function that encourages solutions to the
inverse problem to have certain hand-crafted properties. Examples include total
variation regularisation [192, 172] or functions that encourage sparsity in some ba-
sis [88, 42, 35]. The latter is closely linked to theories on compressed sensing [37,
60]. An alternative approach uses a Bayesian framework, providing additional
information to the inverse problem in the form of a prior [213].

Increasingly available datasets, hardware and software have led to a boom in deep
learning in recent years. In deep learning for imaging, there has been fast growth
from the first photo-realistic images of non-existent people [121, 122] to Dalle-2,
which can create original, realistic images and art from a text description [182].
See figure 1-1 for an example generated image from Dalle-2. Language models can
now produce realistic text given short prompts on a vast range of topics [33] and
Github co-pilot can turn natural language prompts into coding suggestions in a
range of programming languages [236]. Google DeepMind has created AlphaFold
that predicts a protein’s 3D structure from its amino acid sequence and has
created a database for nearly all catalogued proteins known to science [114, 220].
There has also been fast growth in the area of inverse problems; between 2018
and 2021 the number of papers on the topic “deep learning and inverse problems”
measured by Web of Science increased by a factor of 4.5 [9]. As we shall see in
section 2.4, there are a range of approaches for incorporating deep learning in
inverse problem reconstruction, including supervised, unsupervised and unlearned
approaches.

The work presented in this thesis sits at the intersection of generative machine
learning models and inverse imaging problems. Generative models are trained to
output images close to some training distribution and are then incorporated into
generative regularisers, a learned regularisation approach that penalises images
far from the range of the trained generative model.
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1.2 Active Research Areas

Despite the fast growth and excitement in the field, there are still problems left to
solve in the area of deep learning and inverse problems. This subsection discusses
a range of current research areas.

Data and training requirements Deep learning often has large data require-
ments. For example, one supervised method for low dose CT reconstruction,
learned primal dual [3], uses 2168 training images, each 512 × 512 pixels in size
from the AAPM Low Dose CT Grand Challenge [151]. Another unsupervised
method [160] for compressed sensing MRI reconstruction uses 14513 slices, each
640×368 pixels from the fastMRI dataset [238]. A deep equilibrium method [76]
for supervised learning with some convergence guarantees uses 10000 celebrity
faces [144] for a deblurring problem and 2000 fastMRI knee images [238] resized
to a window of size 320× 320, for MRI reconstruction. AutoMAP, a supervised
approach for image reconstruction was trained on 50,000 images from 131 subjects
taken from the MGH-USC HCP public database [71].

Data is expensive to collect, for example, MRI takes 15-90 mins per subject [161].
Depending on the method, any changes in the MRI set-up, such as the sampling
patterns or coil sensitivities, may require more data to be collected. Once data is
collected, then it may need to be pre-processed, curated, centred, anonymised and
labelled. This can be time-consuming but may also require the loss of data. For
example, the Low Dose Parallel Beam dataset (LoDoPaB-CT) [140] takes images
from the LIDC/IDRI dataset [14]. They manually removed scans that were of
poor quality or had an unusual image size or patient orientation. In total 1010
individual scans were reduced to 812. For another example, a recent paper on
equivariant neural networks [38] took 10000 fastMRI [238] brain DICOM images
and sorted out just 6200 for training, test and validation, removing images based
on quality.

Future growth in deep learning and inverse problems could consider methods that
can learn and generalise from smaller training sets. Large scale benchmarking
datasets, such as the Low Dose CT Grand Challenge and the fastMRI dataset,
form important testing sets for new methods and allowing benchmarking and
comparisons between methods. Sharing data in this way is also important for
the future of the field.

Even with sufficient time and budget, there may be cases where ground truth
or high-quality reconstructions are not available. For the first image of a black
hole [8], there was no previous data to draw on. Designing algorithms with lower
data requirements is important when data is difficult or expensive to collect and
collate.
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Mathematical convergence guarantees For safety-critical applications such
as medical imaging, it is important to consider what, if any, guarantees can be
given for reconstruction algorithms. Mathematically, there are many possible
properties we could ask for. Stability results could allow us to control and esti-
mate the error in the reconstruction given small deviations in the measured data.
For iterative methods or methods that involve iterative optimisation schemes, we
could require convergence in the sense that the iteration converges to a fixed point.
We would probably also require that fixed point to be a “good” reconstruction.
In section 2.1.3 we will define a regularisation scheme and require that, if there is
noise in the data, a reconstructed solution converges to the noise-free solution, as
the noise level decreases. A recent review paper [159] presents an overview of re-
cent deep learning-based image reconstruction methods that fit into the different
notions of convergence. There are some interesting trade-offs here, for example, a
reconstruction method that always outputted the same constant image would be
stable to changes in the measured data but would not be accurate. Alternatively,
as discussed in [159], for a forward operator with a non-trivial null space, high
accuracy requires large Lipschitz constants for the reconstruction operator and
thus makes the reconstruction less stable.

It is well known for image classification that small, imperceptible changes in
the original image can lead to confident erroneous classifications [82, 214, 69,
133]. From this, a whole field of research has emerged in adversarial machine
learning e.g . [240, 237, 183, 149]. A model being stable to small deviations is
sometimes called ‘adversarial robustness’. The authors of [12] investigate well-
known deep learning methods for image reconstruction [243, 232, 113, 197, 93] and
give empirical examples of tiny, almost undetectable perturbations, both in the
image and sampling domain, resulting in artefacts in the reconstruction, some of
which are not obvious and could be missed. They also show how small structural
changes, for example, a tumour, may not be captured in the reconstructed image
and finally show how more samples may yield poorer performance. A subsequent
paper [48] demonstrated a trade-off between stability and accuracy, with limits
on how well a stable NN can perform in inverse problems. However, a later paper
responds to this, finding that in the scenarios they consider deep-learning-based
methods that are at least as robust as a popular non-learned method, Total
Variation regularisation. They consider both random noise in the measurements
and adversarial noise, where small deviations to the original measurements are
chosen specifically to have the largest effect on the reconstruction [75].

The speed of research into generative models and deep learning means there is
a gap between state-of-the-art methods and available mathematical results and
theoretical guarantees. Future work in this area will continue to bridge this gap
as well as providing insight and results that will guide future research.

4



Explainability Convergence and stability guarantees are steeped in the lan-
guage of mathematics however, in the safety-critical applications of inverse prob-
lems, methods must be convincing to a wider audience. The idea of ‘explain-
ability’ encompasses thoughts of a model being trustworthy, logical and reliable.
All stakeholders need not understand the technical details but the concepts and
motivations of the method should be understandable. For example, when clas-
sifying an image of a tissue sample as cancerous or not, a model could be made
more explainable if it could highlight the area of the image that produced the
decision [242]. Another avenue for explainability would be if the model could also
output an equivalent healthy sample or, linking to the previous paragraphs on
robustness, if it could output the smallest change in the tissue image that would
change the classification. Finally, the model could also output a probability dis-
tribution, rather than a binary classification. Outputting 60% ‘yes’ and 40%
‘no’ is more informative than a simple ‘yes’ decision. Explainability is less well
explored for image reconstruction. One common complaint is that methods are
‘black boxes’ and that we don’t understand the implicit assumptions the models
and architectures bring. Another common discussion is how to incorporate ex-
pert physical knowledge and modelling alongside data-driven methods. For this
section, the conversation about future work in this area is perhaps less focused
on “what” but “how”. The research communities will need to engage with stake-
holders to understand the context and subtleties of the real-world problems to
design effective and explainable solutions.

Generalisability When designing inverse problem reconstruction algorithms,
there is a trade-off between generalisability, the extent to which methods designed
for one use case can be applied to other situations, and specificity, the accuracy
of a method to a particular use case. A highly specific application could be
acquiring a series of images of the same patient over time and using the first image
as a guide for reconstructing subsequent images. This method is not general;
if we used the image from one patient to guide the reconstruction of another,
the reconstruction accuracy could decrease. In contrast, Total Variation (TV)
regularisation [192] is an unlearned method that favours cartoon-like images with
constant areas separated by sharp edges. TV is a general method with a wide
range of applications but is not specific.

This trade-off between specificity and generalisability is similar to the ‘bias-
variance trade-off’, a common phrase in machine learning. High-variance methods
get a low error on the training dataset but at the risk of overfitting to noise or
small fluctuations in the training dataset. In contrast, algorithms with high bias
typically produce simpler models that may under-fit the training data. The high
bias low variance case is likely to perform similarly on training and test data
whereas the low bias high variance case can reproduce the training data so well
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that it doesn’t generalise.

Models that are more able to generalise may have reduced data requirements.
For example, if the model can generalise to a new setting it may not need to be
retrained on new data. More general models may also be able to overcome flaws
in the data. Sample bias occurs when the realities of the environment in which
a model will run do not reflect the dataset. For example, the creators of text-
to-image software Dalle and Dalle-2 [182] have had to purposefully implement
new techniques to ensure the generated image reflects the diversity of the world’s
population [185]. Their original results reflected the biases in the data it was
trained on e.g . there were more images of male over female firefighters. In medical
image reconstruction, in practice, imaging is done when there is a clinical need,
such as injury or illness, and so we should be careful that models have either not
just seen healthy examples in training or are capable of generalisation.

Recent high-profile deep learning methods such as GPT4 [171] and Segment Any-
thing Model (SAM) [126] have focused on this breadth of applications. However,
for scientific applications, where image acquisition methods, noise type, artefacts
and datasets are so different to natural images, we are a long way off these large
models. I do, however, expect though that future demand will be for more general
models.

1.3 Overview of Research Presented in this The-

sis

Generative models Suppose we want to train a model to take points sampled
from some known distribution and output images similar to a training dataset.
We make a ‘low-dimensional manifold’ assumption, that the desired images, the
images in the training dataset, lie on some lower dimensional manifold of the
full image space. The full image space X has a high dimension: if we treated
X as a function on a 2D domain, then we would have infinite dimension, or in
the discretised space, where X is defined on a 2D grid, we have a finite but high
dimension given by the number of pixels. However, we are only interested in a
subset of desired images, for example, those of a knee MRI ground truth images.
This space of images has fewer degrees of freedom: the pixels in the background
are all black; the underlying knee structures are always present and can only vary
in size and location; tumours or growths have similar presentations, sizes shapes
and locations; and there are similar textures, colours and repeating patterns. The
space of knee MRI ground truth images is smaller than the full image space and
we assume that these images lie on some lower dimensional manifold in the image
space. See figure 1-2 for a pictorial representation of this and figure 1-1 for an
artistic rendition by Dalle-2 of a low-dimensional cat manifold. The generator
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Figure 1-1: A low dimensional cat manifold. Obtained from the Dalle-2 prompt
“three cats walking along a spiral in space with dogs floating in the background”

G : Z → X takes points from the latent space Z, which is lower in dimension
than the image space, out outputs images in X . The idea is that the generator
G parametrises the lower dimensional manifold.

In addition, many generative models place a prior on the latent space which is
a known distribution, usually a standard normal N (0, I) distribution. We can
further ask, not only that the generator outputs images close to some training
set, but that high probability points in the latent space are mapped to high
probability images in the image space. The generator takes the distribution over
Z and induces a probability distribution over the manifold in X .

A generative model consists of a generator, a prior on the latent space and some
mechanism for inducing a distribution of desirable images in the image space.
By changing the mechanism for inducing a distribution, and the strategy for
learning the generator parameters, we obtain different generative models. In
chapter 3, we introduce some common generative models and formalise some of
these ideas mathematically. Chapter 4 compares autoencoders (AEs), variational
autoencoders (VAEs) and generative adversarial networks (GANs), and chapters
5 and 6 focus on VAEs in particular.

Generative regularisers In this thesis, we use generative models in a varia-
tional regularisation approach to inverse problems. The considered regularisers
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Figure 1-2: This diagram considers the low dimensional manifold assumption and
generative models. We show the example Knee MRI ground truth images lying
on the red lower dimensional manifold in the latent space. The generative model,
Gθ, takes points in the latent space, z, and outputs points along the manifold.
With a probability distribution on the latent space, this can induce a distribution
on the image space. The generator G is taken to be a parametrised function, with
parameters θ.

penalise images that are far from the range of a generative model that has learned
to produce images similar to a training dataset. We name this family generative
regularisers. Consider a general form,

x∗ ∈ arg min
x

{
D(Ax, y) + λ

(
min
z∈Z
F(G(z)− x) +RZ(z)

)}
, (1.2)

where D : Y × Y → R≥0, λ ∈ R≥0, F : X → [0,∞] and RZ : Z → [0,∞]. The
first term is a data discrepancy term that encourages the reconstructed image
to match the observed data. The scalar λ is a regularisation parameter and the
bracketed section,RG(x) = minz∈Z F (G(z)−x)+RZ(z), is a regulariser, designed
to be small if the reconstructed image, x, satisfies some desired property. In the
case of generative regularisers, the desired property is that the reconstructed
image is close, in the sense of the function F , to something in the range of the
generator, G. The final term RZ term contains extra information about the
latent space and the locations in the latent space that maps to feasible images.
In chapter 5 we also derive (1.2) from a Bayesian approach to inverse problems.

The benefit of retaining a variational regularisation approach is that we can
take advantage of previous work mathematically modelling the forward and noise
model, and tuning regularisation parameters, see e.g . [23] for more information on
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variational regularisation. We can balance the terms of the objective (1.2), taking
into account information from the prior and observed data. Another benefit of
a generative model prior is that it can be explicitly sampled, and thus we can
visually analyse the information it provides to the inverse problem.

By training unsupervised, without knowledge of the forward problem, there is
no requirement for paired training data where both high-quality reconstructions
and measured data need to be available. It also means we do not have to retrain
the generative model for small deviations in the forward model. For example,
changes in the sampling pattern in MRI or changes in the noise model or level.
This makes the approach more general.

In chapter 4, we consider different choices for F in the literature and perform
a literature review. We test three different choices of generative regularisers on
the inverse problems of deblurring, deconvolution, and tomography. We show
that restricting solutions of the inverse problem to lie exactly in the range of a
generative model (F(x) = ι{0}(x) a characteristic function) can give good results
either in the case where the observed data is particularly poor, or when the
image to be reconstructed is sufficiently simple. However, we find that when the
observed data improves, e.g . the noise is reduced or more measurements are taken,
the reconstruction does not improve much or at all. Allowing small deviations
from the range of the generator (F is the 2-norm, 1-norm or TV-norm) produces
more consistent results on more complex datasets, but also, with a suitable choice
of regularisation parameter, λ, the results continue to improve as data quality
improves. Allowing small deviations gives flexibility for the generative regularisers
to generalise to cases not seen during training.

The success of generative regularisers depends on the quality of the generative
model. For example, if the generative model can output just a small range of
images, and not the full range of potential inverse problem solutions, then re-
stricting close to this range might not lead to good solutions. Practically, we
also need our generators to be differentiable so we can differentiate (1.2) with
respect to z. We propose a set of desired criteria to assess generative models,
that are necessary but not sufficient for generative regularisers to be successful.
In numerical experiments, we evaluate three common generative models: autoen-
coders, variational autoencoders and generative adversarial networks, against our
desired criteria.

VAEs with structured covariance applied to inverse problems Figure 1-
3 shows three example MR images: an original ground truth image (a), an image
with additive Gaussian noise (b), and an image with the right edge of the knee
moved (c). Both of the changed images are the same distance in the 2-norm to
the original. Image (b) is not a desirable solution to an MRI inverse problem,
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whereas (c) could be a possible solution. Any prior that we put on the inverse
problem should be able to distinguish between the two.

In chapter 4 we discuss restricting solutions to be close to the range of a generative
model trained on example ground truth images. In chapter 5, we will focus more
on what it means to be ‘close to’ and investigate one avenue for learning a suitably
weighted norm for the function F in (1.2). For each point on the manifold of
generated images, Gθ(z) we also learn a symmetric positive definite covariance
matrix Σθ(z), with height and width given by the number of image pixels, that
induces a weighted norm ‖x‖2

Σ = xTΣ−1x. Both G and Σ are parametrised
functions, with parameters θ. For some intuition, consider first that Σθ(z) is a
diagonal matrix. For each pixel, the corresponding value in the diagonal gives
a weighting as to the allowable deviation from the range of the generator. The
generative model may be very certain about a black pixel in the background of
the image, giving a low value in the covariance matrix and high weighting in
the norm, but be uncertain around an edge, giving a higher variance and lower
weighting in the norm. In this way, the added noise in the background of figure 1-
3(b) could be penalised highly, while the edge changes in (c), less so.

Extending this analogy, we consider not just areas of the image with high or low
uncertainty, but also the structures in the image. For example, there may be
a high variance along an edge, but we might also want to take into account the
structure of the edge. We might wish to penalise moving the whole edge one pixel
to the left much less than breaking up the edge completely. This can be achieved
with a dense covariance matrix, Σθ(z). See figure 1-4 for a toy example of an L2
norm weighted by a dense matrix being able to differentiate between moving a
whole edge and the breaking up of an edge. In chapter 5 we embed these ideas
into a Bayesian approach to inverse problems and use a variational autoencoder
with structured uncertainty to learn this covariance matrix. We can visualise the
generated images and learned covariances, making explicit the priors we placed
on the inverse problem. We compare against other state-of-the-art deep learning
approaches to inverse problems with favourable results.

Generative regularisers without ground truth data As discussed in sec-
tion 1.3, data can be difficult and expensive to obtain or simply unavailable. In
chapter 6, we consider learning a generative model for high-quality reconstruc-
tions, from a dataset of noisy or partial measurements, where the forward model
for the observations is known. We base our model on a VAE, optimising a bound
on the Kulback-Lielbler, in the measurement space, between the training dataset
and generated images observed under the known forward model. We are careful
with our choice of VAE generative model and training loss in order to keep an ex-
plicit probability distribution over the generated images in the image space. We
demonstrate our proposed noisyVAE on hand-built datasets, learning from noisy
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(a) Original (b) Additive Gaussian Noise (c) Changing edge location

Figure 1-3: The left-hand side of (b) and (c) are deviations from the original
image (a). The deviations are highlighted in green. Both (b) and (c) are the
same distance from (a) when measured in the 2-norm. Being able to tell these
two options apart is a challenge in evaluating the quality of reconstructed images
and when designing priors for inverse problems.

and blurred data, and demonstrate their effectiveness for use in inverse problems.
One example inverse problem where data is difficult to obtain is Positron Emis-
sion Tomography (PET) due to inherent noise in the measurement procedure. In
addition, in this chapter, we demonstrate how the PET forward problem, with a
Poisson noise model, could be effectively approached. Finally, we set out avenues
for future work, including learning generators with structured covariance models
from noisy and incomplete data.

Which of the identified problems does it tackle? In this work, we
will consider learned regularisation methods, where the learning is unsupervised,
without the need for paired training data, that do not need to be re-trained with
small changes in the forward model or noise level. This reduces data and training
requirements and also makes these methods more generalisable. Using generative
models as priors to inverse problems has the added benefit of being able to sam-
ple from the generative model, and thus visualise explicitly the prior information
being provided to the reconstruction. This benefits explainability. Finally, we
consider learning generative models without ground truth data, for use in in-
verse problems, again reducing data requirements. We do not tackle convergence
guarantees although we will signpost to the literature, where available.

1.4 Evaluation Methods

Some of this work will be evaluated on small, hand-built test datasets, such as a
dataset of rectangles and circles in chapter 4 and single and overlapping ellipses
in chapter 6. The benefit of such a dataset is that it can be specifically designed
to test certain properties. For example, the rectangles and circles dataset tests
the ability of generative models to produce sharp edges and corners, which can be
difficult for VAEs. We will also evaluate our work against existing deep learning
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(a) Original, x (b) Diagonal covariance matrix, ΣD. The left shows the
individual pixel variances and, on the right, the corre-
sponding diagonal covariance matrix.

(c) Two variations on the original, x1 (left)
and x2 (right)

(d) A dense covariance matrix, Σ,
which has pixels in the same column
as highly correlated.

Figure 1-4: Take an image x, a 5 × 5 array containing one vertical edge in the
4th column, given in (a). Assign each pixel a variance with the highest variance
around the edge (left of (b)). This gives a diagonal covariance matrix for the
image, ΣD, (right of (b)). The image in (c) gives the case of the edge moving
one pixel to the right (x1 on the left) or breaking up (x2 on the right). With
the covariance model given by ΣD both x1 and x2 are the same distance from
x, i.e. (x1 − x)TΣ−1

D (x1 − x) = (x2 − x)TΣ−1
D (x2 − x). The dense covariance

matrix in (d) represents the case where pixels in the same column are highly
correlated but pixels in different columns are independent. Under this matrix,
(x1 − x)TΣ−1(x1 − x) << (x2 − x)TΣ−1(x2 − x).

datasets such as MNIST [136], in chapter 4, knee fastMRI in chapters 4 and 5
and PET data in chapter 6. With these, we can compare our work on realistic
images, more reflective of real-world scenarios, and with other methods. These
datasets, although ‘real’ in that they are real digits or real brain MR images,
as discussed above, have been nicely curated, cropped and centred for us. As
discussed in the relevant chapters, we also do some resizing and rescaling, to
better suit our architectures and the size of our memory. Our datasets can’t be
considered ‘real’ in the sense of ‘raw’. This is not to say that our results are

12



worthless, learning and insight can still be gained and indeed if methods failed
on these curated datasets they would certainly fail on a more ‘raw’ dataset.

Evaluating generative models is complex and we will discuss this in more detail
in chapter 4. For a known forward problem and observed data, inverse prob-
lem solutions can be evaluated on the extent to which the reconstructed image
matches the observed data, e.g . by taking just the first term of (1.2). In addi-
tion, when using existing or hand-built datasets, we usually have access to the
ground truth to compare and can measure the distance between reconstructed
and ground truth images. As seen in figure 1-3, measures such as the 2-norm can
be tricky. If a radiologist were evaluating figure 1-3, if the ground truth image
were (a), it may be that they prefer (b), which although noisy is anatomically
correct, in comparison to (c) with the structural change in the edge, but both
have the same error in the 2-norm. There exist other measurement metrics, e.g.
peak signal-to-noise ratio (PSNR) or structural similarity index measure (SSIM),
but none are a perfect measure of image quality. Given the issues with quantita-
tive measures, qualitative evaluation is important. We will endeavour to provide
example images for analysis throughout the thesis.

As discussed, inverse problems is an established research area and deep learn-
ing and inverse problems is a fast-growing domain. Our proposed methods do
not exist in a vacuum and so we compare against both unlearned variational
regularisation approaches, such as TV; other learned regularisation approaches
that don’t require paired data; and other learned methods, that require paired
training data. We consider both accuracy and generalisability. It is important
to note, however, that in most cases one can’t just take the most recent paper
and off-the-shelf apply it to your data. The website “papers with code” reports
that on average, so far in 2022, less than 30% of papers were published with
code [175]. Even if the code is available, well maintained, well documented and
runs off-the-shelf on your specific hardware, you still may need to adapt the ar-
chitectures for your dataset and forward problem. You may also have to retune
parameters such as learning rates or initialisations. Some models may also be
too large or expensive to train [201]. As good scientists, we endeavour to get the
best results to provide a fair comparison. However, with limited resources and
time, it is likely that with more effort and expertise, results could be improved.

1.5 Thesis Structure

This thesis has two background and three core chapters and we list their contri-
butions below.

• Chapter 2 contains background information on inverse problems and deep
learning before a brief review of current deep learning approaches to inverse
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problems.

• Chapter 3 introduces common generative models including autoencoders,
variational autoencoders and generative adversarial networks, that will be
referenced in subsequent chapters. It also discusses some more recent mod-
els.

• Chapter 4 introduces generative regularisers, providing a literature review
and then numerical examples and comparisons. This chapter also sets out
qualitative desired criteria for generative models for use in inverse imaging
problems. The majority of this chapter is under review and available as a
preprint [64].

• Chapter 5 considers VAEs with structured covariance and provides detailed
numerical experiments for compressed sensing MRI on the fastMRI dataset.
The majority of this chapter is available as a pre-print [65].

• Chapter 6 looks at learning generative models without ground truth data
using only observed data, where the forward model is known. It introduces
a loss function for training a VAE on observed data and demonstrates its
efficacy on datasets of ellipses. It has some early proof of concept results
on positron emission tomography (PET) images.

• Finally, chapter 7 concludes this thesis by revisiting the key themes set out
in the introduction and identifies areas for future work.
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Chapter 2

Inverse Problems and Deep
Learning

In this chapter we will introduce background information on inverse problems and
deep learning. We also include a review of deep learning approaches to inverse
problems in order to set generative regularisers within a wider context.

2.1 Inverse Problems

Recall from equation (1.1) that solving an inverse problem is the task of com-
puting an unknown quantity, x ∈ X , from observed (potentially noisy) measure-
ments, y ∈ Y , related by a forward model, A : X → Y . In this work, we assume
that the forward model A is known and easy to compute. Measurement errors
or additional, poorly understood physical processes mean that the observations
come with additional noise and we generally assume that this noise model is
known or can be approximated. For example, the case of additive noise, ε, gives

Ax+ ε = y. (2.1)

2.1.1 Example Applications

The applications we focus on in this report are inverse problems in imaging. Some
examples running through this thesis include:

• Image denoising - Take the forward model, A, in (2.1) to be the identity
operator and we can define the inverse problem to be y = x + ε. Here we
wish to recover x ∈ X on observing the noisy y ∈ Y = X .
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• Deconvolution - Movement during the image capture process or out-of-
focus optics can be modelled using a convolution. Take X = Rd1×d2 and
Y = Rm1×m2 and define a forward model

yu,v =
a∑
s=1

b∑
t=1

Ks,txu−s,v−t

where x is the original image, y the observed image and K is a a×b matrix.
The image x is either padded to ensure that Y has the same dimension as
X , or Y has a smaller dimension than X .

If the convolution kernel is known then the inverse problem could be tack-
led using a Fourier transform, however, this is always ill-posed (in infinite
dimensions). The case of an unknown kernel is called ‘blind convolution‘
and is even more challenging.

• Compressed sensing - Consider y = Ax to be an under-determined linear
system where A is an Rm×d Gaussian random matrix, x ∈ Rd is a vec-
torised image and d � m, see for example [55]. The matrix A will have a
non-trivial kernel and so, if a solution exists, there will be infinitely many
solutions. There are usually two conditions under which recovery of the so-
lution is possible, the first is that the solution is sparse under some domain
and the second is a condition on the matrix A to behave like an isometry, a
distance-preserving map, restricted to the set of possible sparse solutions.
In chapter 4, we take A to be a random matrix, with entries drawn indepen-
dently from a Gaussian distribution, as many classes of random matrices
have been shown to be suitable for compressed sensing.

• Tomography - Tomography is the technique of imaging by sections through
the use of a penetrating wave. For many tomography applications, the
underlying forward problem is the X-ray transform, given by

y(θ, s) = (Ax)(θ, s) =

∫
t∈R2: t·θ=s

x(t)dt. (2.2)

Integrals are taken along lines in the image that satisfy t · θ = s for a
given θ, the x-ray angle, and s, the distance from the object centre. In this
thesis, we usually consider discrete data where x is defined on a grid and
so a discrete set of θ and s are chosen and the integral is approximated.

In X-ray computed tomography (CT), the unknown quantity x represents a
spatially varying density that is exposed to radiation from different angles
and absorbs radiation according to its material or biological properties.

For positron emission tomography (PET), a short-lived radioactive tracer
is injected into the patient. As the tracer decays it emits a positron which
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travels in the tissue for a short distance before interacting with an electron.
The encounter annihilates both the electron and positron producing a pair
of photons which travel in opposite directions. By measuring the locations
of the photons hitting a scanner surrounding the patient, a line can be
drawn between the two detected positions, which contains the location of
the original event. The process can be approximated using (2.2) with a
suitable noise model. For more detail see e.g . [184] and chapter 6.

• Compressed sensing MRI - MRI machines employ powerful magnets which
produce a strong magnetic field that forces protons in the body to align
with that field. Stimulating these protons with radio waves breaks the
alignment and sensors detect the energy released when protons realign with
the magnetic field. It is a non-damaging process, in contrast to the X-ray
radiation dose in CT, and can obtain clear images of soft tissue such as
muscles, ligaments, and tendons. Mathematically, let X ⊂ Cd, where the
d = d1d2 is the image dimension and complex vectors in X can be arranged
into a d1 × d2 complex image. Let Y ⊂ Cqm, be the measurement space,
often called k-space. Consider A = S ◦ F ◦Q where Q performs point-wise
multiplication with q coil sensitivity maps; F is a Fourier transform, and M
is an under-sampling mask that returns only values at specified locations
in k-space, according to a selected sampling pattern. MRI acquisition is
slow (typically 15-90 minutes according to the NHS [161]) and the idea is
by taking fewer k-space samples, hence fewer measurements, acquisition
can be quicker and therefore cheaper and more conformable for the patient.
For a recent review see e.g . [234]. Note that, in chapter 5, we deal with
real magnitude images, and so define X ⊂ Rd and define an extra operator
B : Rd → Cd which maps into the complex domain by setting the complex
component to be equal to zero, B(x) = x + 0i. For simplicity, we also
ignore coil sensitivity maps, replacing Q with an identity operation. Thus
A = S ◦ F ◦B.

2.1.2 Ill-posedness

For arbitrary spaces X and Y , a problem is well-posed, in the sense of Hadamard [91],
if it satisfies the following

• Existence:- For all observed measurements there exists at least one solution
to the problem.

• Uniqueness:- For all observed measurements there is at most one solution.

• Stability:- The solution of the problem depends continuously on the ob-
served data.

Problems that are not well-posed, in the sense of Hadamard, are termed ill-posed.
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For example, in the discrete case for Y = Rm, A ∈ Rm×d and X ∈ Rd, if d < m,
there exists points in the measurement domain Y for which there are no solutions
to Ax = y. Conversely, if m < d and the system is under-determined, the null
space of A will be non-trivial, and solutions may not be unique. Finally, if the
condition number of A, the ratio between the biggest and smallest eigenvalues of
A, is very large, then the problem will be sensitive to even very small changes
in the observed measurements. In the previous examples, deconvolution and
tomography inverse problems can be unstable to small changes in the measured
data. Both the compressed sensing and compressed sensing MRI inverse problems
have a non-trivial kernel and thus if there exists a solution, it will not be unique.

Hadamard argued in that original paper [91] that well-posed problems corre-
spond to physical scenarios and are therefore worth studying. However, in the
introduction, we gave many examples of ill-posed inverse problems that are worth
studying and indeed I believe that the additional challenge of ill-posedness makes
inverse problems such an interesting research area for mathematicians.

Inverting the Forward Operator The ill-posedness caused by the existence
or uniqueness of solutions could be alleviated by re-writing the problem as a least
squares problem, searching for solutions x that minimise

‖Ax− y‖2
Y . (2.3)

In the case of multiple minima of this least squares formulation, one could define
a solution uniquely, for example, as the minimum solution, as measured by a
norm in X . With suitable choices of operators, spaces and norms, this minimum
norm solution to the least squares problem coincides with the Moore-Penrose
pseudoinverse (see e.g . [22]). This is now an inverse problem reconstruction
approach that gives both existence and uniqueness for the inverse problem.

However, this inverse is not necessarily stable or of acceptable quality and often
further work is required.

2.1.3 Variational Regularisation

Regularisation replaces the original problem with a closely related problem that
has better stability properties. Variational regularisation, sometimes called Tikhonov-
type regularisation, looks for solutions to the inverse problem as solutions to the
minimisation problem:

x∗ ∈ arg min
x
D(Ax, y) + λR(x), (2.4)

where D : Y ×Y → R≥0 is a similarity measure, which we will assume smooth in
its first argument and non-negative; the constant λ is a regularisation parameter
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and R : X → R≥0 is a regularisation function. Note that we could extend to the
case where D is non-smooth in the first argument e.g . if D were the 1-norm.

Theoretical Properties As discussed in [196] there are a number of desired
theoretical results that are of interest in regards to variational regularisation
methods:

• Existence: For a fixed regularisation parameter, λ, and observed data, y,
there exists (unique) minimisers of (2.4).

• Stability : For a fixed regularisation parameter, λ, the regularised solution,
x∗, to (2.4) depends continuously on the observed data,y.

• Convergence: As the regularisation parameter tends to zero, λ → 0, and
the noise in the observed data tends to zero, y → Ax† for some x† ∈ X ,
then x∗ in (2.4) converges to a solution of y = Ax.

One might then go on to consider both convergence rates and bounds on stability.

Choosing a Regularisation Function The idea of the regularisation function
is that it is small when some desired property of the reconstructed image is
satisfied. Some examples include:

• Tikhonov regularisation, R(x) = ‖x‖2, encourages the recovered unknown
to be small in the 2-norm. More generally, Tikhonov-Phillips regularisa-
tion [216, 179], R(x) = ‖Bx‖2, where B : X → Z is a linear operator,
penalises some features of x.

• Total variation (TV) regularisation [192] aims to denoise images while pre-
serving edges, favouring images that have a sparse gradient. The regulari-
sation functional is the one norm of the gradient of the image, R = ‖∇x‖1.
For an image x ∈ Rd1×d2 , in matrix form, the total-variation can be approx-
imated

R =
∑
i,j

√
|xi+1,j − xi,j|2 + |xi,j+1 − xi,j|2. (2.5)

• Sparsity penalties encourage sparsity of the reconstructed image under a
certain representation. For example, for x ∈ Rd, the 1-norm is often used
as a regulariser to enforce sparse solutions. For example take R(x) = ‖Bx‖1

where B : X → Z.

As discussed in the introduction, choosing a suitable regularisation term is a
trade-off between specificity and generalisability. TV regularisation can give rea-
sonable results on a wide range of datasets at a cost of providing cartoon-like
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images and blob-like artefacts in some cases. Hand-crafting a regularisation strat-
egy for a given dataset can require expert knowledge and risks overfitting to only
a specific special case. A natural question to ask is: given a set of images, which
regulariser would work well? Alternatively, how can we produce regularisers that
are tailored to specific data or tasks? This thesis attempts to answer this question
through learned regularisation.

For this approach, we still need to choose the regularisation parameter λ. One
common a-posterior parameter choice rule is the Morozov discrepancy princi-
ple [155]. If Ax = y and noisy data yδ is observed, with ‖y − yδ‖ ≤ δ, then
the Morozov discrepancy principle chooses the largest regularisation parameter λ
such that ‖Ax∗(λ, yδ)− yδ‖ ≤ δ, where x∗(λ, yδ) is the regularised solution with
observed data Y = yδ and regularisation parameter λ.

Note that variational regularisation is not the only possible form of regularisation.
For a review of modern regularisation methods see [23].

2.1.4 Bayesian Approach

An alternative approach to solve the inverse problem given in (2.1) is through
Bayesian statistics. With a known probability distribution on the additive noise,
define a likelihood distribution, a probability distribution on data y given image
x. The posterior probability of x given data y is given by Bayes’ theorem:

p(x|y) =
p(x)p(y|x)

p(y)
. (2.6)

Here, p(x) is a prior model that represents the known information about the
model parameter before observing data y. A prior could be uninformative, e.g .
uniform over an image space, or could be very specific, e.g . centred on a partic-
ular example image. The benefit of this approach is that it allows for a complete
statistical analysis including quantification of the uncertainty. Sampling from
the posterior, for example through Monte Carlo methods, allows for not just one
reconstructed image but a range of images and an idea of uncertainty. However,
there are several hurdles to overcome. Except for a small number of carefully
chosen conjugate priors, the posterior is intractable, with no closed-form expres-
sion. As we shall see below, choosing a ‘good’ prior is also analogous to choosing
a good regularisation parameter and, as discussed, this choice can be challenging.
For a textbook on Bayesian inverse problems see [213].

Bayesian and Variational Equivalences Consider calculating a mode of
the density p(x|y), also called the maximum a posteriori (MAP) estimate. From
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Bayes’ theorem this gives

x ∈ arg max
x

p(x)p(y|x)

p(y)
(2.7)

⇐⇒ x ∈ arg max
x

p(x)p(y|x) (2.8)

⇐⇒ x ∈ arg min
x
{− log p(x)− log p(y|x)}. (2.9)

Consider − log p(x) := R(x) to be the regularisation term. For example if we
put a standard normal prior on X = Rd, p(x) ∝ exp(−1

2
‖x‖2

2) and − log p(x) =
1
2
‖x‖2

2 and we have Tikhonov regularisation. Similarly, a Laplace prior will give
regularisation in the 1-norm. The second term, − log p(y|x) corresponds to the
data discrepancy term. For example, if we assume that the added noise, ε is
Gaussian, with zero mean, and (potentially unknown) standard deviation γ i.e.

ε ∼ N (0, γ2) we have that p(x|y) ∝ exp
(
−‖Ax−y‖

2
2

2γ2

)
. This gives − log p(y|x) =

‖Ax−y‖22
2γ2 . Incorporating this into (2.9) gives

xMAP ∈ arg min
x
‖Ax− y‖2

2 + γ2R(x) (2.10)

which can be directly compared to (2.4), the variational regularisation framework.
The noise level in the data, γ, acts as a regularisation parameter, balancing
between the prior and the data. Other possible likelihood distributions could be
derived from other noise models. For example, see chapter 6 for a case of Poisson
noise.

2.1.5 Inverse Problem Discretisation

A two-dimensional image could be given as a two-dimensional grid of pixels or
it could be defined as an infinite-dimensional function over a two-dimensional
domain. A thorough discussion of inverse problem discretisation is out of the
scope of this thesis. Instead, in this work, we choose the former and define
X = Rd a d-dimensional vector space where vectors in X can be arranged in a
2D grid (size d1×d2 where d1d2 = d). Also take Y = Rm (Cm for the compressed
sensing MRI problem ) and so A ∈ Rm×d (∈ Cm×d).

2.2 Optimisation Algorithms

To optimise (2.4) we utilise several different optimisation schemes. First consider
gradient descent with backtracking, algorithm 1 (see e.g . Algorithm 9.2 of [30]).
The method initially takes a large step size in the direction of the negative gradi-
ent and checks to see if this decreases the objective sufficiently. If not, the method
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iteratively shrinks the step size (i.e., “backtracking”) until the update reduces the
objective sufficiently. Backtracking gives some convergence guarantees, ensuring,
for example, that the iterates don’t oscillate around a critical point.

Algorithm 1 Gradient Descent with Backtracking to solve minz f(z).

1: Initialise z0, L > 0, 0 < η0 < 1, η1 > 1.
2: for i = 1, ..., K do
3: Let z̃(L) := zi−1 − 1

L
∇f(zi−1)

4: while f(z̃(L)) ≥ f(zi−1)− 1
2L
‖∇f(zi−1)‖2

2 do
5: L = Lη1

6: zi = z̃ and L = Lη0.

When optimising over two or more variables, we can use alternating gradient
descent with backtracking, algorithm 2, which takes a backtracking gradient step
over each variable in turn, allowing a different step size for each variable.

Algorithm 2 Alternating gradient descent with backtracking to solve
minz,x f(z, x).

1: Initialise z0 and x0, Lz > 0,Lx > 0, 0 < η0 < 1 and η1 > 1
2: for i = 1, ...., K do
3: Let z̃(Lz) := zi − 1

Lz
∇f(zi, xi)

4: while f(z̃(Lz), xi) ≥ f(zi, xi)− 1
2Lz
‖∇f(zi, xi)‖2

2 do
5: Lz = Lzη1

6: Let zi+1 = z̃(Lz) and then Lz = Lzη0

7: Let x̃(Lx) := xi − 1
Lx
∇f(zi+1, xi)

8: while f(zi+1, x̃(Lx)) ≥ f(zi+1, xi)− 1
2Lx
‖∇f(zi+1, xi)‖2

2 do
9: Lx = Lxη1

10: Let xi+1 = x̃(xL) and Lx = Lxη0

Consider instead that (some part of) the function you wish to minimise is not
differentiable. For example, if it contained the 1-norm or TV semi-norm. We can
instead use the proximal, proxh(z) = arg minx{h(x) + 1

2
‖x− z‖2

2}, which projects
solutions onto an admissable space given by the regulariser, h in the case. We
take a Proximal Alternating Linearised Minimisation (PALM) approach, algo-
rithm 3, [25]. Note that in the version given in algorithm 3, we do not assume
we know the Lipschitz coefficients of the terms in our objective and so estimate
them using a line search.

22



Algorithm 3 PALM with backtracking to solve minz,u f(z, u) + g1(z) + g2(u).

1: Initialise z0, u0, Lz > 0, Lx > 0, 0 < η0 < 1 and η1 > 1.
2: for i = 1, ...K do
3: Let z̃(Lz) := prox 1

Lz
g1

(zi − 1
Lz
∇zf(zi, ui))

4: while f(z̃(Lz), ui) > f(zi, ui)+∇zf(zi, ui)
T (z̃(Lz)−ui)+ Lz

2
‖z̃(Lz)−zi‖2

2

do
5: Lz = Lzη1

6: Let zi+1 = z̃(Lz) and then Lz = Lzη0

7: Let ũ(Lu) := prox 1
Lu

g2
(ui − 1

Lu
∇uf(zi+1, ui))

8: while f(zi+1, ũ(Lu)) > f(zi+1, ui) + ∇uf(zi+1, ui)
T (ũ(Lu) − ui) +

Lu
2
‖ũ(Lu)− ui‖2

2 do
9: Lu = Luη1

10: Let ui+1 = ũ(Lu) and then set Lu = Luη0

2.3 Deep Learning

When giving talks to mathematicians, I find it is often worth avoiding the words
“machine learning”. It generally causes a not insignificant portion of the audience
to switch off, believing it to be some form of dark magic, or dismissing the work
as immediately uninteresting. Using the phrase ‘function approximation’ or ‘pa-
rameterised function’ generally gives a better response. This is not misleading, in
essence, deep learning aims to estimate a function f that maps input u to output
v. Using training data, some loss function and a suitable optimisation scheme,
one hopes to choose some parameters, θ, such that the parametrised function fθ
approximates f well. Finally, we hope that fθ makes accurate predictions based
on unseen data.

2.3.1 Choosing a Parameterised Function

Feed forward neural networks The basic unit of a neural network is a
neuron (or node). Given a vector input ui ∈ Rni , weights Wi+1 ∈ Rni+1×ni , bias
term bi+1 ∈ Rn

i+1 and non-linear activation function, σi+1, the neuron outputs:

ui+1 = σi+1 (Wi+1ui + bi+1) . (2.11)

The activation function is usually applied element-wise and activation functions
used in this work include: Sigmoid function: σ(x) = 1

1+exp(−x)
, Rectified Linear

Unit: ReLU(x) = max(0, x) and Leaky Rectified Linear Unit: LeakyReLU(x) ={
x if x > 0

αx otherwise
where α is some small positive constant.
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The basic structure of a neural network contains multiple nodes arranged in
layers. Given layer dimensions n0, n1 and n2, input u = u0 ∈ Rn0 and output
v = u2 ∈ Rn2 , an example of a 2-layer network is given in the following equation:

v = (fθ(u)) = σ2 (W2 [σ1 (W1u+ b1)] + b2) , i = 1, ..., n2. (2.12)

This is an example of a fully connected feed-forward neural network that first
takes a weighted sum of the input variables, adds a bias and then applies an
activation function, before repeating for the second layer. In the case of (2.12),
the parameters θ would be the set {W1,W2, b1, b2}. Note that throughout this
work, the parameters θ, are also called weights and this refers to any trainable
neural network parameters including biases.

Modern architectures Fully connected feed-forward neural networks have
been surpassed by other architectures in most domains. For example, in imaging,
convolutional neural networks [136] learn convolution kernels (or filters), which
have a lower dimension than the full image and are passed over the image, trans-
forming it based on the kernel values. It has two major benefits: the focus on
local structures and repeated calculations across the image seems to work well
with natural images and, also, there is a significant parameter, and therefore
memory, reduction compared to fully connected layers.

Layers are also commonly built into structures, such as residual neural net-
works [96] which mimic the shape of an iterative update of a discretised ordinary
differential equation solver and UNETs [189] which contract and then expand
in dimension, causing an information bottleneck. Both require the use of skip
connections [96] to pass data between layers.

There are a growing number of choices for architectures with new and exciting
possibilities and applications. Transformer architectures [221], for example, were
originally introduced for text-to-text challenges, such as translation, but have fast
become crucial in large image models [68]. Transformers can take an input (e.g .
an image) and, in parallel, attention layers try to capture the relations between
the different input values. The resulting information could be used, for example,
to predict the value of missing pixels in an image [45].

2.3.2 Determining Suitable Weights

Neural networks, with as few as one hidden layer, are universal approximators.
This means that, under some conditions on the activation function and with
sufficient nodes, they can approximate any continuous function on a compact
set-up to arbitrary precision [56, 73, 102, 139]. The now pertinent question is: a
given network may be expressive enough to estimate the function we want, but
can the parameters required be found?
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Data Sets The type of data determines the type of learning we can do. There
are three broad types: supervised, unsupervised and semi-supervised learning.
The definitions generally refer to the following:

• Supervised : Input data and the corresponding output data are known for
the function we wish the neural network to approximate i.e. training set
{uj, vj}Nj=1, where f(uj) = vj for j = 1 . . . N .

• Unsupervised : Datasets consists of input data without corresponding out-
put data i.e. {uj}Nj=1 ⊂ X , where X is some space we are interested in
investigating.

• Semi-supervised: Datasets are any mixture of the above. For example, there
could be a selection of input and output data but they may not necessarily
correspond. Else there may be a small amount of corresponding input and
output data alongside a larger amount of either input or output data.

Loss function The network is trained through the minimisation of a loss func-
tion, usually averaged over the training data with parameters consisting of the
network weights. For example, in supervised learning, one could take the objec-
tive as to minimise

∑N
j=1 ‖vj − fθ(uj)‖2 with respect to θ for some norm.

Learning algorithms Minimisation of the loss function is usually done through
gradient descent methods, usually stochastic gradient descent [204] and its vari-
ants e.g . Adam [123]. Stochastic gradient descent computes gradient calculations
over just an individual sample or small batch of training data with each iteration,
reducing the computational cost.

In addition to the weights, there are often a large number of parameters that
are not learnt but set before training, such as learning rate, number of layers,
number of nodes per layer, iteration numbers, activation functions, regularisation
parameters and potentially many more. It is common practice to use validation
sets to tune these parameters but this can be time-consuming.

Automatic differentiation Optimising the loss function using gradient de-
scent requires calculating gradients of the network outputs with respect to the
weights, ∂fθ

∂θ
. In addition, throughout this work, we require the gradient of the

network output with respect to its input, ∂fθ(u)
∂u

. If the gradients of the activation
function are known, these gradients can be calculated by repeated use of the chain
rule, sum rule and product rule. This is efficiently calculated using automatic
differentiation packages, such as TensorFlow.
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2.3.3 Learning Neural Network Weights is an Inverse Prob-
lem

Learning the weights of a neural network is an inverse problem. The unknowns
are the weights of the network, the observed data is the training dataset and
the forward model is the application of the neural network, with given weights.
This inverse problem is ill-posed. For example, the choice of fθ could not be
expressive enough to approximate the function f and a solution to the inverse
problem wouldn’t exist. Even if a solution exists, the underlying structure of most
neural networks means this solution will not be unique. For example, swapping
two nodes in the same layer in (2.12) would lead to the same solution.

In addition to the ill-posedness, the loss functions are usually non-convex so
gradient descent-based methods can get stuck in local minima. Suboptimal local
minima do exist e.g . [77] shows that poor local minima can readily be found with
a poor choice of hyperparameters. We would usually expect neural networks with
a large number of parameters to overfit to a training dataset and thus see a large
deterioration in performance when tested on an unseen dataset. As discussed
in the introduction, we desire neural networks to be generalisable: the network
should give good results on data not seen in training.

There are a variety of ‘tricks’ available that can be utilised to improve network
properties, for example, initialisation strategies and regularisation techniques
such as weight penalties (e.g . section 5.2.2 of [80]), drop out layers [211] or batch
normalisation [106]. The choice of network architecture is also assumed to have
a regularising effect, e.g . the bottleneck layer in an autoencoder [130] forces the
network to develop a compact representation of the input data and it thus may
not be possible to learn the details of high-frequency noise and this information
is lost. Stochastic gradient descent methods may also implicitly regularise: often
SGD will converge to solutions with smaller norm [239]. Data augmentation can
also improve accuracy and stability. Again, often the behaviour of these is not
well understood. For example, [239] shows that although explicit regularisation,
such as weight penalties, can improve generalisation, regularisation is neither nec-
essary or sufficient for generalisation. They also show how popular deep learning
architectures can fit random labels successfully and quickly, suggesting implicit
regularisation by architecture is not always sufficient.

2.4 Deep Learning and Inverse Problems

In this section, we provide a brief overview of approaches to image reconstruction
using deep learning. We try and split our overview based on the graph given in
figure 2-1. On the x-axis, we have the type of training data: no data, ground truth
only data or paired training data. On the y-axis, we have the role of the forward
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Figure 2-1: A graph comparing various deep learning approaches to inverse prob-
lems.

model during the deep neural network training. Some methods decouple the
forward model and image reconstruction from the modelling of the image space
with a deep neural network and others utilise information about the forward
model in the deep neural network architecture. A summary of the analysis is also
given in table 2.1. For other reviews consider [16, 159].

2.4.1 Untrained Methods

Deep Image Priors (DIP)[222, 219, 59] take an untrained convolutional neural
network and use the weights of the neural network parameterise the image space
i.e. for a fixed z, x = fθ(z) maps the weights, θ, to images, x. Given some
observed measurements, y, and a fixed z, the inverse problem can be reformulated
as

θ∗ ∈ arg min
θ
D(Afθ(z), y), x∗ = fθ∗(z), (2.13)

where D(·, ·) : Y × Y → R≥0 is some loss function. The idea is that the network
provides implicit regularisation as the convolutional networks favour ‘natural im-
ages’. Exactly what ‘natural’ means is hard to define.

The success of DIP usually relies on further regularisation of (2.13). If the gen-
erator network is sufficiently wide and given sufficiently many iterative updates,
then gradient descent will solve the non-convex optimisation problem in (2.13) to
fit any signal, y, however noisy or corrupted [222], which is not desirable. Addi-
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tional regularisation could be in the form of early stopping, regularisation on the
network output, e.g . TV regularisation, or regularisation on the network weights
[222]. In one particular example, Holler and Habring [90] adapt the DIP idea,
restricting their reconstructions to be close in the TV norm to the output of an
untrained network, with carefully defined mathematical properties.

DIP is also not quick to evaluate, as for each new image the weights of a neural
network must be learned. This however makes the method very general, as each
new image is reconstructed from scratch.

2.4.2 Supervised Methods: Paired Training Data

On the opposite end of the data spectrum, we consider a training set of paired
data {xi, yi}Ni=1, such that yi ≈ Axi for all i = 1, . . . n up to some noise in the
observations. The learning challenge for an end-to-end method is now to learn
fθ : Y → X which minimises the objective

θ∗ ∈ arg min
θ

N∑
i=1

L(fθ(yi), xi) (2.14)

where L(·, ·) : X × X → R≥0 is again some suitable loss function.

The most naive approach would be to ignore the forward model, A, define some
deep architecture for fθ going from space Y to X , and optimise for θ. Although
there have been some successes with this simple approach, e.g . AUTOMAP [243],
this requires an extremely large amount of training data and incorporating do-
main knowledge from A can lead to improved results. Linking back to our aims
in the introduction, incorporating expert knowledge, in the form of physical mod-
elling for A, and encouraging solutions to be consistent with the measured data,
can make approaches more trustworthy. In addition, if the forward model is
included as an input to the network explicitly, then any small changes in the for-
ward model can also be passed to the network and can make the learned network
more generalisable.

Learned post processing Learned post-processing uses knowledge of the for-
ward model to provide a rough reconstruction from measured data, before using
a neural network to clean up the resulting image. For example, we decompose
fθ = hθ ◦ A†, for A† : Y → X a rough inverse mapping the measurements back
to the image space and hθ : X → X a neural network acting in the image space
[241, 44, 113, 119]. The hope is that this method could provide the best of both
worlds: the rough reconstruction could be a best-case unlearned method and the
learned part could provide small improvements. In addition, the rough recon-
struction maps back to the image domain, and the neural network, therefore,
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acts only in the domain X . This allows for the use of architectures like convo-
lutional neural networks built into U-Nets[189], that are known to be successful
on images. The speed of this approach depends on the rough reconstruction, the
learned component is generally quick to evaluate.

This is approach is limited by the quality of the reconstruction. For example,
if the rough reconstruction is unstable to noise in the observed data, then it
may be difficult for the network to rectify this. The authors of [12] investigate
[113] and note that these learned post-processing networks are unstable to small
structural perturbations and also to any changes in the forward model sampling
pattern. There is also some danger that the rough reconstruction could, in some
way, destroy information, e.g . by providing an over-smoothed result. On the
other hand, we note that, if the ‘rough reconstruction’ A†y is consistent with
the observed data, i.e. AA†y = AA†Ax = Ax = y, such is the case when A†

is the pseudo-inverse, then the additional post-processing can destroy this data
consistency. One solution is to ensure that the neural network acts only in the
null space of the forward operator [199, 198]. However, this places limitations on
the network and the final solution will still depend on the quality of the initial
reconstruction.

Learned unrolled methods Learned unrolled methods are architectures in-
spired by traditional iterative schemes. Consider that we wish to find x∗ ∈
arg minx∈X{D(x) = D(Ax, y)}. A common approach would be to consider gra-
dient descent, with updates

xt+1 = xt − αt∇D(xt). (2.15)

In the ‘Learning to learn by gradient descent’ paper [10], the authors replace the
gradient step with a learned update rule

xt+1 = xt − fθt(∇D(xt)). (2.16)

where fθt is a network with parameters θt. In addition, the number of iterations
is fixed and usually small. The parameters θt could be allowed to vary for each
iteration number t or be fixed throughout the network.

The name ‘unrolled’ comes from this fixed number of iterations. By considering
the initialisation of the optimisation scheme as an input and the result after
k iterations the output, the iterative updates can be viewed as k modules of
one large network. The method is trained like any other end-to-end method,
choosing weights so that reconstructed and ground truth images match on a
training dataset. Also, like other end-to-end approaches, the method is usually
fast to evaluate once trained, and the small number of iterations is quick to
evaluate.
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There are many extensions to this work, for example, by providing the network
with more inputs, such as information from previous updates, or through network
choices and initialisation [4]. There is also the choice of other iterative schemes,
other than basic gradient descent, that could be adapted. One very popular ap-
proach is Learned Primal-Dual Hybrid-Gradient (LPDHG)[3] where learned net-
works replace the proximal operators in the standard primal-dual hybrid-gradient
algorithm.

Variational networks Variational networks [93] are an instance of an unrolled
iterative scheme where gradient descent iterations for optimising a variational
regularisation objective are unrolled. We include it in preparation for chapter 5.
Consider the minimisation

min
x
R(x) +

λ

2
‖Ax− y‖2

2 (2.17)

and note that optimisation by gradient descent will lead to updates of the form

xt+1 = xt − αt (λA∗(Axt − y) +∇R(xt)) , (2.18)

where A∗ is the adjoint and αt is a step-size. Replacing the ∇R(xt) term with
a learned component, inspired by the Fields of Experts model [190], and again
fixing iterations, gives an end-to-end method which includes information from
the forward and its adjoint. For each iteration, the parameters of the regulariser,
the step-sizes αt and the regularisation parameter λ are learned. One pleasing
feature is that if the network were to just output zeros, this leaves update xt+1 =
xt − αtλA∗(Axt − y), which is gradient descent for the least squares solution.

Deep equilibrium methods Note that even though the unrolled methods
may be inspired by mathematically well-understood iterative optimisation tech-
niques, the learned unrolled network does not necessarily inherit any of these
properties. Deep equilibrium models [18, 76] are also inspired by iterative opti-
misation methods, but instead, consider iterating to convergence at a fixed point.
Consider a network fθ included as part of an iterative method

xt+1 = fθ(xt; y). (2.19)

Note here that fθ is independent of t and the weights are the same with each iter-
ation. The architecture of fθ may depend on A, as in unrolled iterative methods
or variational networks. For example, Deep Equilibrium Gradient Descent[76],
takes

fθ(x; y) = x+ ηAT (y − Ax)− ηSθ(x) (2.20)
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for some trainable network Sθ. Note that by setting Sθ = ∇R, (2.20) is identical
in form to (2.18).

In comparison to the unrolled approaches, deep equilibrium methods consider
iteration to convergence. The idea is that, if the limit, xt → x∗, exists, as t→∞,
then it should be the solution to the inverse problem, y = Ax∗. The convergence
aspect is straightforward and can be guaranteed for a suitable choice of fθ, but
the hard part is ensuring that the limit is a good solution to the inverse problem.

Consider that we wish to optimise
∑N

i=1 L(x∞(yi, θ), xi), where L(·, ·) : X ×X →
R≥0. Taking gradients with respect to θ is not straightforward as it depends on
∂x∞
∂θ

, and back-propagating through the potentially infinite number of iterations
to reach the limit is impossible. Instead, note that the limit is a fixed point and
so satisfies x∞ = fθ(x∞; y). It is now possible to differentiate both sides with
respect to θ and rearrange to find ∂x∞

∂θ
.

Deep equilibrium networks give an iterative method that will converge, hopefully
to a good reconstruction of the inverse problem, although there are no guarantees
for the latter. One benefit of the convergence result is that you expect stability
with repeated applications of (2.19). The iterations should not become unstable.
This allows the user to trade off computational budget and desired accuracy at
test time. For example, you could use just a few iterations for a rough reconstruc-
tion or iterate to convergence to try and aim for the best possible prediction.

Learned regularisers - supervised Recall the variational regularisation
framework (5.5) and how difficult it can be to choose a regulariser or choose
regularisation parameters. One option is to set the regulariser to be a parame-
terised function, Rθ(x), where θ could be just one or two parameters, such as a
regularisation parameter, or paramaterise a more complex function. One could
then learn θ in an end-to-end fashion, for example in a bi-level optimisation
problem

arg min
θ

N∑
i=1

L(x∗(θ, yi), xi) s.t. x∗(θ, yi) ∈ arg min
x
D(Ax, yi) + λRθ(x). (2.21)

This is computationally challenging, especially as there is usually no analytic
solution to the inner optimisation problem. See e.g . [132, 186, 51], for examples
of learning parameters in the regularisation term.

2.4.3 Semi-supervised Methods: Unpaired Data

We consider a recent example of a semi-supervised method for inverse problems.
Consider a dataset of ground truth images with some additional information, in

32



this case, some measured data, that need not be paired with the ground truth
images.

Adversarial regularisation One possible interpretation of a regulariser is not
just that the regularisation term is small for some desired property of the im-
age, but that it is large for some set of undesired properties. For adversarial
regularisation [146], the regulariser is chosen to maximise the Kantorovich for-
mulation of the Wasserstein distance between the ground truth images and the
poor reconstructions. This is very similar to the Wasserstein GAN formulation
(see chapter 3) and indeed the regulariser plays the role of a discriminator, out-
putting small values for images similar to the ground truth training set, and
large values for images produced from rough or poor reconstructions from the
measured data dataset. The idea is that the critic should learn both an idea of
the ground truth data distribution, and also common unwanted reconstruction
artefacts. Once trained, the regulariser can be used in a variational regularisation
scheme. Although inspired by the Wasserstein distance, there are no guarantees
that learning the regulariser approximates the Wasserstein distance well, see e.g .
[212].

The original paper has been extended to convex critics [158] and incorporated
into an unrolled iterative method [157].

2.4.4 Unsupervised Methods: Ground Truth Training Data
Only

Collecting and curating paired training data can be time-consuming and expen-
sive. In addition, relying on paired data means that whenever something changes
in the forward model, the methods trained in the previous regime either need
to be retrained or need to be sufficiently general so that they can be applied to
unseen data. Unsupervised methods, trained without a forward operator, are
naturally more robust to forward model changes.

Plug and Play methods For a purely unsupervised approach, plug-and-play
methods (PnP)[223] use denoisers trained on ground truth images and ‘plug’
them into iterative reconstructions for inverse problems. For example, consider
the variational regularisation objective (2.4) and introduce a new variable u ∈ X
to give the the constrained minimisation problem

x∗ ∈ arg min
x,u

D(Ax, y) + λR(u) s.t x = u. (2.22)

Reformulating this using an alternating direction method of multipliers (ADMM)
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[29] approach, adding in another variable v ∈ X , leads to an optimisation scheme

xk ∈ arg min
x

{
1

2σ2
D(Ax, y) +

1

2η
‖x− uk−1 + vk−1‖

}
(2.23)

uk ∈ arg min
x

{
1

2η
‖xk − vk−1 − x‖2

2 + λR(x)

}
(2.24)

vk = vk−1 + (xk − uk). (2.25)

If the distance D is the 2-norm then (2.23) is solvable analytically. Equation
(2.24) is the denoising of xk + vk−1 under the regulariser R. This is the only
place R appears and so instead of explicitly defining it, PnP methods implic-
itly regularise the optimisation by plugging in a ‘good’ denoiser to replace step
(2.24). This denoiser acts on the image space X and requires no forward model
knowledge.

There is a huge body of work on PnP methods, including on convergence guar-
antees [194], and on applications to other schemes other than ADMM e.g . fast
iterative shrinkage/thresholding algorithm [117] or primal-dual splitting [169].
For a review paper focused on compressed sensing MRI, see [7].

Learned regularisers - unsupervised Learning a regulariser, or regularisa-
tion parameters, in an end-to-end fashion was covered in section 2.4.2. However,
as set out in the introduction, the focus of this thesis is on learning the regulariser
independently of the forward problem, using ground truth training data only.

Similar to PnP methods, a denoiser trained to remove added noise from ground
truth data can be used as a regulariser for example R(x) = 〈x, x− fθ(x)〉 where
fθ : X → X is a denoiser [188, 223, 143, 152]. Learning a basis or sparse coding
of the ground truth dataset can also provide an avenue for regularisation [6].
For example, take a sparse basis {φi} spanning the space of ground truth data
then R(x) = minγ,φ

[
ι{0}(

∑
i γiφi − x) + ‖γ‖1

]
encourages reconstructions, x, to

be sparse in this basis. Generative regularisers, the focus of this thesis, can be
seen as a non-linear version of this. Instead of encoding the ground truth images
as a set of weights and then reconstructing them by linearly combining basis
elements we encode them in a latent space and reconstruct them using a non-
linear function. A detailed overview of generative regularisers will be provided in
subsequent chapters e.g . section 4.2.
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Chapter 3

Generative Models

In this short chapter, we introduce generative models in a unified notation, in-
cluding a variational autoencoder derivation that will be referred to in other chap-
ters. We provide background on generators and generative models, focusing in
particular on autoencoders (AEs), variational autoencoders (VAEs), generative
adversarial networks (GANs), normalising flows and diffusion-based generative
models. Note that this chapter is not meant to be exhaustive and other good
review papers include [193, 129, 227].

3.1 Autoencoders

An AE has two parts, an encoder and a decoder. The encoder encodes an image
in some latent space and the decoder takes a point in this latent space and
decodes it, outputting an image. The lower dimensional latent space forms a
‘bottleneck’ that forces the network to learn representations of the input with
reduced dimensionality and prevents the model from simply learning the identity
mapping.

Take the encoder to be Eψ : X → Z and decoder Gθ : Z → X , neural networks
with parameters ψ and θ. The network is trained by minimising a reconstruction
loss

J (ψ, θ) = Ex∼P ∗X ‖x−Gθ(Eψ(x))‖2
2 , (3.1)

with respect to θ and ψ. Post training, the decoder can be used as a generator,
taking values in Z and outputting points in X .

The encoder is not required to cover a certain area of the latent space, or indeed
restricted to a certain area, thus generating from points in the latent space may
not lead to outputs similar to the training set. Furthermore, similar images
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may not have a similar latent encoding. Nevertheless, this method of training is
simple and has recently been used in learned singular valued decomposition and
for applications in sparse view CT [24, 165].

3.2 Probabilistic Models

In the introduction, generative models were introduced as having three parts:
a generator, a prior on the latent space, and some mechanism for inducing a
distribution in the image space. As such, the AE doesn’t fit this definition,
as there are no distributions on the X or Z space. In order to move on to a
probabilistic approach we first discuss some mathematical preliminaries.

Consider the image and latent spaces to be measurable spaces, (X ,AX) and
(Z,AZ), respectively. As X and Z are Euclidean spaces, we choose AZ and AX
to be their Borel σ-algebras, the smallest σ-algebra containing every open set
[66]. We consider a prior probability distribution on the latent space, PZ : AZ →
[0,+∞] with corresponding probability density function pZ (with respect to the
Lebesgue measure). Recall the unknown target probability distribution on the
image space P ∗X : AX → [0,+∞]. Consider a measurable (e.g. continuous) gen-
erator, G : Z → X .

We build a generated distribution by taking the prior distribution PZ transformed
by the generator, G, to give a generated distribution PG on X . Imposing a prior
on the latent space sets out the locations in the latent space where we would like
to be able to generate from. The generator, G, is chosen to minimise the distance
between PG and P ∗X ,

d(P ∗X , PG). (3.2)

We now consider two different options for defining PG using the generator G and
the prior PZ . These correspond to the approaches taken by GANs and VAEs,
respectively:

• Define G#PZ : AX → [0,+∞] to be the push-forward distribution of G
applied to PZ so that for any B ∈ AX , G#PZ(B) := PZ({z ∈ Z|G(z) ∈
B}). For f a real-valued AX-measurable function on X that EG#PZ [f ] =
EPZ [f ◦G] [66, Proposition 2.6.8]. This gives generated distribution

PG := G#PZ . (3.3)

There may not exist a corresponding density function with respect to the
Lebesgue measure, as G may not be invertible, see for example [225, The-
orem 12.7]. A random sample x from PG can be obtained as x = G(z),
where z is a random sample from the prior PZ .
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• In some modelling regimes, it may be beneficial to be able to define a
continuous density distribution for PG and so instead of the push-forward
operator we use a likelihood distribution P (X|Z;G) which depends on the
generator, G. We would then define the generated distribution PG to have
density

pG(x) =

∫
Z
p(x|z;G)pZ(z)dz. (3.4)

3.3 Generative Adversarial Networks

The choice of Wasserstein distance in (3.2) leads to the Wasserstein GAN, a
popular generative model [13]. Taking Π(P ∗X , PG) to be the set of joint probability
distributions with marginals P ∗X and PG, the Wasserstein distance is given by

W(P ∗X , PG) = infν∈Π(P ∗X ,PG)

∫
‖x− x̃‖2dν(x, x̃) (3.5)

= infν∈Π(P ∗X ,PG) E(x,x̃)∼ν‖x− x̃‖2. (3.6)

Here we have used the 2-norm as a distance measure on X , but other alternatives
such as p-norms or Sobolev norms are possible [5].

Equation (3.6) is intractable as, for example, P ∗X is unknown. We instead rewrite
(3.6) using the Kantorovich–Rubinstein dual characterisation (see Remark 6.5
[224])

W(P ∗X , PG) = sup
D∈Lip(X ,R)

{
Ex∼P ∗XD(x)− Ex̃∼PGD(x̃)

}
, (3.7)

where Lip(X ) denotes the space of real-valued 1-Lipschitz functions on X . For
anyD ∈ Lip(X ), for almost all x ∈ X , the gradient∇D(x) exists and ‖∇D(x)‖2 ≤
1. We call the function D a discriminator. Comparing this formulation to (3.6),
(3.7) can now be approximated using samples from the two distributions, without
knowledge of the full distribution.

Take Gθ and Dφ to be parameterised functions, e.g. neural networks, with param-
eters θ and φ, respectively. Using (3.3), the task of minimising the Wasserstein
distance becomes

min
θ

max
φ

{
K(θ, φ) : = Ex∼P ∗XDφ(x)− Ez∼PzDφ(Gθ(z))

}
. (3.8)

To enforce the Lipschitz constraint a penalty term, Ex∼P̂ (‖∇Dφ(x)‖2 − 1)2, is

added to the loss function of the discriminator. Samples of P̂ are calculated as
x̂ = tGθ(z) + (1− t)x for t ∼ U [0, 1], x ∼ P ∗X and z ∼ PZ [86].

The objective (3.8) is a saddle point problem. We say that (θ∗, φ∗) is a local saddle
point if K(θ∗, φ) ≤ K(θ∗, φ∗) ≤ K(θ, φ∗) for all φ and θ in neighbourhoods of φ∗
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(a) A GAN consists of a generator and a discriminator. The generator aims to take
points in the latent space and output points along a lower dimensional of desired images.
The discriminator tries to learn a decision boundary for this manifold. The generator
is successful if the discriminator believes its generated images to be on this manifold.
The discriminator is successful if it can label real example images as on the manifold
and generate images as fake and not part of this manifold.

(b) Another pictorial representation of a GAN. Latent vectors, z are inputted into the
generator to generate images and both real and generated images are tested by the
discriminator.

Figure 3-1: Two pictorial representations of a GAN.
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and θ∗, respectively. If PG = P ∗X , the desired result, then with Dφ ≡ constant,
the result is a saddle point. However, there are many other, non-optimal critical
points. For example, if PG collapses down to just a Dirac delta distribution
around a single image from P ∗X and again Dφ is constant, then this would also be
a critical point. This example is often called mode collapse, when the generator
just outputs a subset of the full training distribution.

See figure 3-1 for a pictorial view of a GAN. In the game-theoretic interpreta-
tion of (3.8) [81], a generative model is pitted against a discriminative model.
The generator produces fake data and the discriminative model determines real
from fake. The discriminator aims to accurately identify real images, maximising
Ex∼P ∗XDφ(x), and generated (fake) images, maximising −Ez∼PzDφ(Gθ(z)). The
discriminator forms a decision boundary around the manifold in 3-1(a). The
generator tries to force the discriminator to label generated images as real, min-
imising −Ez∼PzDφ(Gθ(z)).

Although motivated by the Wasserstein distance, the quantity calculated by
K(θ, φ) is unlikely to be an accurate approximation of the Wasserstein distance [13,
74, 212]. There are several reasons for this. Instead of optimising over all Lips-
chitz functions D in (3.6) we restricted to a family of functions parameterised by
φ. The Lipschitz constraint is also not guaranteed to hold, enforced only by the
addition of the gradient penalty. Additionally, (3.6) is calculated based on finite
samples, not full distributions.

Other GAN variations Other choices of distance measure, in (3.2), may lead
to other GAN variations. For example, choosing d in (3.2) to be an f-divergence
leads to a range of GAN options [162]. Taking d to be the Jensen Shannon
Divergence, an f-divergence, gives the original, ‘vanilla’, GAN [81]

K(θ, φ) = Ez∼PZ [log(1−Dφ(Gθ(z)))] + Ex̃∼P ∗X [log(Dφ(x̃))] . (3.9)

For definitions and details of the derivation see for example [227].

In the numerical experiments in chapter 4, we choose to use a Wasserstein GAN
(3.8) as it is often more robust to a range of network designs and there is less
evidence of mode collapse compared to the ‘vanilla’ GAN [13].

Note that there has been extensive research into GANs over the past few years
to extend the models and to and this chapter is not meant to be exhaustive.

3.4 Variational Autoencoders

In the case of a VAE [125], we choose d, in (3.2) to be the Kullback–Leibler (KL)
divergence and choose to induce a distribution PG using (3.4).
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(a) A VAE consists of two parts, an encoder (E here) and a generator. The encoder
takes images and outputs a mean and a diagonal covariance of a normal distribution in
the latent space, depicted in blue. The KL term in the VAE loss 3.23 encourages the
encoded (blue) and prior distribution (red) to be similar. The generator takes samples
from the latent space and outputs images.

(b) An image x is passed to the encoder, outputting mean µψ(x) and diagonal variance
σψ(x). This distribution is sampled to get a vector z which is then passed to a generator.
The second term in (3.23) encourages input and output images to be similar.

Figure 3-2: Two pictorial representations of a standard VAE
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For P,Q, probability distributions on X , with probability density functions p and
q, where P is absolutely continuous with respect to Q, the KL divergence from
Q to P is defined as

dKL(P‖Q) = Ex∼P log

(
p(x)

q(x)

)
. (3.10)

Parametrising the generator, G, with values θ, we take the KL divergence from
PGθ to P ∗X , and using (3.4), we get

dKL(P ∗X‖PGθ) = Ex∼p∗X log
p∗X (x)

pGθ(x)
(3.11)

= Ex∼p∗X log p∗X (x)− Ex∼p∗X log pGθ(x). (3.12)

The first term does not depend on θ and so minimising the KL divergence is
equivalent to maximising Ex∼p∗X log pGθ(x) with respect to the parameters θ.

In most cases, the integral for pGθ(x), defined in (3.4), is intractable, except by ex-
pensive sampling. Using variational inference (note this is distinct to variational
regularisation discussed in section 2.1.3) we introduce a new density distribution
on Z, q(·;ψ), from a family of functions parameterised by ψ. Starting with the
definition of pG in (3.4) we multiply and divide by q giving

pGθ(x) =

∫
q(z;ψ)

p(x|z; θ)pZ(z)

q(z;ψ)
dz = Ez∼q(·;ψ)

[
p(x|z; θ)pZ(z)

q(z;ψ)

]
. (3.13)

Since the logarithm is concave, Jensen’s inequality results in

log pGθ(x) ≥ Ez∼q(·;ψ) log

[
p(x|z; θ)pZ(z)

q(z;ψ)

]
(3.14)

= Ez∼q(·;ψ)

[
log p(x|z; θ)− log

(
q(z;ψ)

pZ(z)

)]
(3.15)

= Ez∼q(·;ψ) [log p(x|z; θ)− dKL [q(·;ψ)‖pZ ]] . (3.16)

:= −J (ψ, θ)

For the KL divergence in the second term to be well defined, q(z;ψ) must vanish
whenever pZ(z) = 0, but as pZ is usually a Gaussian distribution, this is not a
concern here. Equation (3.16) gives a lower bound for log pGθ(x). By Baye’s rule,

p(z|x, θ) =
p(x|z; θ)pZ(z)

pGθ(x)
, (3.17)

and therefore we can make the lower bound more obvious:

−J (ψ, θ) = Ez∼q(·|x,ψ) log
p(x|z; θ)pZ(z)

q(z|ψ)
(3.18)
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= Ez∼q(·|x,ψ) log
pθ(z|x)pGθ(x)

q(z|ψ)
(3.19)

= log pGθ(x)− dKL[q(z|ψ)‖p(z|x, θ)]. (3.20)

Line (3.20) along with the non-negativity of the KL divergence highlights again
that −J (ψ, θ) is a lower bound for log pG(x|θ). Moreover, one can see that this
lower bound can be maximised when q(z|ψ) = p(z|x, θ).

The previous calculations were standard variational inference results. We now
make choices particular to the VAE. Define the prior on Z to be a standard
normal distribution. Introduce µψ, σ

2
ψ : X → Z, neural networks parameterised

by ψ, and hence let q(·;ψ) on Z be the Gaussian distribution

q(·|x;ψ) = N (µψ(x), diag(σ2
ψ(x))) := Nx,ψ. (3.21)

In addition to the assumption that q is Gaussian, we have also made the modelling
choice that the distribution depends on x through neural networks. This choice is
sometimes called ‘amortised inference’. Also, let p(x|z; θ) be normally distributed
with mean Gθ(z) and covariance matrix, Σθ,

p(·|z; θ) = N (Gθ(z),Σθ). (3.22)

Maximising the bound in (3.16) can now be written as a minimisation of

J (ψ, θ) = Ex∼P ∗X

(
Ez∼Nx,ψ

[
log(|Σθ|) +

1

2
(x−Gθ(z))TΣ−1

θ (x−Gθ(z))

]
+dKL (Nx,ψ‖pZ)

)
(3.23)

ignoring constant terms.

In most cases, Σθ is taken to be some multiple of the identity

Σθ = ρ2I (3.24)

where ρ is either fixed or learned and it is this derivation that we use in chapter
4. However, in chapter 5 we consider a more general Σθ(z), where the covariance
is learned, with weights θ, and dependent on the latent space vector, z.

The expectation over P ∗X is calculated empirically using the training set but the
expectation over Nx,ψ is more complicated. To minimise J one might want to dif-
ferentiate J with respect to ψ. Estimating gradients of the form ∇ψEz∼Nx,ψf(z)
is possible using Monte–Carlo methods but the estimator tends to exhibit high
variance [173]. A significant contribution of the original VAE paper [125], is the
so-called ‘reparameterisation step’. Instead consider z ∼ Nx,ψ implies z = µψ(x)+
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εσψ(x) where ε ∼ N (0, I). Now ∇ψEz∼Nx,ψf(z) ≈ 1
L

∑L
i=1∇ψf(µψ(x) + ε(i)σψ)

where ε(i) ∼ N (0, I). This approximation is experimentally seen to be more
stable and values as small as L = 1 are regularly used.

For a pictorial interpretation of a VAE, see figure 3-2. We can interpret the two
terms in (3.23) as a reconstruction term and a regularisation term, respectively.
In the first term, an image is encoded to a distribution, the distribution is sampled
from and the expected reconstruction and the original image are compared. See
figure 3-2(a). Encoding to a distribution in the latent space, rather than just a
single vector, enforces that points close to each other in the latent space should
produce similar images. In the second term, the KL divergence encourages the
encoded distributions to be close to standard normal. The N (0, I) prior also
encourages independence between the latent dimensions. The balance between
the two terms is determined by the noise level, ρ.

Note that the original KL objective, to maximise Ex∼p∗X log pGθ(x), describes max-
imising the probability, under the generated distribution, of samples from the
training or desired distribution. In this objective, there is no requirement for the
reciprocal relationship, that samples from the generated distribution should be
likely under the desired distribution. Thus VAEs are often criticised for producing
blurry or unrealistic images.

Updates in VAEs There have been several recent improvements in VAEs
including vector quantised VAEs (VQVAEs) [170] that utilise a discrete latent
representation. The VQ method is designed to prevent posterior collapse when
the decoder starts outputting values independent of the latent space value z.
In addition, Hierarchical VAEs [187, 205] consist of VAEs effectively stacked
on top of each other. The idea is that this could improve the lower bond in
(3.16) and decrease reconstruction error while learning a feature hierarchy for
the images, similar to those learned by a convolutional neural network. In this
thesis, chapters 5 and 6 also discuss variations on the standard VAE.

3.5 Invertible Neural Networks/Normalising Flows

Invertible neural networks or normalising flows [78, 174, 129, 108] train an in-
vertible generator that forms a bijection between a latent space and the image
space. Consider x as a transformation of a real vector z, under the transform
Gθ : Z → X . The weights θ parameterise the transformation. Ensuring that
Gθ is invertible and both Gθ and G−1

θ are differentiable, we have that, using the
change of variables formula,

pX (x; θ) = pZ(G−1
θ (x))‖JGθ(G−1

θ (x))‖−1 = pZ(G−1
θ (x))‖JG−1

θ
(x)‖−1 (3.25)
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where JGθ and JG−1
θ

are the Jacobian of Gθ and G−1
θ , respectively. Recall that

if x (and z) is d dimensional then the Jacobian is a d × d matrix of partial
derivatives. The formula can be interpreted as the probability of an image x is
a multiplication of the probability of the latent vector that corresponds to the
image x, z = G−1

θ (x), and a scaling factor given by the determinant of Jacobian,
that describes the change in volume moving from pZ to pX .

Usually, z is sampled from an standard normal distribution and Gθ is split up into
a series of transformations e.g . if Gθ = Gk,θk ◦Gk−1,θk−1

◦ · · · ◦G1,θ1 , then G−1
θ =

G−1
1,θ1
◦G−1

2,θ2
◦ · · · ◦G−1

k,θk
and det JGθ(z) = det JGk,θk (Gk−1,θk−1

(. . . (G1,θ1(z)))) · · · · ·
det JG2,θ2

(G1,θ1(z)) ·det JG1,θ1
(z). Thus complex transformations can be built out

of simpler transformations.

To choose parameters, θ, one possible choice of loss is the KL divergence between
the target distribution p∗X and the distribution generated by the invertible neural
network

L(θ) = DKL(p∗X (x)‖pX (x; θ)). (3.26)

In general, the distribution p∗X is unknown, and so instead the (3.26) is calculated
empirically using the change of variables formula (3.25):

L(θ) = −Ep∗X (x)

[
log pZ(G−1

θ (x)) + log | det JG−1
θ

(x)|
]

+ const. (3.27)

The feed-forward and convolutional architectures discussed in section 2.3 are
not necessarily invertible. There are several approaches for choosing invertible
architectures, one is called the Non-linear Independent Components Estimation
(NICE) [58] which partitions the input to a layer, z into vectors z1 and z2. The
forward mapping sends z1 to x1 with an identity mapping and calculates x2 =
z2 + fθ(z1) where fθ can be any, non-invertible neural network. To calculate the
inverse, z1 = x1 again remains unchanged and z2 = x2 − fθ(x1). The partition is
free to change with each application of a bijective function and there is complete
freedom in the choice of fθ and this allows complex functions to be built up. Note
that one benefit of this formulation is that the Jacobian is lower triangular and
the determinant is easy to calculate.

3.6 Diffusion/Score Based Generative models

A generative model takes a known prior probability distribution and acts to
transform it into the desired distribution. Continuous time Stochastic Differential
Equations (SDEs) can smoothly transition between complex distributions and can
be used as generative models. Much of this section is based on the derivations in
[210].
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Take p∗X to be the desired data distribution and pZ the known prior distribution
over a latent space with the same dimension as the image space. Let x(t), 0 ≤
t ≤ T be a diffusion process, define pt(x) be the probability density of x(t), and
take p0 = p∗X and pT = pZ . The diffusion process can be modelled as the solution
to the SDE

dx = f(x, t)dt+ g(t)dw (3.28)

where w is the standard Brownian motion, f(·, t) : Rd → Rd is a vector-valued
drift coefficient, and g(·) : R → R is a scalar-valued diffusion coefficient. With
suitable choices of f and g the SDE will diffuse the initial desired distribution,
p∗X into the fixed prior distribution, pZ .

Taking images and transforming them into noise is not so useful. Instead, we wish
to model the other direction, starting with samples from the prior and output
images and so consider the reverse time SDE. This can be expressed analytically

dx = [f(x, t)− g(t)2∇xpt(x)]dt+ g(t)dw̄ (3.29)

where w̄ is the reverse time standard Brownian motion. The term ∇xpt(x) is
called a score function that can be approximated by a neural network [105, 209,
208]. This is where the learning comes in, and what makes this a deep learning-
based approach. With an approximation of the score function, numerical SDE
solvers can be used to generate new samples. As discussed in [210], different
choices of f and g will give different SDE schemes, for example f(x, t) = −1

2
β(t)x

and g(t) =
√
β(t) where 0 < β(t) < 1 [206, 101] or f(x, t) = 0 and g(t) =√

d(σ2(t))
dt

for σ an increasing function [208].

Sampling from the SDE can be slow. As discussed in [210], it is possible to define
an ODE that induces the same marginal probability density as the SDE. This
allows for fast sampling, with standard ODE solvers. This deterministic scenario
also allows each image to be encoded to a point in the latent space and each
latent space vector to generate an image. Conditional generation is also possible,
in some cases without any retraining of the score function [210].

An alternative formulation to this score-based SDE approach is diffusion mod-
elling. The above case where f(x, t) = −1

2
β(t)x and g(t) =

√
β(t), can alterna-

tively be formulated with a parameterised Markov chain trained using variational
inference to produce samples matching the data after finite time [101]. In one
direction, samples from the image space repeatedly have noise added until even-
tually, it reaches a sample from a standard normal distribution. The reverse
direction reverses the diffusion process and allows for image generation.
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3.7 Low Dimensional Manifold Assumption

AEs, VAEs and GANs work with the idea of a low dimensional manifold, such
as depicted in figure 1-2. The newer diffusion-based models and invertible neural
networks, choose their latent space Z to be the same as the image space. In the
rest of this thesis, we will focus primarily on probabilistic models with a lower
dimensional manifold assumption, such as VAEs and GANs. This is partly for
reasons of timing. When we were scoping and planning for this thesis, VAEs and
especially GANs were state-of-the-art and invertible neural networks and diffusion
models were in their infancy and considered difficult to train for any meaningfully
sized images. It is also because we hoped that the lower dimensional manifold
would have a regularising effect. One concern, especially for use of invertible
neural networks for inverse problems is whether they might add more instabilities
to the problem, rather than mitigate the original ill-posedness. There has been
some work looking at the instabilities of invertible neural networks [21]. Finally,
is also worth noting that, especially in section 4, the training and application of
the generative model are separate, so that any function Gθ can be included.
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Chapter 4

Generative Regularisers

4.1 Introduction

Generally, ill-posed problems are solved by incorporating some prior information.
As discussed in section 2.1.3 this is often given in the form of a regulariser in a
variational regularisation framework [196, 107, 23], see equation (2.4). Hand-
built regularisers are better suited to some types of images over others, e.g . TV
is tailored to piece-wise smooth images. A natural question to ask is: given a set
of images, which regulariser would work well?

There is a wide body of research into learning regularisers. Approaches include
using a regulariser to force reconstructions to be sparse in some learned basis for
feasible images [6]. Others have included a network trained for denoising [223,
152, 188] or removing artefacts [141, 164, 79], favouring images that are un-
changed by the network. More recently, ‘adversarial regularisation’ [146] uses
a neural network trained to discriminate between desired images and undesired
images that contain artefacts. For a recent overview of approaches to using deep
learning to solve inverse problems, see for example [16].

In this chapter, we consider the case where the regulariser depends on a learned
generative model. We investigate regularisers [26, 57, 90, 218] that penalise values
of x ∈ X that are far from the range of the generator, G, and call these generative
regularisers. A popular example [26], revisited in section 4.2.1, limits solutions
to those that are exactly in the range of the generator,

x∗ = G(z∗), z∗ ∈ arg min
z
‖AG(z)− y‖2

2 + λ‖z‖2
2. (4.1)

Generative regularisers combine the benefits of both a variational regularisation
and a data-driven approach. The variational approach builds on the advance-
ments in model-based inverse problems over the last century, while the data-
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driven approach will provide more specific information than a hand-crafted regu-
lariser. The method remains flexible as the machine learning element is unsuper-
vised and therefore independent of the forward model and the noise type. In this
chapter, we test different generative regularisers, inspired by the literature, on de-
convolution, compressed sensing and tomography inverse problems. The success
of generative regularisers will depend on the quality of the generator. We propose
a set of criteria that would be beneficial for a generative model destined for use in
inverse problems and demonstrate possible methods of testing generative models
against these criteria.

4.2 Generative Regularisers for Inverse Prob-

lems

In this section, we bring together current approaches in the literature that pe-
nalise solutions of an inverse problem that are far from the range of the generator
G. We consider variational regularisation (2.4) and regularisers of the form

RG(x) = min
z∈Z
F(G(z)− x) +RZ(z) (4.2)

where F : X → [0,∞] and RZ : Z → [0,∞]. We consider different choices for
F .

4.2.1 Choices of F
Restricting solutions to the range of the generator

The characteristic function of an arbitrary set C is defined as

ιC(t) =

{
0, for t ∈ C
1, for t /∈ C

Taking F(x) = ι{0}(x) and RZ(z) = ‖z‖2
2 in (4.2) gives (4.1) and describes

searching over the latent space for the encoding that best fits the data. Their
choice RZ(z) reflects the Gaussian prior placed on the latent space. Bora et
al . [26] first proposed this strategy, applying it to compressed sensing problems.
There are a number of interesting applications using this method, such as de-
noising [218], semantic manipulation [85], seismic waveform inversion [156], light
field reconstruction [41], blind deconvolution [17] and phase retrieval [94]. Bora
et al . [26] assume the existence of an optimisation scheme that can minimise (4.1)
with small error and from this probabilistically bound the reconstruction error.
However, the non-convexity introduced by the generator makes any theoretical
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guarantees on the optimisation extremely difficult. Assuming the forward opera-
tor is a Gaussian matrix (the generator weights have independent and identically
distributed Gaussian entries) and the layers of the generator are sufficiently ex-
pansive in size, there exist theoretical results on the success of gradient descent
for optimising (4.1) [95, 138, 54].

This formulation can also be optimised by projected gradient descent [200, 109]:

wt+1 = xt − ηAT (Axt − y)

zt+1 = arg min
z
‖wt+1 −G(z)‖2 (4.3)

xt+1 = G(zt+1).

With analogies to the restricted isometry property in compressed sensing [36],
Shah and Hegde [200] introduce the Set Restricted Eigenvalue Condition (S-
REC). If the S-REC holds, then the operator A preserves the uniqueness of
signals in the range of G. Theoretical work considers the case where A is a
random Gaussian matrix, and shows, under some assumptions, it satisfies the S-
REC with high probability. In addition, if the generator is an untrained network,
then the projected gradient descent approach with sufficiently small step size
converges to x∗, where Ax∗ = y [200, 109, 178].

Relaxing the Constraints

Returning to Bora et al . [26], the authors note that as they increase the number
of compressed sensing measurements, the quality of the reconstruction levels off
rather than continuing to improve. They hypothesise that this occurs when the
ground truth is not in the range of the generator. One could consider relaxing
the constraint that the solution is in the range of the generator, for example
setting F(x) = ||x||22 allows for small deviations from the range of the generator.
One could also encourage the deviations to be sparse, for example by taking
F(x) = ||x||1 [57, 97]. Some theoretical considerations for this softly constrained
approach is given in [79]. This approach is similar to the approaches of [141,
164] where they take G ◦ E : X → X an encoder–decoder network and define
RG(x) = ‖x − G(E(x))‖2

2. The idea is that this regulariser approximates the
distance between x and the ideal data manifold. Less explicitly, there are a
number of approaches that extend the range of the original generator, through
optimisation of intermediate layers of the network [153, 53, 87] or tweaking the
generative model training in response to observed data [160, 103].

4.2.2 Additional Regularisation

Additional regularisation on Z is given by RZ in (4.2). The most common
choice is RZ(z) = ‖z‖2

2 [26, 17] but there are other possibilities, for example
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RZ(z) = ι[−1,1]d(z) [218], where d = dimZ. Often, the regularisation matches the
prior on the latent space used in generator training. Menon et al . [153] discuss
that RZ(z) = ‖z‖2

2 forces latent vectors towards the origin. However, most of
the mass of the d-dimensional standard normal prior on their latent space is
located near the surface of a sphere of radius d. Instead, they use a uniform
prior on dSd−1. This idea has also been explored for interpolations in the latent
space [229]. In addition, the prior on the latent space may not be a good model
for the post-training subset of z that maps to feasible images. For a VAE there
may be areas of the latent space that the generator has not seen in training and
for a GAN, there could be mode collapse. A few recent papers consider how to
find the post-training latent space distribution [52, 20].

Other regularisation choices could be based on features of the image, x = G(z).
For example VanVeen et al . [222] use RZ(z) = TV(G(z)). For a GAN generator,
it is possible to take the regularisation term to be the same as the generator loss
RZ(z) = log(1−D(G(z))). This regulariser utilises the discriminator, D, which
has been trained to differentiate generated from real data. Examples include
inpainting [235, 134] and reconstruction from an unknown forward model [11].

4.2.3 Other Approaches

There are a number of ideas that are linked to earlier discussions in this section
but we will not cover them in detail. A major benefit of generative regularisers
is the flexibility to changes in the forward model. We have therefore ignored
conditional generative models [2, 176, 232, 148, 244, 167, 203] and those that
train with a specific forward model in mind [141, 115, 89]. We also exclude work
that uses an untrained neural network, for example, Deep Image Priors [222, 219,
59] or [90].

4.3 Regularisation Analysis

We briefly analyse here the soft regularisation functional given by RG(x) =
minz ‖x − G(z)‖2

2 + µ‖z‖2
2, with D(Ax, y) = ‖Ax − y‖2

2 in (2.4). We note that,
in general, it will not satisfy the desired theoretical properties for variational
regularisation as set out in section 2.1.3. Consider for example, G : R → R2

where G(z) = (z, z2)T . In this case, the generative model parameterises a lower
dimensional manifold, a parabola in the larger ‘image’ space R2. Note that the
range of the generative model is a non-convex set.

Consider that A = I : R2 → R2. Consider that we observe data point y = (δ, 4)T .
The solution to our regularised problem is now:

min
z,x

[
L(x1, x2, z) := (x1 − δ)2 + (x2 − 4)2 + λ(x1 − z)2 + λ(x2 − z2)2 + µλz2

]
(4.4)
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We have that

∂L(x1, x2, z)

∂x1

= 0 ⇐⇒ x∗1 =
λz + δ

λ+ 1
(4.5)

∂L(x1, x2, z)

∂x2

= 0 ⇐⇒ x∗2 =
λz2 + 4

λ+ 1
(4.6)

Substituting these gives

L (x∗1, x
∗
2, z) =

λ

(1 + λ)

(
(z − δ)2 + (z2 − 4)2

)
+ λµz2 (4.7)

For the case δ = 0

∂

∂z
L (x∗1, x

∗
2, z) = 0 ⇐⇒ z = 0 or 2z2 = 7− (1 + λ)µ (4.8)

and we have that z = 0 is a local maximum of L and, provided (1 + λ)µ < 7, we
have two possible minimisers for L at

x1 = ± λ

λ+ 1

√
7− (1 + λ)µ

2
(4.9)

x2 =
λ(7− (1 + λ)µ) + 8

2(λ+ 1)
(4.10)

These both have the same value in the objective, L and hence there is not a
unique minimiser for L.

Consider the case where λ = 1, µ = 1/2 and now we vary δ. We have that

L (x∗1, x
∗
2, z) =

1

2

(
(z − δ)2 + (z2 − 4)2 + z2

)
(4.11)

which has two local minima sandwiched by local maximum as long as |δ| < 4.
As δ varies from small and positive to small and negative, the location of the
global minima jumps from a positive x∗1 to a negative x∗1. See figure 4-1 for a
visualisation. Thus we do not have stability, the regularised solution does not
depend continuously on the observed data.

We have seen that when minimising the objective L with respect to z, the non-
convex nature of this minimisation and multiple local minima, give rise to situ-
ations where there are no unique global minima and/or the global minima can
jump locations with just small perturbations in the observed data. We note that
we demonstrated this for the case when F(x) = ||x||22 but there would be the
same non-uniqueness issue for F(x) = ι{0}(x) or F(x) = ||x||1, for sufficiently
small µ.
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(a) (b)

(c)

Figure 4-1: Reconstruction results using 4.4 with λ = 1, µ = 1/2 showing that
this generative regulariser is not stable. The solution may not be unique, and
small changes in the observed data, (δ, 4), may lead to large changes in the
solution.
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The possibility of a lack of stability is something to be aware of but does not mean
that the approach cannot be useful or effective. Indeed, many of the approaches
set out in chapter 2, do not meet these theoretical guarantees.

Future work could consider what properties of the generator might satisfy the
properties of uniqueness, stability and convergence as set out in section 2.1.3.
This counterexample uses a generator whose range is non-convex. If µ was zero
and the range of the generator was convex then RG(x) = minz ‖G(z)−x‖2

2 would
also be convex and this could lead to an avenue for theoretical consideration.
Ensuring convexity in the range of the generator might require careful thought,
for example, a linear generator would have a convex range, but would not be
expressive enough for most of our needs.

We note that the augmented NETT approach [163], gets around the problem of
multiple local minima in the minimisation for RG(x) by removing the minimi-
sation over z but instead using the encoder, which can be made continuous by
construction. They are thus able to give a provable regularisation scheme. The
work of [163] also considers the importance of a non-zero µ to ensure that their
regulariser is coercive. In our case, take, for example, if G = I, the identity, then
RG(x) = µ

µ+1
‖x‖2

2 which is coercive, only if µ 6= 0. In general, where the first

term of RG(x) fails to be coercive, the second term might be able to compensate.
Coercivity is important for the existence of minimisers and says that if ‖x‖2

2 →∞
then RG(x)→∞.

4.4 Generative Model Evaluation

Typically the aim of a generator has been to produce high fidelity images. How-
ever, the success of (4.2) relies not just on the ability of the generator to produce
a few good images but to be able to produce every possible feasible image. In this
section, we discuss desired properties for a generator trained for use in inverse
problems and numerically explore methods to test these properties.

4.4.1 Desired Properties

To evaluate a generative model, in the context of inverse problems, we consider
two overall aims which we will go on to further decompose:

A Samples from the generator are similar to those from the target distribution.

B Given a forward model and an observation, the image in the range of the
generator that best fits the observation can be recovered using descent
methods.

We split aim A into a set of properties:
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A1 The generator should be able to produce every possible image in the target
distribution. That is, for all x ∈ X such that x is similar to images in the
training dataset, there exists z ∈ Z such that G(z) = x.

A2 The generator should not be able to produce images far from the target
distribution. That is, for all x ∈ X such that x is not similar to images in
the training dataset, then there does not exist z ∈ Z such that G(z) = x.

A1 includes that the generator should be robust to mode collapse and that the
model should not trivially over-fit to the training data.

In the probabilistic case, with a prior over the latent space, property A becomes:

A That samples from the latent space, when mapped through the generator, will
produce samples that approximate a target distribution. We should have
that d(P ∗, PG) is small for some distance measure d.

We also note that in the probabilistic case, A1 and A2 are not independent.
By assigning probability mass to parts of the image space close to the target
distribution, it is less likely that images far from the target distribution can be
generated. In the probabilistic case, a third property is added:

A3 The generator should map high-probability vectors in the latent space dis-
tribution to high-probability images in the target distribution.

It is possible that A1 and A2 are satisfied but not A3. Note that these properties
may not be possible to achieve for a given dataset.

We define two properties for Property B, these are

B1 The generator should be smooth with respect to the latent space, Z.

B2 The area of the latent space, Z, that corresponds to images similar to those
in the training set should be known.

B1 ensures that gradient–based optimisation methods can be used. Continuity is
also desirable: we wish that, in some way, points close together in the latent space
should produce similar images. B2 considers that we need to have a distribution
on or subset of Z to sample from in order to use the generator to sample images.
This distribution may not necessarily be equal to any priors on the latent space
used during training. We recognise that B1 and B2 are perhaps vague, and are
not sufficient for Property B. It is an area for future work to consider making
these statements precise enough to support theoretical work.

4.4.2 Generative Model Evaluation Methods

There is a wide range of existing generative model evaluation methods [28], fo-
cused mostly on Property A. We assume the availability of some test data drawn
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from the same distribution as the training data and unseen by the generative
model. The average log likelihood [81] of test data under the generated distri-
bution is a natural objective to maximise. There is evidence, however, that the
likelihood is generally unrelated to image quality and is difficult to approximate
in higher dimensions [215]. To calculate a distance between generated and desired
distributions, one possibility is the earth movers distance (EMD) [191], a discre-
tised version of the Wasserstein distance. One could also encode the generated
and unseen data in a lower dimensional space before taking distance calculations,
for example by taking the outputs of one layer of any neural network trained
for classification [99, 84]. A model that overfits the training data would perform
perfectly in these distance measures. Also, the low dimensional representation
used for the evaluation is likely to have the same inherent problems and draw-
backs as the embedding learnt by the generative model. Similarly, a number of
tests train an additional, separate, neural network discriminator to distinguish
between test data and generated data [13, 145]. Failure to classify the two is a
success of the generative model. For testing a GAN, the new discriminator is
unlikely to be able to pick up failures that the original discriminator, used in
training, missed. Finally, Arora et al . [15] estimate the size of the support of the
generated distribution. A low support size would suggest mode collapse. Their
technique depends on manually finding duplicate generated images which can be
time-consuming and require expert knowledge.

Property B is less explored in the literature. One approach is to directly attempt
to reconstruct test data by finding a latent space vector that when pushed through
the generator, matches the data. With these found latent vectors, analysing their
locations could check Property B2. To test the smoothness of the generator with
respect to the latent space, Property B1, many previous papers, including the
original GAN and VAE papers [81, 125], interpolate through the latent space,
checking for smooth transitions in the generated images.

4.4.3 Numerical Experiments

In this section, we evaluate AE, VAE and GAN models against the desired prop-
erties given in section 4.4.1. We consider experiments on two datasets. Firstly,
a custom-made Shapes dataset with 60,000 training and 10,000 tests 56 × 56
grey-scale images. Each image consists of a black background with a grey circle
and rectangle of constant colour. The radius of the circle; the height and width
of the rectangle; and the locations of the two shapes are sampled uniformly with
ranges chosen such that the shapes do not overlap. This dataset is similar to the
one used in [176]. Secondly, the MNIST dataset [136] consists of 28×28 grey-scale
images of handwritten digits with a training set of 60,000 samples and a test set
of 10,000 samples. For examples of both datasets, see the ground truth images
in figure 4-3.
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Architecture details are given in the appendix. We chose to use the same gen-
erator network for all three models, for comparison. Architecture choices were
guided by [125, 86, 195]. All models have gone through a similar amount of op-
timisation of hyperparameters, including: the noise level ρ in the VAE decoder
(3.24); the latent dimension; the number of layers; choice of convolution kernel
size; drop out probability; leaky ReLU coefficient and learning rate. In order to
select hyperparameters we manually inspected generated images. Models were
built and trained using Tensorflow [83] in Python and made use of the Balena
High-Performance Computing Service at the University of Bath. The models
were trained using a single Dell PowerEdge C8220X node, with two Intel E5-
2650 v2 CPUs, 64 GB DDR3-1866 MHz Memory and an Nvidia K20X GPU, 6
GB memory. The MNIST and Shapes VAE models take approximately 25 and 45
minutes to train, respectively.

Reconstructing a Test Dataset

Property A1 asks that the generator is able to produce every image in the target
distribution. Gradient descent with backtracking line search (Algorithm 1, in 2)
is used to approximate

z∗(x) ∈ arg min
z
‖G(z)− x‖2

2, (4.12)

for each x ∈ Xtest, an unseen test dataset. For the AE and VAE, the algorithm
is initialised at the (mean) encoding of the test image, Eψ(x) and µψ(x), respec-
tively. For the GAN, we take 4 different initialisations, drawn from a standard
normal distribution, and take the best result. We find empirically, especially for
the GAN, that different initialisations lead to different solutions.

Figure 4-2 shows ‖G(z∗(x)) − x‖2/‖x‖2, the normalised root mean squared er-
ror (NRMSE) for reconstructions on Shapes and MNIST for the three different
generator models. We see that, for both datasets, the AE and VAE have almost
identical reconstruction results and the GAN results are comparatively worse.
For the Shapes dataset the difference in results between the three generative
models is less stark. In addition, NRMSE values are given for three different la-
tent dimensions to show that the results are not sensitive to small changes in the
latent dimension. Latent dimensions of 8 and 10 for MNIST and Shapes, respec-
tively, are used in the rest of this paper. Figure 4-3 also shows reconstruction
examples providing context to the results in figure 4-2. Numerical values on
the image use the Peak-Signal-to-Noise-Ratio (PSNR, see definition 3.5 in [31]).
The non-circular objects in the GAN results for Shapes could be a failure of the
discriminator to detect circles.
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Figure 4-2: NRMSE between values of G (arg minz ‖G(z)− x‖2) and x and plot-
ted as a histogram for all x ∈ Xtest. The horizontal lines show the median and
range and the shaded area is a histogram. Note the brown colour is the result of
the overlapping orange (VAE) and blue (AE).
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Figure 4-3: Example reconstructions for the MNIST and Shapes dataset with eight
ten-dimensional generative models respectively. In each sub-figure, the top row
shows the ground truth, the second row the reconstruction and the third row the
difference between the two.
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Figure 4-4: EMD between the test dataset and samples from a trained generator.

Distance Between PG and P ∗

To investigate Property A3, the EMD [191] is calculated between empirical ob-
servations of the generated and the data distributions PG and P ∗. For the sets
of test and generated images, Xtest = {x1, . . . , xN} and {G(z1), . . . , G(zN) : zi ∼
N (0, I)}, the EMD between their empirical distributions is defined as

min
f

{
N∑

i,j=1

fi,j‖xi −G(zj)‖2
2 : 0 ≤ fi,j ≤ 1,

N∑
i=1

fi,j = 1,
N∑
j=1

fi,j = 1

}
. (4.13)

The EMD is calculated using the Python Optimal Transport Library [72] with
N = 10, 000, the full test set. The results are given in figure 4-4. In both
the MNIST and Shapes examples, the VAE has a lower EMD across the latent
dimensions. The AE is added to this plot for comparison purposes but, as there
is no prior on the latent space, zi ∼ N (0, I) may not be a suitable choice to
sample from.

Visualisations of the Latent Space

Property B2 requires that the area of the latent space that maps to feasible
images is known. There is no prior on the latent space enforced for AEs and a
N (0, I) prior is imposed for VAEs and GANs. In figure 4-5, gradient descent with
backtracking (Algorithm 1 in chapter 2) is used to approximate (4.12), finding
a latent vector z∗(x) for each x ∈ Xtest. For comparison, the values z∗(x) for
the test set and 10,000 vectors drawn from a standard normal distribution are
randomly projected into 2 dimensions. The encodings in the latent space match
the prior N (0, I) for VAEs and GANs. For AEs, there are examples in lower
latent dimensions, where the area covered by the encodings does not match a
standard normal distribution.
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(a) MNIST (b) Shapes

Figure 4-5: Comparisons of the latent space encodings of a test dataset with a
standard normal distribution by projecting the vectors into 2 dimensions. En-
codings of the test dataset are in orange and the standard normal vectors are in
blue.
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Figure 4-6: Images generated far from the high-probability region of the prior
distribution.

A known latent space gives known areas to sample from to produce new images.
Figure 4-6 shows image examples generated far from a standard normal distribu-
tion. The images are not recognisable as similar to the training datasets. This
emphasises the importance of Property B2, that the area of the latent space that
corresponds to images similar to those in the training set should be known.

Interpolations in the Latent Space

We consider interpolating between points in the latent space, testing property
B1. We hope to see smooth transitions between interpolated images, and that
generated images are similar to those seen in training. We take three images
from the test data, x1, x2 and x3, find z1, z2 and z3, their encodings in the latent
space, using (4.12) and then plot interpolations G(z1 +α1(z2− z1) +α2(z3− z1))
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(a) MNIST - AE (b) MNIST - VAE (c) MNIST - GAN

(d) Shapes - AE (e) Shapes - VAE (f) Shapes - GAN

Figure 4-7: Interpolation ability of an AE, VAE and GAN. The highlighted top
left, bottom left and top right latent space values were chosen close to the test
dataset and the other images are computed via linear combinations in the latent
space.

for α1, α2 ∈ [0, 1]. Figure 4-7 shows one example for each model and dataset
for α1, α2 = {0, 0.25, 0.5, 0.75, 1}. In the AE and VAE, you see transitions that
are smooth but blurry. The GAN images appear sharper but some outputs are
not similar to training data examples, for example, in figure 4-7f there are a
set of images that contain no rectangle. These images could be evidence of a
discriminator failure: the discriminator has not yet learnt that these images are
not similar to the training set.

Discussion

As expected, none of the three generator models, AE, VAE and GAN, fulfil
Property A and B fully. For A, the GAN does poorly in the reconstruction results
of figures 4-2 and 4-3. The lack of an encoder makes this more challenging.
There is evidence of mode collapse, where parts of the training data are not
well reconstructed and discriminator failure, where the images produced are not
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realistic, see figures 4-3 and 4-7. The VAE does consistently better, demonstrated
by the lower EMD between generated and test data in figure 4-4. The lack of
prior on the AE, and thus a known area of the latent space to sample from, is
a problem. Figure 4-6 demonstrates that sampling from the wrong area of the
latent space gives poor results.

Pulling apart the cause of a failure to recover an image is difficult. It could
be that the image is not in the range of the generator, a failure of Property
A, or that the image is in the range of the generator but the image cannot be
recovered using descent methods, a failure of Property B. For property B1, the
mathematical properties of continuity or differentiability of a network, depending
on the architecture. The interpolations in figure 4-7 show some evidence of large
jumps between images in the GAN cases, but in general, the interpolations are
reasonable. For both the GAN and the VAE, in figure 4-5, the encodings of the
test images in the latent space seem to match the prior, Property B2.

4.5 Numerical Results for Inverse Problems

In this section, we apply AE, VAE and GAN models, evaluated in the previous
section, on three inverse problems. Firstly tomography, the X-ray transform [39]
with a parallel beam geometry. Secondly, deconvolution with a 5 × 5 Gaussian
kernel. Lastly, compressed sensing where y = Ax is an under-determined linear
system where A is an Rm×d Gaussian random matrix, x ∈ Rd is a vectorised
image and d � m, see for example [55]. In each case, zero-mean Gaussian
noise with standard deviation σ is added to the data. The forward operators
were implemented using the operator discretisation library (ODL) [1] in Python,
accessing scikit–learn [177] for the tomography back-end.

We consider variational regularisation methods in the form of (2.4) and (4.2)
with D(Ax, y) = ‖Ax − y‖2

2. To match the literature themes, we compare three
different methods: hard, F(u) = ι{0}(u) and RZ(z) = ‖z‖2

2; relaxed, F(u) = ‖u‖2
2

and RZ(z) = µ‖z‖2
2; and sparse, F(u) = ‖u‖1 and RZ(z) = µ‖z‖2

2, where µ is an
additional regularisation parameter. We compare with regularisers independent
of the generator: Tikhonov regularisation, RG(x) = ‖x‖2

2, for the convolution and
tomography examples and TV regularisation [192], for the compressed sensing
example.

The optimisation algorithms are given in the appendix. Hard and Tikhonov
are optimised using gradient descent with backtracking line search, algorithm
1. TV regularisation is implemented using the Primal-Dual Hybrid Gradient
method [40]. For relaxed, alternating gradient descent with backtracking is used,
see algorithm 2. Finally, for sparse, the 1-norm is not smooth, and so Proximal
Alternating Linearised Minimisation (PALM) [25] with backtracking, algorithm
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3, is used to optimise the equivalent formulation minu∈X ,z∈Z ‖A(G(z)+u)−y‖2
2 +

λ (‖u‖1 + µ‖z‖2
2). In all cases, initial values are chosen from a standard normal

distribution.

4.5.1 Deconvolution

Figure 4-8 shows solutions to the deconvolution inverse problem with added Gaus-
sian noise (standard deviation σ = 0.1) on the MNIST dataset. We test the relaxed,
hard and sparse methods with a GAN against Tikhonov and try a range of reg-
ularisation parameters. Each reconstruction used the same realisation of noise
affecting the data. Hard gives good PSNR results despite not reaching the Moro-
zov discrepancy value, the expected value of the 2-norm of the added Gaussian
noise [217]. For the hard constraints reconstructions are restricted to the range of
the generator and we do not expect the data discrepancy to go to zero as λ de-
creases. In the relaxed and sparse constrained reconstructions, for smaller values
of λ the solutions tend towards a least squares solution which fits the noise and
is affected by the ill-posedness of the inverse problem. The additional variation
in the choice of µ, as shown by the additional coloured dots, has little effect for
the smaller values of λ.

Figure 4-9 again shows a deconvolution problem with added Gaussian noise (stan-
dard deviation σ = 0.1) on the MNIST dataset. We choose the hard reconstruction
for the three different generator models and show three random initialisations in
Z. Regularisation parameters were chosen to maximise PSNR. The best results
are given by the AE and the VAE. The GAN has failed to find a good value in
the latent space to reconstruct the number three. The choice of initial value of z
significantly affects the outcome of the reconstruction in the GAN case.

4.5.2 Compressed Sensing

Consider the compressed sensing inverse problem (m = 150 measurements) with
added Gaussian noise (standard deviation σ = 0.05) on MNIST images. We choose
regularisation parameters that optimise PSNR over 20 test images. Figure 4-10
includes a table with the PSNR results on an additional 100 test images. Due
to the cartoon-like nature of the MNIST digits, TV regularisation is particularly
suitable, however, VAE and AE hard and VAE relaxed are competitive with TV.
For more context, example plots for the VAE and TV reconstructions are given
in figure 4-10.

To give an indication of computational cost, Tikhonov reconstruction on the com-
pressed sensing inverse problem on the MNIST dataset took on average 32 itera-
tions of backtracking until the relative difference between iterates was less than
10−8. In comparison, the hard and relaxed took on average 54 and 325 backtrack-
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Figure 4-8: Solution of the deconvolution problem on MNIST with an eight-
dimensional GAN. The plot shows the 2-norm reconstruction loss against regu-
larisation parameter choice λ in comparison with the Morozov discrepancy value
in black. Differing choices for µ are plotted as additional markers. The image
plots correspond to the parameter values shown by the grey lines and include the
PSNR values.

(a) GT (b) AE (c) VAE (d) GAN

Figure 4-9: Comparisons between the three generators, with eight-dimensional la-
tent space, for the deconvolution problem. Reconstructions use the hard method.
The plot shows 3 different initialisations for each generator. The ground truth
(GT) is given on the left, the top line shows the reconstruction and the bottom
line the residuals with the PSNR values.
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Generative Model
Method AE VAE GAN None
Relaxed 19.31 ± 2.26 20.07 ± 1.66 17.12 ± 1.67
Sparse 19.52 ± 2.72 21.08 ± 3.16 17.06 ± 2.5
Hard 21.84 ± 4.09 22.33 ± 4.17 16.93 ± 2.57
TV 21.54 ± 1.32

Figure 4-10: Results compare the three different regularisers and three different
methods against the unlearned TV reconstruction on the compressed sensing
inverse problem. The table shows the mean and standard deviations of PSNR
values of 100 reconstructions. The plots show three example solutions, comparing
the VAE reconstructions to TV reconstruction. The left column shows the ground
truth, even columns the reconstructed images and odd columns the residuals with
the PSNR values.

ing steps, respectively, without random restarts. The algorithms took up to 1
second for Tikhonov, 5 seconds for hard and 10 seconds for relaxed.

4.5.3 Tomography

Taking the tomography inverse problem with added Gaussian noise (standard de-
viation σ = 0.1), figure 4-11 includes a table which gives the average and standard
deviation for the PSNR of 100 reconstructed Shapes images. The regularisation
parameters were set to maximise the PSNR over a separate validation set of 20
test images. The GAN has a particularly poor performance but the AE and VAE
results are all competitive with TV. Example reconstructions for the AE methods
and TV reconstruction are given in figure 4-11. The generative regulariser gives a
clear rectangle and circle while the TV reconstruction gives shapes with unclear
outlines and blob-like artefacts. In terms of computational cost, Tikhonov took
on average 157 iterations of backtracking until the relative difference between it-
erates was less than 10−8. In comparison, the hard and relaxed took on average 37
and 255 iterations, respectively, without random restarts. The algorithms took
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Generative Model
Method AE VAE GAN None
Relaxed 30.70 ± 1.59 28.79 ± 0.71 24.20 ± 0.49
Sparse 33.12 ± 0.80 33.09 ± 0.89 22.72 ± 1.80
Hard 33.17 ± 0.80 32.92 ± 0.95 22.92 ± 2.10
TV 29.94± 0.75

Figure 4-11: Results compare the three different regularisers and three different
methods against the unlearned TV reconstruction on the tomography inverse
problem. The table shows the mean and standard deviations of PSNR values of
100 reconstructions. The plots show five example reconstructions, comparing the
AE reconstructions to TV reconstructions. The left column shows the ground
truth, the even columns the reconstructions and the odd columns the residuals
with the PSNR values.

up to 40 seconds for Tikhonov, up to 12 seconds for hard and up to 60 seconds
for relaxed.

4.5.4 Out-of-Distribution Testing

We augment the Shapes dataset, creating a shapes+ dataset, with the addition
of a bright spot randomly located in the circle. We then take the Tomography
inverse problem on the shapes+ dataset with added Gaussian noise (standard
deviation σ = 0.05). For a generative regulariser we use sparse, with F(x) =
‖∇x‖1, the TV norm. Crucially, the VAE generator used was trained only on
the standard Shapes dataset, without bright spots. We compare with standard
TV reconstruction. The regularisation parameters were chosen to maximise the
PSNR on 20 ground truth and reconstructed images. The mean PSNR over 100
test images for the sparse case is 32.83 with a standard deviation of 0.65 and
for the TV reconstruction is 32.01 with a standard deviation of 0.67. Figure 4-
12 show five reconstructions. The sparse deviations allow reconstruction of the
bright spot demonstrating that generative regularisers can also be effective on
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Figure 4-12: Tomography inverse problem on random images from the shapes+

dataset. It compares the use of sparse method, where sparsity is measured in the
TV-norm, with a standard TV reconstruction. The generator is a 10-dimensional
VAE trained on Shapes images. In the final column, the part of the reconstruction
lying in the range of the generator is coloured red and the sparse addition is green.
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images close to, but not in, the training distribution.

4.5.5 FastMRI Dataset

We also train a VAE to produce knee FastMRI images. The VAE architecture
is based on Narnhofer et al . The FastMRI knee dataset contains data 796 fully
sampled knee MRI magnitude volumes [128, 238], without fat suppression. We
extract 3,872 training and 800 test ground truth image slices from the dataset,
selecting images from near the centre of the knee, resizing the images to 128×128
pixels and rescaling to the pixel range [0, 1]. The FastMRI VAE models took
approximately 12 hours to train on the same system as above.

Results for the tomography inverse problem with added Gaussian noise of vary-
ing standard deviation are given in figure 4-13. For each image and noise level,
the same noise instance is used for each reconstruction method, and additionally,
for each method, a range of regularisation parameters are tested, and the recon-
struction with the best PSNR value is chosen. This is to evaluate best achievable
performance. The plot shows how the PSNR values, averaged over 50 test images,
vary with the noise level. The relaxed method gives the best PSNR values, out-
performing Tikhonov although with a larger variance. The sparse method curve
has a similar shape to Tikhonov, but performs consistently worse suggesting that
this choice of deviations from the generator is not suited to this dataset, generator
or inverse problem. We see that for the hard method the results are consistent
across the range of noise levels, not improving with reduced noise. The example
images reflect the data with the hard reconstruction doing comparatively better
with larger noise levels, but the relaxed method captures more of the fine details
at the lower noise level.

4.6 Summary, Conclusions and Future Work

We considered the use of a generator, from a generative machine learning model,
as part of the regulariser of an inverse problem, generative regularisers. Gener-
ative regularisers link the theoretically well-understood methods of variational
regularisation with state-of-the-art machine learning models. The trained gener-
ator outputs data similar to training data and the regulariser restricts solutions
(close) to the range of the generator. The cost of these generative regularisers is
in the need for generative model training, the requirement for a large amount of
training data and the difficulty of the resulting non-convex optimisation scheme.
Weighing up the costs and benefits will depend on the inverse problem and the
availability of data.

We compared three different types of generative regularisers which either restrict
solutions to exactly the range of the generator or allow small or sparse deviations.
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Figure 4-13: Reconstructions of the tomography inverse problem with additive
Gaussian noise of varying standard deviations. Regularisation parameters are
chosen to maximise the PSNR value for each image. The left shows the average
PSNR values, taken over 50 test images, with the standard deviation in the
error bars and the right shows one particular example reconstruction with PSNR
values.
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We found that in simpler datasets the restriction to the range of the generator
was successful. Where the ground truth was more complex, then allowing small
deviations produced the best results. A key benefit of generative regularisers
over other deep learning approaches is that paired training data is not required,
making the method flexible to changes in the forward problem. We demonstrated
the use of generative regularisers on deconvolution and fully sampled tomography
problems, both with gradually decaying singular values of the forward operator;
and compressed sensing, with a large kernel and non-unique solutions.

The training of the generator is crucial to the success of generative regularisers,
and a key contribution of this chapter is a set of desirable properties for a gen-
erator. Numerical tests linked to these properties were discussed and applied to
three generative models: AEs, VAEs and GANs. None of these models fulfils
the criteria completely. We observed known issues such as mode collapse and
discriminator failure in the GAN, blurry images in the VAE and the lack of a
prior in the AE. In the inverse problem experiments in this paper, the AE and
the VAE yielded the most consistent results. The success of the AE, despite the
lack of prior on the latent space, surprised us. We suspect the implicit regular-
isation on the model from the architecture and initialisations helped make the
AE a usable generator. The GAN models did worst in the inverse problem exam-
ples: they generally seemed more sensitive to the initialisation of the non-convex
optimisation, making the optimal point in the latent space difficult to recover.

4.6.1 Future Outlook

We identify three key areas for future growth in the field. Firstly, the desired
criteria set out in section 4.4 for a generative model to be an effective regulariser
are useful guidelines but they are not mathematically precise. The field of gener-
ative modelling is growing quickly and generators are improving every day. For
safety-critical inverse problems, such as medical imaging, being able to quantita-
tively assess the quality of a given trained generator, would be hugely beneficial.
Future work could consider refining these criteria into mathematically precise
statements that could be used to quantitatively assess a given regulariser.

Secondly, we noted in section 4.3 that the soft method does not always lead to
a convergent regularisation method in the strict mathematical definition. Future
work could consider conditions on the generator needed to indeed yield a conver-
gent regularisation method. Due to the non-linear nature of the generator G, we
could also instead consider work from the non-linear inverse problems literature
(e.g . [116]) which could be more able to deal with non-linear behaviour such as
the sensitivity of the regularisers to different initialisations.

Finally, generative models are currently trained first and subsequently applied to
an inverse problem. The benefit of this split approach is that the model does not

69



need retraining if there are changes in the forward problem. However, future work
could consider how to train generative models with inverse problems in mind.
For example, linking to the desired criteria, if B1 was refined to require Lipschitz
continuity with a small coefficient, then with suitable choices of architecture and
loss function, this could be ensured. Similarly, if convexity of the generator was
required, then convex architectures could be considered. With a specific inverse
problem in mind, one could also consider training the generator with a penalty
for producing images with artefacts or choosing a loss function to encourage a
smooth transition between images from the same subject.

4.A Generative Model Architectures

The architectures for the three different generative models, for the different
datasets are given in this Appendix.

We first define a architecture for a convolution block, that consists of a con-
volution (or convolution transpose) with a given kernel size, stride length and
number of filters, an activation function and a drop out layer. This pattern can
be repeated to build up network expressivity.

Figure 4-14: Definitions used in Figure 4-15, 4-16 and 4-17.

For the MNIST dataset, the network is relatively simple with 3 convolution layers
and a dense layer for the encoder/discriminator, and two dense layers followed
by 3 convolution layers and a dense layer for the decoder/generator. The input
image is size 28× 28 and the latent dimension can vary, up to 25.
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Figure 4-15: The architectures for the 3 generative models, AE, VAE and GAN,
for the MNIST dataset. The convolution block definitions are given in figure 4-14.

For the shapes dataset, the network is very similar to the MNIST network, however
the input images are size 56× 56. The latent dimension can vary up to size 59.

Figure 4-16: The architectures for the 3 generative models, AE, VAE and GAN,
for the Shapes dataset. The convolution block definitions are given in figure 4-14.

For the FastMRI knee the network is is deeper and, to deal with the increased
memory requirements of the 128× 128 images, the dense layers are removed.
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Figure 4-17: The architectures for the FastMRI knee dataset VAE. The convolu-
tion block definitions are given in figure 4-14.
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Chapter 5

Compressed Sensing MRI
Reconstruction Regularised by
VAEs with Structured Image
Covariance

Learned regularisation for MRI reconstruction can provide complex data-driven
priors to inverse problems while still retaining the control and insight of a vari-
ational regularisation method. Moreover, unsupervised learning, without paired
training data, allows the learned regulariser to remain flexible to changes in the
forward problem such as noise level, sampling pattern or coil sensitivities. One
such approach uses generative models, trained on ground-truth images, as priors
for inverse problems, penalising reconstructions far from images the generator
can produce. In this chapter, we utilise variational autoencoders (VAEs) that
generate not only an image but also a covariance uncertainty matrix for each
image. The covariance can model changing uncertainty dependencies caused by
structure in the image, such as edges or objects, and provides a new distance met-
ric from the manifold of learned images. We demonstrate these novel generative
regularisers on radially sub-sampled MRI knee measurements from the fastMRI
dataset and compare to other unlearned, unsupervised and supervised methods.
The results show that the proposed method is competitive with other state-of-
the-art methods and behaves consistently with changing sampling patterns and
noise levels.
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5.1 Introduction

In this chapter, we choose to explore the inverse problem of compressed sens-
ing Magnetic Resonance Imaging (MRI). A challenging inverse problem, that, if
successful, provides the benefits of MRI with faster acquisition times. Sophis-
ticated mathematical reconstruction techniques allow for high-quality images to
be produced with just a subset of the full MRI measurements, which are quicker
to obtain. This reduces costs but can also improve image quality by reducing
motion artefacts. Mathematically, we seek to recover an image, x ∈ X , from
observed measurements, y ∈ Y . The two are related by a linear forward model,
A : X → Y as in (1.1). In MRI, A is composed of a Fourier transform and a sub-
sampling operator that takes just a subset of the Fourier data. Measurements
are incomplete and so multiple solutions may exist and the problem is ill-posed.

The ill-posedness can be mitigated by incorporating prior information; we con-
sider this to be given in the form of a regulariser, R, in a variational regularisa-
tion (5.5) framework [147, 127, 230].

In this chapter, we build on the previous chapter and the introduced generative
regularisers [26, 57, 90, 218, 64] that consider the use of a generative machine
learning model as part of the regulariser. As in the case of the previous chapter,
the generative model is trained on high-quality data, obtained from fully sampled
measurements, with no knowledge of the forward model, A, or any sub-sampled
data. The idea of generative regularisers is to penalise inverse problem solutions
that are dissimilar to the learned distribution on ground truth, or high-quality
reconstructed, images.

As we saw in 3.4, the generative part of a VAE consists of a network, such that
for any point z ∈ Z, within the learned latent space, the network outputs a
distribution on the image space X ,

pG,Σ(x|z) = N (x;Gθ(z),Σθ(z)) (5.1)

for parameterised functions Gθ : Z → X and Σθ : Z → Rd×d, d := dim(X ).
In a standard VAE model, Σθ is taken to be a multiple of the identity matrix,
i.e. Σθ(z) := ρ2I, where the predicted variance ρ is either fixed or learned. This
assumes that the reconstruction error of the generated image is independent and
identically distributed for all pixels. In reality, parts of an image, such as the
background, will be easy to model whereas sharp edges are harder to model
accurately. Similarly, as images are commonly piece-wise smooth, there are often
local correlations in the errors made by the model. A well-known issue with VAEs
is their tendency to produce smooth images (see e.g . [193]), missing the sharp
edges that exist in real data. In this chapter we consider the effect of a more
expressive covariance matrix, Σθ, in a generative regulariser.
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Contributions We propose a highly adaptive generative regulariser where edge
and correlations in the data are modelled with a structured covariance network.
We demonstrate the strength of this model by reconstructing knee MRI images
from retrospectively sub-sampled real-valued data from the fastMRI dataset [238].
Contributions include:

• Adaption and tuning of the structured covariance model introduced by
Dorta et al . [63] for the fastMRI dataset of knee MR images.

• An extension of the denoising example from Dorta et al . [63] for use in
inverse problems with a non-trivial forward model, producing a novel gen-
erative regulariser.

• A demonstration of how the prior provided by the VAE with structured
covariance can be explicitly visualised. We see that the structured covari-
ance model has learned long-range correlations between pixels, taking into
account image structure.

• An ablation study to compare three different options for the decoder co-
variance, Σθ(z): Σ is a fixed constant multiplying the identity matrix, Σ
is a diagonal matrix with a learned diagonal and the proposed structured
covariance where Σ is dense. We show the most flexible, dense covariance
method, produces the best inverse problem results.

• Comparisons of our proposed regulariser with a variety of regularisers: the
unlearned Total Variation (TV) [192] and least squares methods. Also
with two unsupervised methods: a deep image prior approach with a pre-
trained generator from Narnhofer et al . [160] and the original Compressed
Sensing using Generative Models work by Bora et al . [26]. Finally, with
a state-of-the-art, learned, end-to-end method, variational networks [93].
We demonstrate that our method is competitive with the state-of-the-art
neural networks, yet offers superior generalisation to other noise statistics
and sampling patterns.

5.2 Related Work

As discussed in chapter 2, deep learning approaches to image reconstruction in
inverse problems is a growing field. For example, there are several supervised
deep learning approaches [243, 93, 166, 226, 181, 104, 150] that require datasets
of sub-sampled measurements paired with high-quality reconstructions. With
any change in the forward model, e.g . a different k-space sampling pattern, or
noise level, new data needs to be acquired and models retrained. Furthermore,
with these methods, care needs to be taken to ensure the image reconstruction
is consistent with the observed measurements and these methods can also be
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unstable to small perturbations in the measured data [12]. In contrast, deep
image priors [219, 160], seen in section 2.4.1, have no data requirements and
instead use an untrained convolutional neural network as a prior for the inverse
problem. The prior is implicit and comes from the architecture choices, another
choice to make, but also requires regularisation in the form of early stopping to
prevent over-fitting to the potentially noisy data.

We choose to take an unsupervised approach, where we have example ground
truth images but no paired data. The image modelling, for training the regu-
lariser, and the forward modelling for the inverse problem reconstruction, are
completely decoupled. We model the images using a generative model incorpo-
rating it as part of a regulariser for the inverse problem reconstruction. There
has been previous work in this area [26, 57, 90, 218, 64], discussed in chapter 4,
and we extend it with the addition of a structured image covariance network.

We discuss a range of generative models in section 3. When choosing and training
a generative model for use in inverse problems, the generative model must be able
to produce a whole range of possible solutions. A common issue with GANs [81]
is, that they do not generate across the range of images they were trained on. This
failure can be subtle [15] and therefore difficult to identify. GANs also do not have
an encoder, and finding a latent space value that corresponds to a particular image
is a non-convex optimisation problem with multiple local minima. In comparison,
a VAE is more suitable for use in generative regularisers because they are able to
reconstruct images across the span of the training distribution although with the
consequence of fewer high frequencies. We consider VAEs over other generative
models such as normalising flows or invertible neural networks, both of which
have been applied to inverse problems [110, 124], because of the regularising
effect of a lower dimensional latent space in the VAE. Dorta et al . [63] proposed
the use of a structured covariance as part of a VAE for denoising, and the novel
addition of this work is the application to the non-trivial forward problem of MRI
reconstruction.

5.3 Method

We build a probabilistic model for the reconstructed image, x, given an obser-
vation, y. First, consider the likelihood of the measurement, y, given image, x,
denoted p(y|x), and usually taken to be N (y;Ax, γ2I) for additive Gaussian noise
over the observations with standard deviation, γ. We choose a prior on the im-
ages x given by a pre-trained generative model, pG,Σ(x|z) as in (5.1). Finally, let
pZ be the prior on the latent space used to train the generator, usually N (z; 0, I).
Combining these parts, we have that

p(x, z|y) ∝ p(y|x, z) pG,Σ(x|z) pZ(z) (5.2)
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= p(y|x) pG,Σ(x|z) pZ(z). (5.3)

Ideally, we would seek to marginalise out the latent vector, z, however this integral
is intractable, except by expensive sampling; instead, we take a maximum a
posteriori (MAP) estimate. By taking logarithms, maximising (5.3) with respect
to x and z is equivalent to variational regularisation (2.4) with

D(Ax, y) =
1

2γ2
‖Ax− y‖2

2 (5.4)

and

R(x) = min
z

(
log(|Σθ(z)|) +

‖x−Gθ(z)‖2
Σθ(z)

2
+
‖z‖2

2

2

)
, (5.5)

where we denote the weighted norm by ‖x‖2
M := xTM−1x and the determinant

of a matrix Σ by |Σ|. Equation (5.4) ensures that x explains the observation y,
while the second term in (5.5) constrains x to be close to images in the range of
the generator. The first term in (5.5) is a log-determinant term and ensures that
the second term in (5.5) is not made arbitrarily small by choosing a large variance
across all pixel values. The final term in (5.5) matches the prior on the latent
space and should encourage Gθ(z) to be similar to images seen during generative
model training. We use N (z; 0, I) because it is easily accessible, however, it may
not match the post training distribution in the latent space that maps to feasible
inverse problem solutions.

VAEs with Structured Covariance The generative model is trained to min-
imise the distance between the generated, pG,Σ(·; θ), and training, p∗X , distribu-
tion. A VAE is derived by choosing the distance measure to be a Kullback–
Leibler divergence and then maximising a lower bound approximation to this
distance [125]. The intractable distribution over the latent space, pG,Σ(z|x; θ), is
approximated by an encoder

q(z|x;ψ) = N (z;µψ(x), diag(σ2
ψ(x))) =: Nx,ψ(z) (5.6)

with neural networks µψ, σ
2
ψ, parameterised with weights, ψ. Following the deriva-

tion in [125] or in section 3.4, training a VAE becomes a minimisation with respect
to ψ and θ of

Ex∼pIm
Ez∼Nx,ψ (nll(x,Gθ(z),Σθ(z)) + dKL(Nx,ψ‖pZ)) (5.7)

where we write the negative log-likelihood as

nll(x,G,Σ) = log(|Σ|) +
1

2
‖x−G‖2

Σ + constants (5.8)

and the expectation over x is calculated empirically over the training set. The
expectation over z is also calculated empirically and for more details see chapter 3.
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Figure 5-1: Comparison of the standard VAE (top) and the Structured Uncer-
tainty Prediction Networks as developed by Dorta et al . [63] (bottom). The VAE
has an encoder network that outputs a distribution, N (z;µψ(x), diag(σ2

ψ(x))),
which is then sampled from to get a latent vector, z, which is passed to the gen-
erator network, Gθ(z). In addition to the usual generator, the proposed network
includes a network that takes latent vectors, z, and outputs the weights of a
sparse lower triangular matrix, Lθ(z). This matrix corresponds to the Cholesky
decomposition of the inverse covariance for the generated image.

Structure of Σθ(z) Using a dense matrix Σθ is computationally infeasible for
even moderate-sized images as it is expensive to calculate both the log determi-
nant and the inverse required for the norm. We use the computationally efficient
Structured Uncertainty Prediction Networks as developed by Dorta et al . [63].
For each point in the latent space, an additional decoder, parameterised by θ,
outputs a sparse lower triangular matrix, Lθ(z), with the diagonal constrained
to be positive. This forms the Cholesky decomposition of precision matrix, Σ−1

θ ,
such that Σθ = (LθL

T
θ )−1. The Cholesky decomposition is taken to be sparse:

(Lθ)i,j = 0 if pixels i, j are not in a small neighbourhood. This leads to a sparse
precision matrix, Σ−1

θ . A zero value at entry i and j in Σ−1
θ means these pixels

are independent, conditioned on all other image pixels. The pixels could still be
correlated and thus this still allows for a dense covariance matrix. Indeed we
would not choose to make Σθ sparse because zero values in the covariance indi-
cate two uncorrelated pixels and we wish to allow complex dependencies across
images. The local sparsity structure is also amenable to parallelisation on the
GPU and for more details see [62]. A pictorial view of the full network including
an example sparse Cholesky matrix is given in figure 5-1.
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Objective functions This sparse Cholesky decomposition of the precision
makes predicting a dense covariance matrix computationally feasible. The nega-
tive log-likelihood from (5.7) becomes

nll(x,G,Σ) = −2
d∑
i=1

log(Lii) +
1

2
‖L(x−G)‖2

2 (5.9)

up to constant terms and with, as above, Σ−1 = LLT . The log determinant is now
just a summation over the diagonals of the Cholesky matrix, we have removed the
dense matrix inversion and there is no need to build the full covariance matrix.
This also simplifies the regulariser from (5.5), giving

R(x) = min
z

(
nll(x,Gθ(z),Σθ(z)) +

1

2
‖z‖2

2

)
. (5.10)

Moreover, sampling from the extended VAE is possible by solving a sparse system
of equations to get a sample x = Gθ(z) + (Lθ(z)T )−1u where u ∼ N (0, I).

We note that the minimisation problems in (5.7) and (2.4) with (5.10) are not
well defined as they are not bounded from below. Pixel values that can be
determined with high accuracy e.g . those of a consistent black background, can
have extremely low variance and the log determinant term may become large
and negative. We both bound the size of the diagonals of Lθ using a scaled tanh
activation and added a very small amount of noise to the black background to
deal with this. Investigating other priors on Lθ is an interesting area for future
work.

5.4 Experiments

Dataset The NYU fastMRI knee dataset contains, amongst other data, 796
fully sampled knee MRI magnitude volumes [128, 238], without fat suppression.
This data was acquired on one of three clinical 3T systems (Siemens Magne-
tom Skyra, Prisma and Biograph mMR) or one clinical 1.5T system, using a
15-channel knee coil array and conventional Cartesian 2D TSE protocol em-
ployed clinically at NYU School of Medicine. We use the ground truth data
from the fastMRI single coil challenge, where the authors used emulated single-
coil methodology to simulate single-coil data from the multi-coil acquisition. In
addition, in the fastMRI dataset, the images are cropped to a square, centring
the knee. We extract 3,872 training and 800 test ground truth images from this
dataset, selecting images from near the centre of the knee, resize the images, using
the Python imaging library [46] function with an anti-aliasing filter, to 128× 128
pixels and linearly rescale each image to the range [0, 1]. The training and test
datasets correspond to the training and validation sets of the fastMRI dataset
and images from the same volume are always contained in the same dataset.
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Forward Problem Our forward problem is inspired by the fastMRI single-coil
reconstruction task; reconstructing images approximating the ground truth from
under-sampled single-coil MR data [238]. The ground truth images are Fourier
transformed and sub-sampled. To this end, a mask selects the points in k-space
corresponding to a sampling pattern. We use both radial and Cartesian sampling
patterns, selecting radial spokes and horizontal lines in k-space, respectively. We
use the operator discretisation library (ODL) [1] in Python and take the same
radial sub-sampling MRI operators as in [34]. Note that this is a relatively simple
MRI model, yet a good starting point to test the feasibility of the proposed
approach. We discuss its limitations in section 5.6.

Model Architecture See figure 5-1 for a comparison of the VAE and the VAE
with structured image covariance. All the networks are built of resnet-style blocks
which consist of a convolutional layer with stride 1, a resizing layer, followed by
two more convolutional layers, and then a ReLU activation function. The output
of this process is then added to a resized version of the original input to the
block. The resizing layer is either a bilinear interpolation for an up-sampling
layer, increasing width and height by a factor of 2; convolutions with stride 2
for a down-sampling layer or a convolution with stride 1 for a resnet block that
maintains image size. We choose a latent space of size 100. The generative
network consists of a single dense layer outputting 8x8 images with 16 channels
before a resnet block without resizing to give 8x8 images with 256 channels,
then four up-sampling blocks are applied giving image sizes 16x16, 32x32, 64x64
and 128x128 with channels 512, 256, 128 and 64 and final another resnet block
without resizing to reduce the channels down to one output image. The covariance
network is identical but outputs a 128x128 image with 5 channels, from which
the sparse Cholesky matrix is formulated, based on code from Dorta et al . [63].
The sparsity pattern is chosen such that the Cholesky matrix Lθ(z)i,j is non-zero
only if pixels j is contained in a 5 × 5 patch, centred at pixel i. The encoder
is reversed copy of the generator, with down-sampling layers replacing the up-
sampling layers. We include drop-out layers during training.

Model Training Training the VAE with structured covariance is done in
a two-stage process. First the generated mean, Gθ, and the encoder, Nx,ψ, are
trained with a standard VAE loss i.e. Σθ = ρI where ρ is fixed [125]. The weights
for the mean and encoder are then fixed before the covariance model is trained
using (5.7). The choice of this two-stage training is two-fold: firstly, it forces as
much information as possible to be stored in the weights of the mean, and not
the covariances, and secondly, it allows us to compare the effect of just changing
the covariance models in the ablation study. Models were built and trained in
TensorFlow using an NVIDIA RTX 2080 - 8GB GPU. It took approximately 8
hours to train the means and then 24 hours and 30 hours for the diagonal and
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structured covariance models.

Ablation Study We consider three variations on the structure of Σθ(z): Σθ

is a fixed constant multiplying the identity matrix, Σθ is a diagonal matrix
with a learned diagonal and our proposed method where Σθ is a dense ma-
trix. We call these options: mean+identity, mean+diagonal and mean+covar*.
The mean+identity model is just taken to be the output of the first part of
the mean+covar* training described above. For mean+diagonal, we again take
the learned generated mean, Gθ, and the encoder, Nx,ψ from the mean+identity
model and then optimise (5.7) for the covariance network, but choose the off
diagonals of the Cholesky matrix, Lθ(z), to be zero, so that the final covariance
matrix is diagonal.

Proposed reconstruction method For the proposed method mean+covar*
and the versions mean+identity and mean+diagonal we choose a variation on the
above regulariser (5.5)

R(x) = min
z
λ
(

nll(x,Gθ(z),Σθ(z)) +
µ

2
‖z‖2

2

)
. (5.11)

The addition of the two regularisation parameters λ and µ is in recognition that
this is a non-convex problem and that our modelling assumptions are imperfect,
for example, the prior on Z may not match the posterior after VAE training.
We use alternating gradient descent with backtracking line search, see algorithm
2, where gradient descent steps are taken, alternating in the x and z space,
with step size chosen to insure the objective decreases. We initialise at a rough
reconstruction, given by the adjoint of the forward operator, and the encoding
of the adjoint for x and z, respectively. Regularisation parameters were selected
via a grid search to maximise the peak signal–to–noise ratio (PSNR). This is to
demonstrate the best achievable results. An alternative approach would be to
use a validation set to set the regularisation parameters but this is an approach
for future work.

Unlearned method comparisons We compare against Total Variation (TV )
regularisation [192] implemented using the Primal-Dual Hybrid Gradient (PDHG)
method [40], with regularisation parameter chosen to maximise PSNR. As a base-
line, we also calculate the least squares solution, minx ‖Ax−y‖2

2, optimised using
gradient descent with backtracking line search and regularised with early stop-
ping. The stopping point is optimised to give the best PSNR value for each
image, the best achievable result.

Data driven prior comparisons For another example of a generative reg-
ulariser, we take our learned mean generator Gθ and implement the method of
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Bora et al . [26], minimising with respect to z the objective

L(z) =
1

2
‖AG(z)− y‖2

2 + µ‖z‖2
2, (5.12)

searching for an image in the range of the generator that best matches the mea-
surements. The regularisation parameter, µ, is chosen to maximise PSNR. We
also implement the approach of [160] which takes a trained generator but then,
after observing data, tweaks the weights of the network, optimizing z∗, θ∗ ∈
arg min ‖AGθ(z) − y‖2

2, we call this Narnhofer19. We use the same mean gen-
erator as in our other experiments, gradient descent with backtracking for the
z optimisation and TensorFlow’s inbuilt Adam optimiser for the network weight
update, θ. We choose 1000 iterations to find an initial value of z and then select
the number of iterations for the alternating z and θ updates via a grid search to
maximise the PSNR to give the best achievable result.

Supervised end-to-end method comparison Finally, we also demonstrate
comparisons with a variational network (VN) [93]. This is a end-to-end approach
which takes (5.5) with d(Ax, y) = λ

2
‖Ax−y‖2

2 and treats the regulariserR as some
unknown function. Optimising (5.5) by gradient descent will lead to updates of
the form

xt+1 = xt − αtλAT (Axt − y) +∇R(xt), (5.13)

where AT is the adjoint of A and αt is a step-size. The authors replace the
unknown ∇R(xt) term with a learned component, inspired by a Fields of Experts
model [190]. Fixing the number of iterations and unrolling leads to an end-to-end
method that includes information from the forward and its adjoint. We use the
same network design and parameters as the original paper. The iterations are
first initialised with a rough reconstruction given by the adjoint. The gradient of
the regulariser consists of a convolution with 24 filters, kernel size of 11 and stride
1; a component-wise activation function; and then a convolution transpose with
the same dimensions to return an image with the same dimensions as the input.
The activation function consists of a weighted sum of 31 radial basis functions
with learnable means, variance and weights. All learnable parameters are allowed
to vary independently in each layer and the step-size αt and parameter λ are also
learned. We train three variations on our data: 25 radial spokes with 0.05 and
0.0125 added noise and 125 radial spokes with 0.05 added noise.

5.5 Results

Ablation Study To compare the covariance models mean+identity, mean+diagonal
and mean+covar*, visualisations of samples from the learned covariances are
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Figure 5-2: Comparing the covariance models mean+diagonal and mean+covar*.
The first column gives the ground truth, and the second column a reconstruction
in the range of the VAE generator. The third gives the residual which can be
considered as one sample of a zero mean Gaussian distribution with unknown
covariance. The final two columns give single residual samples from our learned
covariances mean+diagonal and mean+covar* models. Columns are rescaled for
better visualisation.

given in figure 5-2. The first three columns compare the original images, the
generated mean images and the residual. This residual can be considered as one
sample of a zero mean Gaussian distribution with unknown covariance. The final
two images show single residual samples from our learned covariances. We see
that the mean+diagonal places uncertainty in the right locations, but without
structure, the samples are speckled and grainy. The mean+covar* models can
match some of the missing structures from the generated mean images. We note
that these are random samples and therefore not expected to match the residual
precisely but rather illustrate statistical similarity.

Figure 5-3 compares the effectiveness of the three covariance models as generative
regularisers. The same observed data was used for each reconstruction method
for each image. It is clear that the results for mean+covar* give a consistently
higher PSNR value than mean+diag and mean+identity and we use this method
throughout the rest of the results section. These results support our hypothesis
that learning a more flexible distance measure allows us to better fit the data
and gives a better regulariser for our inverse problem.
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Figure 5-3: Ablation study comparing generative regularisers based on VAEs
with different noise models mean+identity, mean+diagonal and mean+covar*.
The plots show PSNR values average over reconstructions of 50 test images. The
mean is given by the solid line and standard deviation in the shaded box. The
x-axis measures the number of radial spokes in the sampling pattern and the
measured data was corrupted with additive Gaussian noise of standard deviation
0.0125 on the left and 0.05 on the right.

Prior introspection We can explicitly examine the learned structured covari-
ance, to visually assess the prior information passed to the generative model. To
do this, we take a test image, x, and use the encoder to give a latent vector, z,
that corresponds to the test image. From this we can calculate the structured
covariance, Σθ(z) ∈ Rd×d, where d = dimX . Each row of the covariance matrix
corresponds to a pixel in the generated image, and the row can be reshaped into
an image, showing the correlations between the chosen pixel and all others. Two
example images with chosen pixels highlighted with a star are shown in figure
5-4. Positive correlations are given in red, and negative correlations are in blue.
We can see that the structure of the edges is present, and that, despite the local
structure of the precision matrix, longer-range correlations have been learned.

Comparison with unlearned methods Figure 5-7 shows comparisons with
TV and least squares reconstructions for a range of noise levels and the number
of radial spokes in the sampling pattern. Image examples can be seen in columns
2 and 3 of figures 5-5 and 5-6. We see the results of mean+covar* track TV but
with improvements across the range of radial spokes and noise levels tested. Es-
pecially in the examples in figure 5-6, you can see the piece-wise constant shapes
typical of a TV reconstruction, whereas for the same measured data mean+covar*
has managed to reconstruct more of the fine detail. As expected, due to the dif-
ficult nature of the inverse problem, the least squares reconstruction does poorly.
As a rough indicator, our un-optimised implementation took 1.8 seconds for re-
constructing one image using least squares, and 6.4 seconds using TV, for one
choice of regularisation parameter. For one choice of regularisation parameter,

84



Figure 5-4: Visualisation of learned covariances between example pixels (yellow
stars) and other pixel locations for the mean+covar model. Red indicates a high
positive correlation, and blue is a strong negative correlation.
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Figure 5-5: Example reconstructions of a test image for different amounts of
measured data: 5, 25, 45 and 125 radial spokes, all with additive Gaussian noise
with standard deviation 0.05. The columns give different reconstruction methods.
The PSNR values are added in white and the red boxes indicate the settings the
highlighted variational network has been trained on.
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Figure 5-6: Example reconstructions of a test image with additive noise of differ-
ent standard deviations: 0.2, 0.05 and 0.0125, all with a sampling pattern with
25 radial spokes. The layout is as in figure 5-5.

mean+covar* took 78.2 seconds.

Comparison with other data-driven priors Comparisons with Narnhofer19
and range [26] are given in figure 5-8 and columns 4 and 5 of figures 5-5 and 5-6.
We see that the results of searching in the range of the generator saturate so
that even with increased data in the form of radial spokes, or better data in the
form of less noise, the reconstructions don’t see significant improvement. The
example image reconstructions reflect this; they show overly smoothed images
that, although have the right structure, don’t contain any of the fine detail of
the ground truth. This could be because the generative model is not expressive
enough to match this fine detail. Alternatively, it could be because the non-
convex optimisation has failed to find a good enough minimum to match the
measured data. The results of Narnhofer19 are much more detailed and very
similar in PSNR values to our mean+covar*. In the images, there is some evi-
dence of smoothing of details e.g . in figure 5-6. Our un-optimised implementation
took 106.7 seconds for Narnhofer19 and 23.9 seconds for the range [26] method.

Comparison with supervised end-to-end methods We now compare mean
+ covar* with variational networks [93], trained end-to-end on particular noise
and sampling settings. Figure 5-9 shows the PSNR results for 50 test images, with
vertical lines highlighting the settings where the networks were trained. Example
images are shown in columns 6 and 7 of figures 5-5 and 5-6 with the trained for
setting highlighted in red. We note that the variational networks achieve the best
results, in comparison to the other methods, for the settings they were trained
on. This is as expected for end-to-end reconstructions. We see that the results
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Figure 5-7: Comparison of the mean+covar* method with the training-free meth-
ods TV and least squares. The plots show the mean PSNR values for reconstruc-
tions averaged over 50 test images, with the standard deviations given by the
shaded area. The left plot shows results from measured data with additive Gaus-
sian noise of standard deviation 0.05 and differing numbers of measured radial
spokes. The right plot gives results where 25 radial spokes are used for each
reconstruction but the standard deviation of the added noise varies.
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Figure 5-8: Comparison of the mean+covar* method with range [26] and Narn-
hofer19 [160], generative regulariser approaches. The experimental set-up is as
figure 5-7.
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Figure 5-9: Comparison of the unsupervised mean+covar* method with the su-
pervised variational networks [93]. The experimental setup is as figure 5-7 but
in addition, the vertical lines depict the experimental settings the variational
networks were trained on.

are less optimal the further from the trained for setting, with some particularly
poor results, e.g . in figure 5-5, while our unsupervised method remains consistent.
Also as expected, the variational networks are quick to implement once trained,
taking 3.4 seconds for one image

Generalisation to a Different Sampling Pattern Finally, we test the gen-
eralisation ability of the methods by changing the sampling pattern. We mask
horizontal rows in the k-space, taking 16 (out of 128) centre rows and a uniformly
random selection of other rows with a given probability, p. Fully sampled images
correspond to p = 1. Example sampling patterns and one example reconstruction
is given in figure 5-10. We see an improvement over TV for mean+covar*. Narn-
hofer19 gives good PSNR values but the images are potentially over-smoothed.
For example, the vertical lines in the top left part of the zoomed-in region are
consistently missing from the Narnhofer19 reconstructions. The variational net-
work has not been trained on this horizontal sampling pattern and although gives
a reasonable reconstruction, seems to have some artefacts, for example in the top
right and bottom left of the image.

5.6 Discussion

The numerical results show that the generative regulariser mean+covar* consis-
tently outperforms TV, figure 5-7, and is competitive with other unsupervised
generative model regularisation schemes, figure 5-8, over a range of noise levels
and sampling patterns. This is an important contribution, demonstrating a gen-
erative model, trained on an MRI dataset, provides an effective prior for image
reconstruction. As part of the ablation study, figures 5-2 and 5-3, we demon-
strated that models mean+diag and mean+identity provided some regularisation
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Figure 5-10: Example reconstructions of an image using measured data taken
with different horizontal random sampling unseen in the training of the variational
networks. The first column gives the k-space mask used to sample the data. The
remaining columns give reconstructions for the different methods.

but mean+covar* provided the most flexibility to fit the data and thus the best
results. Searching in the range of the generator we saw evidence that the gener-
ator was not expressive enough to fit the data and that the reconstructed images
did not continue to improve with more or higher-quality data, this matches with
similar results in [26, 64].

The generative regularisers presented are not end-to-end methods and still re-
quire the use of an iterative optimisation scheme to reconstruct an image given
an observation, furthermore the optimisation objective is non-convex. However,
this optimisation is practically straightforward as the gradients can be calcu-
lated automatically, using automatic differentiation, and the optimisation can be
initialised with the adjoint reconstruction. The benefit of the unsupervised ap-
proach is that retraining is not required for different forward models. Figure 5-9
shows that the variational network end-to-end method [93], although provides
the best results on the forward model it was trained on, sees its success drop off
as you test it on other forward model settings. An additional benefit of genera-
tive regularisers is that you can visually inspect the learned image prior and we
demonstrate this in figure 5-4.

Training the Cholesky weights for the precision matrix proved tricky. As shown
in figure 5-2, the structured covariance model has learned some of the residual
structure that we expect but at the expense of applying higher variances across
the whole image. This may make the structured covariance model too permissive,
allowing it to fit noise or artefacts from the measurements. With an improved
model, we expect that the regularisation parameters in (5.10) would not be re-
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quired, they could be set by the hierarchical Bayesian derivation. Future work
could consider what additional priors or alternative modelling schemes could help
the learning of this structured covariance model, such as described in [62].

Although this work demonstrates a data-driven approach to inverse problems
that is flexible and powerful there are a number of ways the MRI simulation
could be made more realistic. As discussed in section 5.4, our experiments are
inspired by the single coil fastMRI challenge which uses real-valued images and,
as the name suggests, a single-coil acquisition. In reality, modern MRI scans use
a multi-coil acquisition and usually produce complex images with a non-trivial
phase. A multi-coil acquisition could be incorporated into our framework with a
change of the forward model, e.g . via a SENSE formulation[180]. Modelling the
structures and correlations between the real and complex parts of an MR image is
an interesting open problem and subject to future work, potentially guided by the
approach to colour images in [62]. Finally, the radial masks we used to simulate
a radial sampling pattern, were just an approximation of the actual MR physics
and future work could consider bringing this closer to real-world applications.

As in most machine learning approaches, we have assumed that the images we
wish to reconstruct are similar to those in the training dataset used to train
the generative model. This is not obvious in medical imaging, where damage,
tumours, and illness can lead to different image presentations that may be far
from those of healthy volunteers used to create datasets. Modelling this, e.g .
by sparse deviations [57, 64] away from the range of a generative model, is an
interesting area of future development.

5.7 Conclusion

Generative regularisers provide a bridge between black-box deep learning methods
and traditional variational regularisation techniques for image reconstruction. We
propose a highly adaptive generative regulariser that models image correlations
with a structured noise network. The proposed method is trained unsupervised,
using only high-quality reconstructions and is thus adaptable to different noise
and k-space sampling levels. Our results show that generative regularisers are
most effective when the underlying generative model outputs both an image but
also a non-trivial covariance matrix for each point in the latent space. The
covariance provides a learned metric that guides where the reconstruction can or
cannot vary from the learned generative model. We demonstrated the success
of this approach through comparisons with other unsupervised and supervised
approaches.
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5.A Sparsity in the Precision and Consequences

for the Variance

As discussed in section 5.3, for reasons of computational efficiency we restrict the
Cholesky decomposition of the precision matrix to be sparse. This restricts the
type of covariance matrices we can learn. A natural question is thus: is what
effect does this restriction have? Which covariance models are we not able to
model with this parameterisation?

We first note that the precision matrix Λ = LLT is also sparse if L is sparse. We
will drop the θ parameters in this appendix. Recall the precision matrix

Λi,j =
∑
l

Li,lLj,l (5.14)

and see that for this summation to be non-zero, there must exist a pixel l ≤
max(i, j) such that Li,l 6= 0 and Lj,l 6= 0. In this work, we take Li,j to be non-
zero only if j ≤ i and pixel j lies in a k × k patch centred on pixel i, where k is
odd. See figure 5-11 for possible values of j for a given highlighted i, for k = 3,
i.e. it shows for i = 36 the positions of pixels j such that Li,j can be non-zero.
Again, from this sparsity pattern, see figure 5-11 for the resulting values of j for
a given i that Λi,j can be non-zero.

(a) Support of Li,j for fixed i (b) Support of Λi,j for fixed i

Figure 5-11: For k = 3 and a fixed i, given by the yellow square, the red squares
correspond to the pixels j where the matrix is allowed to be non-zero.

Now consider inverting this precision matrix Λ. Think about Λ as the connectivity
of a graph: Λi,j 6= 0 if there is a connection between graph nodes (pixels) i and
j. In a similar multiplication as in (5.14), Λ2

i,j can be non-zero, if there exists a
node l such that {i, l} and {l, j} are connected. Repeating this up to d, where
Λ is a d × d matrix, we have Λd

i,j can only be non-zero if there exists any path
between the nodes i and j. Now consider using Cayley Hamilton theorem (see

e.g . theorem 3.16 in [233]), Σ = Λ−1 = (−1)n−1

det Λ
(Λn−1 + cn−1Λn−2 + · · ·+ c1In), for
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some constants c1, ..., cn, and so again Σi,j can be non-zero if there exists a path
between the nodes i and j.

We can thus see that

• If Λ is diagonal, then no element is connected to any other, each power of
Λ is diagonal and so Σ is also diagonal.

• If Λ is a block diagonal matrix, then there are unconnected regions of the
graph. Each power of Λ has the same diagonal block structure and Σ is also
a block diagonal matrix with Σi,j = 0 if nodes i, j are in different regions.

• If the graph corresponding to Λ is connected, then there exists a path
between all of the nodes, then Σ is dense.

As we discussed in section 5.3, a zero value in the precision matrix means that
two pixels are independent, conditioned on all the other pixels in the image.
From this discussion, we determine that the restriction to small neighbourhoods
in the Cholesky decomposition means that we are unable to model long-range
correlations with no dependent path between them. For example, consider eye
colour. The eyes are two regions in an image of a face that should be highly
correlated. However, between the eyes, is the nose, with skin colour and texture
that is independent of the eyes, conditioned on all other pixels in the image. We
can’t draw a path, between the two eye regions, that moves between neighbour-
ing pixels that have a dependent relationship between the two eye regions. As
they are unconnected in the precision matrix, they remain unconnected and thus
uncorrelated in the covariance matrix.

Experimentally, consider a set of 10 × 10 images, with striped rows. The pixel
value of each of the top 5 rows is chosen independently from a uniform distribu-
tion. The top five rows are then repeated for the bottom five rows. Each pixel
is identical to the other pixel in the row and all the pixels in the row 5 below
and independent of pixels in any other row. An example image is given in figure
5-12a. We take 10,000 such images and numerically produce a covariance matrix,
given in figure 5-12b. In this matrix, you can see the correlations between pixels
in the same row, the main diagonal squares, and those in the row five rows above
or below, in the off-diagonal squares. We then choose three different connectivity
parameters for the Cholesky decomposition, k = 3, k = 5, and k = 11. The last
was chosen such that pixels five rows apart, can be connected. We see that for
k = 3, the learned covariance matrix, with the restricted parametrisation, has
failed to learn the longer range connections, instead only reproducing the local
correlations. For k = 5, we see that the long-range correlations between the rows
have been modelled, however, this is at the expense of some spurious correlations
between rows that should be independent. Although, as discussed above, these
two separate regions can’t be highly correlated with independent regions in be-
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tween, with the extra flexibility given by more non-zero values in the Cholesky
decomposition, we can approximate the covariance matrix well. Finally, when the
connectivity in the precision can cover the jumps between rows, we can reproduce
the covariance matrix without additional spurious correlations.

5.B Priors on the Sparse Cholesky Decomposi-

tion

In section 5.3, we discuss how the objective functions we use are not bounded from
below and noted the need to use a sigmoid activation function on the diagonal of
the Cholesky decomposition in order to bound the diagonals and give a well-posed
minimisation problem. Also in section 5.4, we discussed the need to split the
training between first training the means and then the covariance matrix. Finally,
we discussed in the conclusion, that the learned network is still too permissive
and that training the covariance network was challenging. An effective prior over
the covariance matrix might help to mitigate all three of these issues. However,
priors are tricky as we generally do not have access to the full covariance matrix,
except from slow, and computationally demanding, matrix multiplication and
then inversion. This means that calculating a log prior over the covariance for
each iteration of training a VAE is not currently possible.

There are several possible future directions:

• Determine an efficient calculation of the covariance matrix that can be
implemented on a GPU. This could allow priors to be defined on the full
matrices and the log prior evaluated at each iteration of training.

• Consider priors that we could place on the Cholesky decomposition of the
precision or the precision matrix. For example, the conjugate prior for the
covariance matrix of a Gaussian distribution is the inverse Wishart dis-
tribution and there is a corresponding Wishart distribution over precision
matrices. This, and other options, are discussed in [61], but they note the
difficulty in choosing a prior that was broad enough to cover the desired
covariance matrices but informative enough to be useful. This is the same
trade-off that we discussed when choosing priors for inverse problems and
led to us considering learned rather than hand-crafting priors. One could
consider learning a prior for the covariance matrices, e.g . using a hierarchi-
cal model to determine some hyperparameters, but this could be difficult
to train [228].

• Investigating the architecture of the generator and thus the implicit priors
placed on the network. Currently, as shown in figure 5-1, we use one gen-
erator network to output both the values for the mean and the covariance
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(a) Example random image (b) Covariance matrix

(c) Precision connectivity example k = 3 (d) Fitted covariance matrix, k = 3

(e) Precision connectivity example k = 5 (f) Fitted covariance matrix, k = 5

(g) Precision connectivity example k =
11 (h) Fitted covariance matrix, k = 11

Figure 5-12: In (a) you see an example sample of an image from which the
covariance matrix in (b) is calculated empirically. In (d),(f) and (h) you see ap-
proximations of the covariance matrix in (b), limited by a sparse parameterisation
of the Cholesky decomposition of the precision matrix. In (c), (e) and (g) you
can see, for the yellow pixel highlighted, the other pixels it is identical to (and
thus highly correlated), in grey, and in red the possible connections that can be
described by the precision matrix.
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network for a single latent vector. It could be that this is not the correct ap-
proach and this puts undesirable implicit priors on the covariance or mean
networks. An architecture search could include: decoupling the two net-
works but still generating from a single latent vector; having a completely
different latent space and generator for mean and covariance, or perhaps
using a generated mean image and input to a network that outputs the
covariance values.
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Chapter 6

Training a VAE Without Ground
Truth Images for use in Inverse
Problems

6.1 Introduction

In this chapter, we again take the approach of generative regularisation ([26, 57,
90, 218, 64]) which penalises solutions that are far from the range of a generative
model. In previous work, the generator was trained to generate images similar
to some training set of ground truth or high-quality reconstructed images. The
challenge of this approach is the requirement for large amounts of high-quality
ground truth training data. For some inverse problems, such as MRI it is difficult
and expensive to collect the necessary datasets: patient confidentiality, cost and
time of data acquisition, differences between hardware and imaging systems and
the rarity of some diseases. In other inverse problems, such as Positron Emission
Tomography (PET), high-quality ground truth images may be difficult to obtain
because of the inherent noise in the measurement procedure. In this work, we
consider an approach to learning a generative model for images only based on
observed measurements.

We assume that instead of a dataset of high-quality reconstructions, we have
access to both observed data and the forward model that produced the observa-
tions. For example we have samples (yi, Ai)i=1,··· ,n from a distribution PY,A, such
that there exists xi ∈ X and that Aixi ≈ yi up to some additive noise. We also
assume the existence of some pseudo-inverse for Ai given by Ai

†
: Y → X , which

gives a rough reconstruction. For inverse problems that map between the same
spaces, this could just be the identity, for MRI it could be a zero-filled recon-
struction, or for X-ray tomography a filtered back-projection. We use this data
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to train a variation on a variational autoencoder (VAE) [125], we call noisyVAE.
As in a standard VAE, the VAE generator, G : Z → X ⊆ Rd, takes points in the
latent space and outputs a mean in the image space, with associated covariance
Σ ∈ Rd×d, which gives a conditional distribution on X . For the noisyVAE, the
encoder takes rough reconstructions of observed data, A†y, and outputs a dis-
tribution in the latent space. For each forward model, Ai, we seek to minimise
the Kullbach-Leibler (KL) divergence between the generated distribution, with
Ai applied, and the measured data, observed under Ai. The KL divergence is
considered in the measurement space, Y . This gives a powerful and flexible for-
mulation and we will demonstrate its ability to learn characteristics of the desired
image distribution from only observed data.

We will also demonstrate the ability of these learned generative models to act as
a generative regulariser. We then go on to test these generative models as priors
to inverse problems and consider both inverse problems that match the forward
model used to create the training set and inverse problems independent from the
training set.

6.1.1 Contributions

• We propose a training loss for a noisyVAE, which learns from a training
dataset containing only observed data, in space Y , and the related forward
model. The noisyVAE generates images in the image space X .

• We demonstrate effective training of the noisyVAE on two hand-built el-
lipses datasets.

• We perform an ablation study looking at a second additional reparameter-
isation step used to calculate the noisyVAE loss in the domain Y .

• We demonstrate that the VAE is effective in providing regularisation for in-
verse problem reconstruction. We consider the inverse problems of denois-
ing, deconvolution and PET and first compare against other VAE models
including standard VAEs trained on ground truth data or rough reconstruc-
tions of ground truth data. We compare against the generative regulariser
approach of [26] and against unlearned TV, Tikhonov and maximum like-
lihood expectation minimisation.

• A brief literature review provides context for our work and we then set out
clear avenues for future work.
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6.2 Method

Standard VAE derivation Consider a standard VAE model, as discussed in
chapters 3 and 5, and consider that for any point z ∈ Z, in the latent space,
the network outputs a conditional distribution on the image space, X , given by
pG,Σ(·|z; θ) = N (x;Gθ(z),Σθ(z)) given by (5.1) or (3.22). The VAE is trained by
minimising an upper bound on the KL divergence between the generated, pG,Σ,
and data distribution, which is equivalent to maximising Ex∼p∗X log pG,Σ(x; θ),
with respect to the neural network parameters θ.

In order to obtain pG,Σ(x; θ) from the conditionally generator pG,Σ(x|z), equation
(3.4) integrates our the latent vector, z. However, this is intractable, except by
expensive sampling and instead the intractable distribution over the latent space,
pG,Σ(z|x; θ) is approximated by an encoder q(z|x;ψ) = N (z;µψ(x), diag(σ2

ψ(x))) =:
Nx,ψ(z) with mean and variance given by neural networks µψ and σ2

ψ. Following
the derivation in chapter 3, we maximise a lower bound to the KL divergence
given by

log pG,Σ(x; θ) ≥ Ez∼q(z|x;ψ) [log pG,Σ(x|z; θ)]− dKL(q(z|x;ψ)‖pZ) (6.1)

After incorporating the Gaussian distribution choices for p and q, training a VAE
becomes a minimisation of

Ex∼p∗X

[
Ez∼Nx,ψ

(
log(|Σθ(z)|) +

1

2
‖x−Gθ(z)‖2

Σθ(z)

)
+ dKL(Nx,ψ‖pZ)

]
(6.2)

with respect to ψ and θ. Note that the KL divergence is taken over the latent
space Z. The expectation over x ∼ p∗X is approximated empirically over the
training dataset. Similarly, the expectation over z ∼ Nx,ψ is estimated empirically
although this must be done carefully because we wish to optimise over ψ and
hence take derivatives with respect to ψ. The reparamaterisation trick writes
z = µψ(x) + ε · diag(σψ(x)) where ε ∼ N (0, 1). It is straightforward to sample
from a standard normal distribution, and in practice, only one sample is taken
to approximate the expectation.

NoisyVAE Consider now that we do not have samples x ∼ p∗X but instead
only have samples {yi, Ai}i=1,··· ,n from a distribution pY,A. Thus we have both
the observed data and the forward model used to make the observation, i.e.
Aixi ≈ yi for xi ∈ X . We also assume the existence of some pseudo-inverse to
Ai, given by Ai

†
: Y → X . For a pictorial representation of the noisyVAE, see

figure 6-1. As above, set pG,Σ(x|z; θ) = N (x;Gθ(z),Σθ(z)). We consider that the
posterior of the observed data given latent vector z is

pG,Σ|A(y|z, A, θ) =

∫
p(y|x, z, A)pG,Σ(x|z; θ)dx (6.3)
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=

∫
p(y|x;A)pG,Σ(x|z; θ)dx (6.4)

= Ex∼pG,Σ(x|z:θ)p(y|x;A). (6.5)

We consider the objective of a VAE is to minimise the KL divergence, in the mea-
surement space Y , between the distribution of generated data, under a forward
model A, and the training data distribution, conditioned on the same forward
model.

min
θ

EAd(PY|A, PG,Σ|A) (6.6)

where both are distributions over Y . The expectation over A allows for informa-
tion from multiple forward models to be combined.

We take q(z|y;ψ) = N (z;µψ(A†y), diag(σ2
ψ(A†y))) =: NA,y,ψ(z). Hence, for the

encoder, we first calculate a rough reconstruction of the measured data before
using neural networks µψ and σψ to encode a distribution in the latent space.
This allows us to use the same architectures for the encoder as the standard VAE
and we will discuss this choice further in the chapter conclusion.

Hence, by replacing x with y in (6.1), and using (6.5) we consider the maximisa-
tion of an objective:

log pG,Σ(y|A; θ) ≥ Ey,A
(
Ez∼Ny,ψ log

[
Ex∼N(x;Gθ(z),Σθ(z)) (p(y|x,A))

]
− dKL (NA,y,ψ‖pZ)

)
(6.7)

≥ Ey,A
(
Ez∼Ny,ψ

[
Ex∼N(x;Gθ(z),Σθ(z)) (log p(y|x,A))

]
− dKL (NA,y,ψ‖pZ)

)
(6.8)

where we have ignored terms independent of ψ and θ. Note that the KL diver-
gence term is in the latent space Z as before.

The hope is that we can use the same re-parameterisation trick to calculate
the expectation over x as we do over z. Thus for the expectation over z set
z = µψ(x) + ε · diag(σψ(x) and instead take empirical samples of ε ∼ N (0, I).
Again the expected value can now be calculated empirically, taking samples of
ν ∼ N (0, I). This is a standard variational inference strategy.

Example 1: Inverse Problem with Gaussian noise and Σθ(z) = ρ2I For
a simple example where the inverse problem noise model is additive Gaussian
noise and the generated distribution has a spherical noise model, take:

• p(y|x,A) = N (y;Ax, γ2I) where γ is a fixed constant. Thus log p(y|x,A) =

−‖Ax−y‖
2
2

2γ2 + terms independent of x and z.
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Loss

Figure 6-1: Pictorial representation of a noisyVAE. Observed data is roughly
reconstructed, using A†, before encoding to a mean and variance in the latent
space. A sample from the resulting distribution is passed to the generator, which
outputs an image in the space X . The first part of the noisyVAE objective (6.8)
measures the loss between the original measured data, and the output of the
forward model applied to the generated image, given by the dotted line labelled
‘Loss’ in the diagram.

• Σθ(z) = ρ2I so that pG,Σ(x; θ) = N (x;Gθ(z), ρ2I) and x ∼ N (x;Gθ(z), ρ2I)
if x ∼ Gθ(z

j) + ρνk and νk ∼ N (0, I).

We thus have that maximising (6.8) becomes a minimisation of:

Ey,A
(
Ez∼Ny,ψ

[
Ex∼N(x;Gθ(z),ρ2I)

(
‖Ax− y‖2

2

2γ2

)]
+ dKL (NA,y,ψ‖pZ)

)
(6.9)

with respect to ψ, θ and ρ. Using the reparameterisation trick we find that (6.9)
can be estimated

N∑
i

J∑
j

K∑
k

‖Aix(εj, νk, yi, Ai, θ, ψ)− yi‖2
2

2γ2
+ dKL

(
NAi,yi,ψ‖pZ

)
(6.10)

where x(εj, νk, yi, Ai, θ, ψ) = Gθ(z
j)+ρνk, zj = µψ(Ai

†
yi)+εjσ(Ai

†
yi) and νk, εj ∼

N (0, I) and J and K are the number of samples, usually some small positive
integer.

Example 2: Inverse Problem with Poisson noise and Σθ(z) = ρ2I For
the case where measured data is an instance of a Poisson distribution with mean
given by Ax and the generated distribution has a spherical Gaussian noise model,
take:
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• p(y|x,A) = Po(y;Ax). We choose that

log p(y|x,A) =
m∑
l=1

(Ax− y)l + yl log

(
yl

(Ax)l

)
(6.11)

up to constant terms independent of x. Note that this is defined only for
(Ax)l ≥ 0,∀l and that yl ≥ 0, ∀l due to the data being measured counts.

• Σθ(z) = ρ2I so that pG,Σ(x; θ) = N (x;Gθ(z), ρ2I) and x ∼ N (x;Gθ(z), ρ2I),
if x ∼ Gθ(z

j) + ρνk and νk ∼ N (0, I).

We thus have that maximising (6.8) becomes a minimisation of:

Ey,A

(
Ez∼Ny,ψ

[
Ex∼N(x;Gθ(z),ρ2I)

(
m∑
l=1

(Ax− y)l + yl log

(
yl

(Ax)l

))]

+dKL (NA,y,ψ‖pZ)

)
(6.12)

with respect to ψ, θ and ρ. Using the reparameterisation trick we find that (6.12)
is equivalent to

N∑
i

J∑
j

K∑
k

m∑
l=1

(Aix(εj, νk, yi, Ai, θ, ψ))−yi)l+yil log

(
yil

(Aix(εj, νk, yi, Ai, θ, ψ))l

)
+ dKL

(
NAi,yi,ψ‖pZ

)
(6.13)

where x(εj, νk, yi, Ai, θ, ψ) = Gθ(z
j)+ρνk, zj = µψ(Ai

†
yi)+εjσ(Ai

†
yi) and νk, εj ∼

N (0, I).

Priors to inverse problems With this generative model as a prior, we can
derive a generative regulariser using Bayes’ formula. As above, consider an ob-
served noise model, p(y|x;A), the likelihood of the observation y, given data x
and with a forward model, A, where A could be the from the same distribution
as used to train the generative model but need not be. Take the prior on Z to
be given by p(z) = N (z; 0, I). With our learned noisyVAE, pG,Σ, we have the
posterior of the reconstructed image given the observed data given by:

p(x, z|y) ∝ p(y|x, z) pG,Σ(x|z) pZ(z) (6.14)

= p(y|x) pG,Σ(x|z) pZ(z). (6.15)

A MAP estimate for x can be found by minimising the following objective with
respect to x and z

log p(y|x;A) + log(|Σθ(z)|) +
1

2
‖x−Gθ(z)‖2

Σθ(z) +
1

2
‖z‖2

2. (6.16)
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Compared to a variational regularisation framework, e.g . equation (2.4), we can
treat the final three terms of (6.16) as a regularisation function.

We recognise that (6.16) is only an estimate for the MAP, as we should inte-
grate out z in (6.15), before maximising over x. Currently integrating over z is
intractable, except by expensive sampling. Note also that the prior on z here
should really be the amalgamated posterior over z after training, i.e. pG,Σ(x|z)
should be pG,Σ(x|z,

{
yi,Ai

}
i=1,...,N

). It is dependent on the data and training. We

instead use the N (0, I) prior used in training because we have easy access to it.

6.3 NoisyVAE Training and Evaluation

6.3.1 Datasets

We test on three datasets. The first two are custom-built datasets of ellipses,
called single ellipse and ellipses. In the single ellipse dataset there is just one
ellipse on a black background with a solid fill of intensity drawn from a uniform
distribution between 0 and 1. In the ellipses dataset, there are three ellipses
in each image. Each ellipse is added onto a black background with an intensity
drawn from a uniform between 0.16 and 0.33. Their centres, major and minor
axis and rotation angle are also chosen from a uniform distribution. Both datasets
have image size 128 × 128 and have 5000 and 10000 training examples for the
single ellipse and ellipses datasets, respectively. Example images are given in the
first column of figures 6-4 and 6-5 for ellipses and single ellipse, respectively. In
addition, we use a set of positron emission tomography images based on 20 brain
MRI phantoms obtained from BrainWeb [50, 47]. Each phantom is segmented
into grey matter, white matter and skin and are then assigned a constant intensity
reflecting an expected PET radiotracer, 18F-FDG uptake. The constant uptake
in the regions has been modelled as 1, 0.25 and 0.125, respectively. We extract
665 2D slices from 19 3D brain scans and reserve one scan, of 35 images for
testing. Each slice is cropped to the centre 128x128 pixels. Two example images
are given in figure 6-3.

6.3.2 Forward models

Denoising For denoising experiments, we take A = I and consider additive
Gaussian noise. Note that X = Y = Rd. We don’t use a rough reconstruction
method and instead take A† = I.
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Deconvolution We consider a Gaussian blur with convolution kernelK ∈ Rk×k

given by

Ki,j(α) ∝ exp

(
−

(i− k
2
)2 + (j − k

2
)2

α2

)
(6.17)

which is then normalised by the sum of all the entries of the kernel. The measured
data is a result of a convolution with this kernel, with zero padding, to ensure
that X = Y = Rd1×d2 . We fix k = 40 and allow α to vary. The larger the value
of α the more blurred the image. We take 50 iterations of the TV reconstruction
algorithm as a rough reconstruction. The regularisation parameter was chosen
for the rough reconstruction by visual inspection.

Positron Emission Tomography The goal of PET imaging is to reconstruct
the concentration of a radioactive tracer from measurements along line integrals.
We estimate a PET 2D forward problem with the following elements:

• The Radon transform, denoted S. We choose a parallel beam geometry and
choose the detector shape and number of measured angles to ensure that
this is injective. The tomographic modelling is done via the open-source
package ODL [1].

• Factors, F , a combination of attenuation from the simulated CT and nor-
malisation factors.

• Background, b, consisting of random observations, which are modelled as
spatially constant, and scatter of which magnitude varies smoothly across
the domain, resembling the shape of the X-ray transform of the ground
truth.

• A scaling factor β, which determines the number of counts observed. We
vary the noise level between 100,000-1,000,000 counts, the higher the count
the ‘easier’ the problem, with another 100,000 counts contributing to the
background.

See figure 6-2 for example values for each of these parts. Thus for ground truth
image, x, we observe data, y, as an instance of Poisson noise with mean βFSx+b.
We consider that for observed data, y, the components of the forward model,
F , S, β and b, are known. In PET reconstruction, these values are usually
pre-computed (for example see [67]). It might be an interesting future research
direction to use machine learning or generative model approaches to predict these
quantities from observed data.

We use a maximum likelihood expectation minimisation (MLEM) method to
give a rough reconstruction for the PET forward problem [202, 135]. MLEM is
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defined by the following iterative updates, where all operations are completed
element-wise:

xk+1 =
xk

AT1
AT
(

y

Axk + b

)
. (6.18)

In each update, the current estimate of the image is forward projected using the
weighted sinogram, and the background is added. This is then compared to the
measured data to obtain a ratio of correction factors. These factors are then
back projected using the adjoint of the forward operator, and normalised by the
adjoint applied to an image of constant magnitude one. The result of this is
then used to correct the current estimate. We use 50 updates to provide a rough
reconstruction. Example MLEM reconstructions are given in figure 6-3.

6.3.3 Models and Training

NoisyVAE Objective We consider the proposed noisyVAEs with Σθ = ρ2I,
where ρ is a learnable parameter. For the single ellipse and ellipses datasets, we
consider denoising and deconvolution inverse problems with Gaussian noise. For
the PET dataset we consider a simulated PET forward problem. We minimise
a slight variation of the objective given in (6.13) or (6.10) for measurements
observed with Poisson or Gaussian noise, respectively. We include a factor in
front of the KL term, which is tuned as a hyperparameter. This is similar to a
β-VAE [100]. This extra parameter encompasses the noise level in the data, γ,
in (6.10).

Comparisons In this work, we train three different types of VAEs. The first is
a standard VAE [125], trained on ground truth images (VAE-GT). With a dataset
of observations and the forward model that produced the observations, it is pos-
sible to use existing methods to reconstruct image data. The second comparison
method, VAE-TV, trains a standard VAE on TV reconstructed images.

Architectures All the VAE networks are built of a combination of three types
of resnet-style blocks: up-sampling, down-sampling or identity. Each block con-
sists of a convolutional layer with stride 1, a resizing layer, followed by two more
convolutional layers, and then a ReLU activation function. The output of this
process is then added to a resized version of the original input to the block. The
resizing layer is either a bilinear interpolation for an up-sampling block, increasing
width and height by a factor of 2; convolutions with stride 2 for a down-sampling
block or a convolution with stride 1 for an identity block. We choose a latent
space of size 20, 100 and 100 for the single ellipse, ellipses and PET datasets,
respectively. The generative network consists of a single dense layer outputting
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(a) Ground truth image, x (b) Sinogram, Sx

(c) The support of the ground truth image (d) Factors, F , where attenuation is mod-
elled from the forward projection, S ap-
plied to the support of the ground truth
image.

(e) Background, b, modelled as a gaussian
blur, with reflective boundary conditions,
of the support of the sinogram data Sx.

(f) Observed data, Po(βFSx+ b).

Figure 6-2: Example PET forward problem - 500,000 counts.
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(a) Ground truth image, x (b) MLEM reconstruction - 1,000,000
counts

(c) Ground truth image, x (d) MLEM reconstruction - 500,000
counts

Figure 6-3: Example PET MLEM reconstructions.
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8x8 images with 16 channels before a resnet block without resizing to give 8x8
images with 256 channels, then four up-sampling blocks are applied giving image
sizes 16x16, 32x32, 64x64 and 128x128 with channels 512, 256, 128 and 64 and
finally another resnet block without resizing to reduce the channels down to one
output image.

Training Models were built and trained in TensorFlow using an NVIDIA RTX
2080 - 8GB GPU. After calculating rough reconstructions over the dataset, train-
ing the noisyVAEs took approximately 24 hours on single ellipse and ellipse and
13 hours on the PET dataset, due to its smaller size.

Generation examples For an example of how a noisyVAE has learned from
data with added Gaussian noise, see figures 6-4 and 6-5. These plots show images
from the test set and for each test image, x, we have used gradient descent with
a random initialisation to output G(arg minz ‖G(z) − x‖2

2). Linking to criteria
A in chapter 4, we would hope that our learned generators can reconstruct all
possible images in the test dataset. We can see that the noisyVAE has achieved
very good results for the ellipses dataset in figure 6-4, obtaining better PSNR
values than the results trained on the ground truth data (VAE-GT) and TV
reconstructions (VAE-TV), even managing to reconstruct the small white triangle
indicated by the red arrow. In particular, the edges are much sharper than those
generated from VAE-TV, which has inherited the blurred ragged edge from the
rough reconstructions, see e.g. the green arrow. On the single ellipse dataset,
figure 6-5, there is even more noise in the data, and the noisyVAE has gained
some added texture in its generated images, compared to those generated by
VAE-GT. In the slice plot, in figure 6-5b you can see that the VAE-TV has lost
both sharp boundaries, at the base and top of the ‘hat’ shape, giving the purple
smoothed line. VAE-GT has managed both sharp boundaries while the noisyVAE
has managed the sharp boundaries at the bottom, correctly learning the black
background, but has added texture in the middle of the ellipse.

One has to be careful when making conclusions from these plots. As discussed
in chapter 4, a failure to reconstruct a test image could be a failure to find a
suitable point in the latent space to map to a test image and does not necessarily
mean a test image is not in the range of the generator The encoder and latent
spaces for each of these generators were trained independently and, due to the
stochastic nature of training, one could be more or less suitable for this type of
reconstruction. However, the noisyVAE can learn something from some quite
degraded data.

Ablation study - reparamaterisation step Figure 6-6 compares a VAE
trained on ground truth ellipses data, with a VAE-TV and three noisyVAEs
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GT VAE - GT
33.187

VAE - GT Noisy Data noisyVAE
32.97
noisyVAE TV Data VAE - TV

31.69
VAE - TV

32.886 33.89 32.30

30.564 33.92 31.74

30.443 33.51 29.42

30.926 32.67 30.99

28.325 32.04 29.13

Figure 6-4: The first column gives ellipses from the test dataset we wish to
reconstruct. The second column gives the result of G(arg minz ‖G(z) − x‖2

2),
where G is a VAE trained on ground truth data. The third column gives the
error. The next three columns demonstrate the data the noisyVAE was trained
on (0.6 added noise), and the attempt to reconstruct the ground truth. The final
three columns give the TV reconstructions of the noisy data used to train the
VAE-TV and the ground truth data reconstructions.
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GT VAE - GT
42.633

VAE - GT Noisy Data noisyVAE
33.29
noisyVAE TV Data VAE - TV

33.45
VAE - TV

42.383 31.73 33.79

41.377 34.88 34.03

40.344 34.62 32.92

41.611 33.16 32.58

40.819 33.51 32.51

(a) The first column gives an ellipse from the test dataset we wish to reconstruct. The
second column gives the result of G(arg minz ‖G(z)− x‖22), where G is a VAE trained
on ground truth data. The third column gives the error. The next three columns
demonstrate the data the noisyVAE was trained on (0.6 added noise), and the attempt
to reconstruct the ground truth. The final three columns give the TV reconstructions
of the noisy data used to train the VAE-TV and the ground truth data reconstructions.
The slice along the red line of the final column is plotted in figure 6-5b.

0 20 40 60 80 100 120
0.00

0.05

0.10

0.15

0.20

0.25

0.30 VAE - TV
VAE - GT
GT
noisyVAE

(b) Image slices along the red lines in figure 6-5a.

Figure 6-5: Testing the ability of the generative models to reconstruct examples
from the single ellipse test dataset.
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trained with data obtained with a convolution forward operator (α = 5) and 0.1
standard deviation added noise. The plot has two key messages. The first is that
we can learn a noisyVAE from observed data from an ill-posed inverse problem
such as deconvolution. As shown by the green arrow, the generated images from
the noisyVAEs have undesired learned texture, and all generative models have
failed to get the point indicated by the red arrow, however, there are three ellipses
in all the noisyVAE reconstructions.

The noisyVAEs were trained using a second reparameterisation step, in the image
space. Recall, in (6.8), the expectation Ex∼N(x;Gθ(z),Σθ(z)) is calculated empirically
and we now investigate the number of samples required for this estimation. There-
fore, the second point of this plot, is that, in practice, we don’t see any effect of
changing the number of samples we take at this step. In all other experiments in
this chapter, we take just one sample (K=1 in (6.13) and (6.10)).

6.4 Numerical Results - Inverse Problems

6.4.1 Reconstruction Methods

We test our proposed noisyVAE on its effectiveness as a prior for use in inverse
problems. We use the variational regularisation framework given in (2.4). For the
data-discrepancy term, D, we use the 2-norm for the denoising and deconvolution
inverse problem, and then the KL loss in (6.11) for the PET inverse problem.
For the regularisation term, R, we consider a soft restriction to the range of the
generator, inspired by (6.16)

R(x) = min
z
λ
(
‖G(z)− x‖2

2 +
µ

2
‖z‖2

2

)
. (6.19)

The addition of the two regularisation parameters λ and µ is in recognition that
this is a non-convex problem and that our modelling assumptions are imperfect,
for example, the prior on Z may not match the posterior after VAE training.

We compare to restricting solutions to be in the range of a VAE, a method
introduced by [26], giving regulariser

R(x) = min
z
λ
(
ι(G(z)− x) +

µ

2
‖z‖2

2

)
. (6.20)

For the range approach we use gradient descent with backtracking, see algo-
rithm 1, initialised at a point in the latent space sampled from a standard nor-
mal distribution. For the soft approach, we use alternating gradient descent with
backtracking line search, see algorithm 2, where gradient descent steps are taken,
alternating in the x and z space. For the ellipses and single ellipse datasets, to
initialise we first run the range approach, to find a suitable point in the latent
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Aim
33.23

VAE - GT TV Data
29.51

VAE-TV Data
28.32
noisyVAE - 1

28.37
noisyVAE - 5

28.42
noisyVAE - 10

30.17 30.09 29.46 29.64 29.80

33.24 30.77 30.18 30.46 29.65

30.47 29.83 28.72 28.01 28.93

31.80 28.77 28.41 28.02 27.72

32.14 31.38 30.58 30.48 30.13

Figure 6-6: Plots to show the affect of the reparameterisation step in (6.8); taking
different numbers of samples to approximate Ex∼N(x;Gθ(z),Σθ(z)) . The first column
gives ellipses from the test dataset we wish to reconstruct. The second column
gives the result of G(arg minz ‖G(z)−x‖2

2), where G is a VAE trained on ground
truth data. This is restricting to the range of the generative model. The third
and fourth column gives examples of rough reconstructions used to train VAE-TV
and the results of reconstructing the noise-free test images using VAE-TV. The
fifth column gives the noise data used to train the noisyVAEs and the last three
columns give the reconstruction results for noisyVAES trained with 1, 5 and 10
samples for the parametrisation step.
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space that matches the data to initialise z0, and initialise x0 = G(z0) up to a
small perturbation. For the PET dataset and forward problem, we initialise by
running 50 iterations of MLEM and then use this rough reconstruction and an
encoding of the rough reconstructions to initialise x and z, respectively. Addi-
tionally, PET images are restricted to be positive and so the gradient descent
steps in x in algorithms 1 and 2 are followed by a projection onto the set of
positive pixel values.

We compare these reconstructions to range and soft results obtained from VAEs
trained on ground truth data (VAE-GT ) and TV reconstructed data (VAE-TV ).
We will also compare against unlearned Tikhonov and TV reconstructions and,
for PET, an MLEM approach. Regularisation parameters, and the iteration
number for MLEM, were selected via a grid search to maximise the peak signal–
to–noise ratio (PSNR) for each image, demonstrating best achievable results.

For rough timings, for one set of regularisation parameters and the denoising
inverse problem, the soft method took on the order of 1-2 seconds for the ellipses
and single ellipse dataset and a similar amount of time for the PET inverse
problem on the PET dataset. TV denoising in comparison took between 1 and 2
minutes for the single ellipse and ellipses datasets and MLEM took on the order
of 1-2 seconds.

6.4.2 Denoising

Single ellipse dataset We first consider denoising with a range of different
noise levels. We use a noisyVAE trained on observations with 0.6 added noise for
the single ellipse dataset. The VAE-TV model is trained on TV reconstructions
from the same noisy datasets and VAE-GT is trained on clean data. Example
reconstructed images for the single ellipse are given in figure 6-8 and figure 6-7
shows mean and standard deviation PSNR results. The left plot of figure 6-
7 shows that the proposed generative regularisers do better than unlearned TV
reconstruction for the mid-range noise levels. Indeed we can see in figure 6-8, that
in the third row, while the TV reconstruction still has blob-like artefacts, all three
generators produce good reconstructions. The right plot, of figure 6-7, compares
the generators trained on the different types of data and notes that the VAE-GT
and noisyVAE seem to perform better than VAE-TV for all but the highest noise
levels. We anticipate that this is due to some blurring around the edges of the
VAE-TV reconstructions. Figure 6-8, shows that in the very high noise cases, the
standard VAE-GT struggles to find a point in the latent space to match the data,
whereas the VAEs trained on noisy data, seem to perform visually better. We
highlight the noise case that was seen in training for the VAE-TV and noisyVAE,
in red in figure 6-8 and with a vertical grey line in figure 6-7 and note that there
is no clear change in the behaviour of the regulariser around this point.
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Figure 6-7: Reconstruction results for denoising on the single ellipse dataset. The
x-axis gives amounts of added noise and reconstruction quality is assessed using
PSNR. The bold lines denote the mean, and the shaded areas standard deviation
of the soft approach, taken over 10 test images. The vertical grey line gives the
noise level in the data used to train VAE-TV and VAE-GT.
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Figure 6-8: Reconstruction results for denoising on the single ellipse dataset.
The rows give different amounts of added noise in the data. The columns give
the ground truth image, the observed data, Tikhonov and TV reconstructions,
reconstructions from a VAE trained on ground truth data, reconstructions from
a VAE trained on TV reconstructed data and then the reconstructions from the
proposed noisyVAE. The red boxes highlight the amount of noise in the data
used to train VAE-TV and noisyVAE.
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Figure 6-9: Reconstruction results for denoising on the ellipses dataset. The
x-axis gives amounts of added noise and reconstruction quality is assessed using
PSNR. The bold lines denote the mean, and the shaded areas standard deviation
of the soft approach, taken over 10 test images. The grey line gives the noise
level in the data used to train VAE-TV and VAE-GT.

Ellipses dataset We consider a noisyVAE trained on observations of the el-
lipses dataset with 0.3 added noise. The VAE-TV model is trained on TV recon-
structions from the same noisy datasets and again VAE-GT is trained on clean
data. We then test their use as generative regularisers for the denoising inverse
problem, for a range of noise levels. On the left of figure 6-9, you see again
generative regularisers outperforming TV in the mid-range noise levels. On the
right, you see that the generators trained on the different types of data behave
very similarly and there doesn’t seem to be a significant penalty when training
with noisy data. Example images are given in figure 6-10 where you can see that,
even with 0.6 added noise, a high noise case, the soft approach for the noisyVAE
manages to reconstruct three ellipses and the green arrow indicates where it has
managed to reconstruct a small overlapping triangle, where none of the other
methods succeeded. The red arrow indicates where the noisyVAE has also man-
aged to reconstruct a sharp outline successfully. Again the red box in figure 6-10
and the grey line in figure 6-9 indicate the noise level in the training data seen
by the noisyVAE and VAE-TV but again there seems no indication of this point
in the data.

Out of distribution testing on ellipses dataset Like the previous para-
graph, consider a noisyVAE trained on observations of the ellipses dataset with
0.3 added noise. The VAE-TV model is trained on TV reconstructions from the
same noisy datasets and again VAE-GT is trained on clean data.

We consider testing these learned generators on a dataset with a different range of
ellipse sizes and shapes than those that produced the training data. In training,
the ellipse axes were of length between 64-90 and 40-90 pixels and centred with
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Figure 6-10: Reconstruction results for denoising on the ellipses dataset. The
figure is set up as in figure 6-8

(x, y) coordinates taken between 40-90. For testing, we take ellipses with each
axis between 40-80 and 13-40, centred with coordinates taken between 32-96. So
the test ellipses are thinner and can be located in different places in the image.
An example image is given in the ground truth of figure 6-8. The best example of
the success of the generative regularisers, is the 4th row, with 0.15 noise, where
the TV reconstruction has attempted to fill the area between the ellipse, but
VAE models have better separation. In addition, as shown by the red arrow, the
noisyVAE has some indication of the overlap, which is not seen in any of the
other reconstructions.

In the high noise cases, all models struggle to reconstruct, although the VAE
models attempt to fit ellipses, giving images with sharp boundaries and clear black
backgrounds, for example, see the green arrow. If this were a medical imaging
scenario, then further research into uncertainty quantification would be necessary.
One avenue of research could consider looking at the latent space distribution.
One might imagine that, for ground truth, x, not seen during training, the latent
vector, z, required to ensure G(z) ≈ x, could be far from the distribution over
z used in training. Note, however, that this posterior distribution in z may not
necessarily be the standard normal prior distribution.

PSNR results for this out-of-distribution test are given in figure 6-11. This is very
similar to the results for the in-distribution test, figure 6-9, which suggests that
these generative regularisers can generalise to this small shift in distribution.
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Figure 6-11: Reconstruction results for denoising on out of distribution ellipses
dataset. The x-axis gives amounts of added noise and reconstruction quality is
assessed using PSNR. The bold lines denote the mean, and the shaded areas
standard deviation of the soft approach, taken over 10 test images.
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Figure 6-12: Reconstruction results for denoising on the out of distribution el-
lipses dataset. The figure is set up as in figure 6-8.
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Figure 6-13: Reconstruction results for deconvolution on the ellipses dataset, for
different scaling factors α in (see (6.17)).The plots show the reconstruction error.
In the columns we show the ground truth image, the observed data, a Tikhonov
and TV reconstruction, then a VAE trained on ground truth data for both the
range and soft methods and finally the soft method for a noisyVAE trained on
observed data from a deconvolution inverse problem (α = 3, 0.1 added noise) and
a noisyVAE trained on noisy data (0.6 added noise).

6.4.3 Deconvolution

Single Ellipse Dataset In figure 6-13, we demonstrate the success of two
noisyVAEs on the deconvolution inverse problems. One model was trained on
single ellipse denoising data with 0.6 added noise and the other was trained on
Gaussian blurred data with 0.1 added noise and α = 3. Each is applied as a
regulariser for a convolution inverse problem, with varying scaling α in (6.17).
The plot shows the reconstruction error and for this particular example, the soft
approaches for all the VAEs behave similarly. The noisyVAE trained on the
denoising problem has the most blob-like artefacts inside the ellipse, suggesting
the model had more flexibility to overfit to the noise in the data, but produced
good visual results. We have demonstrated how the noisyVAE is flexible to be
applied as a generative regulariser for forward models not seen during training.
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6.4.4 PET

In this final paragraph, we give preliminary results for PET reconstructions.

Two PET reconstruction examples are given in figure 6-14. We test two noisy-
VAEs, one trained on 500,000 counts and the other on 1,000,000 counts, against
a VAE trained on ground truth data and compare against Tikhonov and MLEM
reconstructed images.

We can see that the soft approach for VAE-GT and noisyVAEs gives similar visual
results to the MLEM iterations. However, it is clear from the range images that
the generator is producing overly smoothed images without some of the detail
seen in the ground truth images. The architecture is the same for all the VAE
models and the current choice may just not be suited to the data.

6.5 Related Work

Deep Learning applied to inverse problems is a fast-growing field. See [16] or [168]
for a review. Successful end-to-end approaches, such as [3] or [93], require large
amounts of paired training data, and even unsupervised approaches, such as [26,
110, 146], require large amounts of high-quality ground truth data. As discussed,
this data requirement can be challenging. If some data exists, there has been
some previous work on using data augmentation to make the most of limited
data [70, 120]. This can be challenging for inverse problems, as augmenting the
image data also requires updating the corresponding measurement. In the case of
no data at all, one can’t pre-train a network. Instead, deep inverse priors [219],
for example, train a convolutional neural network to output the solution to an
inverse problem in response to measured data, using the network to implicitly
regularise the solution. Similarly, CryoGANs take input projected measurements
of the unknown object and use a discriminator to train a generator to output a
reconstruction [89].

There are a variety of deep learning models for inverse problems that aim to de-
noise or remove artefacts and are trained without ground truth data. Noise2Noise [137]
learns to denoise from a dataset consisting of two separate noise instances for each
unknown ground truth and the methods. This is often not a realistic scenario
and instead, Noise2Void[131] and Noise2Self[19] consider training from just one
noise instance of each unknown but aren’t able to handle correlated noise. Stein’s
Unbiased Risk Estimation provides another method for denoising without ground
truth [207, 154]. The work of [43] applies Stein’s Unbiased Risk Estimation to
an ill-posed inverse problem, with a non-trivial forward operator, incorporating
additional information in the form of image equivariances. Denoisers trained
without ground truth can be used as part of iterative reconstruction schemes e.g .
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Figure 6-14: Two PET reconstruction examples. The background gives the loss
and the zoomed-in region an indication of the reconstructed image. PSNR results
are given in the top left-hand corner.
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[245], plug and play methods (for a review see [7]) or as regularisers [143]. The
Noise2Inverse method [98] deals with a non-trivial forward operator and learns
to remove the effects of added noise in the observation domain, training without
ground truth, however, is not designed to deal with ill-posedness or remove arte-
facts caused by the forward operator. The approach of [231] considers compressed
sensing MRI and performs cross-validation using subsets of k-space data to learn
a clean reconstruction from partial k-space observations.

In terms of learning generative models from observed data, ambientGAN[27] as-
sumes the forward model and noise type is known. They learn generator from
the latent to image space Gθ : Z → X , and treat this as a generator producing
outputs on the observed data space A ◦ Gθ : Z → Y . They train this generator
by learning a discriminator Dφ : Y → R, acting in the observation space that
differentiates between genuine observed data and observations of the results of
the generator. They use the standard Wasserstein GAN loss (3.8). Several pa-
pers follow from this, using similar ideas. For example, MisGAN [142] focuses on
inpainting but where the masks for producing the observed data are unknown.
They learn a generator for both the images and the masks and also two discrimi-
nators: one acting on the masked images and another on the masks. Noise robust
GANs [118] consider learning a generator from noisy data, where the noise model
may be unknown and may be dependent on the image, learning a generator for
both the image and the noise. A later paper [49] trains a conditional GAN, with
a generator taking MRI k-space measurements and outputting a complex MRI
image. The MRI forward problem is then applied to the image, with a random
sampling mask and a discriminator comparing real and generated k-space data.
The discriminator is being used as a tool for training an end-to-end method,
the generator. All these approaches focus on GANs, which require saddle point
optimisation and can be tricky to train and susceptible to mode collapse. For
inverse problem applications, learned generators should be able to produce the
whole range of possible image reconstructions.

One could also consider taking the AmbientGAN approach with the VAE, re-
placing the usual generator by A ◦ Gθ and choosing an encoder that maps Y to
Z. However, in the VAE derivation, this would mean that we only have control
of the distribution p(y|z) = N (y;A(Gθ(z)),Σθ(z)) and not of the distribution we
wish to learn, p(x|z). There are a number of benefits of learning the latter. The
first is that a distribution on p(x|z) can be incorporated directly as a prior to
the inverse problem reconstruction, in the Bayesian framework (6.16), giving an
explainable regularisation function. The second is that we could include struc-
tured noise models, in the form of chapter 5. Finally, the third is that it is very
flexible in combining different forward models and scenarios. For example, for an
inverse problem scenario where different forward models produce measurements
with different dimensions, such as inpainting with different image masks, forc-
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ing the same noise model onto each measurement space might not make sense.
Instead, by determining the noise model we are fitting, in the image space, the
forward operator is free to vary, and information from different sources can be
combined.

There has been previous work in incorporating generators as part of regularisers
for inverse problems, for example [26, 57, 90, 218, 64]). These all took a two-
step approach to solve inverse problems: first training a generator on ground
truth data and then using the generator to regularise an inverse problem. Any
generator could plug into this framework, including one trained on noisy partial
measurements.

6.6 Conclusions

In this work, we have introduced a noisyVAE, a variation on the VAE objective
that learns a generator outputting images, from observed data and the forward
model that produces the observations. This is designed to deal with the case
where high-quality or ground-truth images are not available.

We demonstrated the generation ability of noisyVAEs learned from noisy and
convolved data and demonstrated their ability to reconstruct example ground
truth images from a test dataset of ellipses. We were able to show that these
learned generators were effective as generative regularisers for inverse problems
both seen (figures 6-10 and 6-8) and unseen (figure 6-13) during training and
flexible enough to deal with a small shift in test image distribution (figure 6-12).

The noisyVAE framework is flexible to different noise models in the observed data,
including Poisson noise for PET imaging. Preliminary results show that learning
a VAE from PET data is possible, but further work is required to improve the
detail in the generated images and thus provide a more effective inverse problem
prior.

6.7 Future Work

Numerical experiments and evaluation There are more numerical experi-
ments and evaluation methods that we wish to investigate.

The flexibility of the set-up in (6.8) is that we could incorporate information
from a variety of sources together, making use of the option of different forward
models. For example, information could be obtained from different MRI scanners,
with different sensitivities. We could also envision cases where there are a few
high-quality reconstructions available, where the forward model is the identity,
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alongside measured data, with non-trivial forward operators. Future work could
investigate scenarios like this.

This chapter wished to address cases where ground truth or high-quality recon-
structed data is difficult or expensive to obtain. The models that we train require
just observed data and the corresponding forward model, removing the need for
ground truth data. However, even measured data can be difficult to obtain, and
it would be interesting to run experiments changing the amount of data used
to train the generators and investigating the resulting properties of the learned
generators.

Finally, the PET experiments given in this paper were preliminary and, as dis-
cussed, with a systematic architecture search, we would expect to get better
results from all VAE models. In addition, we simulated PET data from ground
truth images that were themselves simulated from MRI phantoms. To bring
these experiments closer to reality, an obvious next set is to find suitable real-
world datasets. PET scans are usually three-dimensional and this would be an
interesting challenge for our generative models. Another useful qualitative ex-
periment would be to test the ability of the generative regularisers to reconstruct
abnormal lesions, not seen in the training data.

Extending noisyVAEs In the current formulation, we utilise a rough recon-
struction to transform the observed data from the measurement space to the
image space. For different forward models, this rough reconstruction could vary.
We then consider just one encoder that takes these rough reconstructions as
inputs in the image space and outputs a latent vector encoding. When data
is gathered from a variety of sources (forward models), it may be beneficial to
train a separate encoder for each forward model. For example, for a convolution
forward problem, with different levels of blurring, the rough reconstruction may
have different noise statistics and reconstruction artefacts and asking one encoder
to deal with all cases may not be optimal. Future work could also consider the
encoder(s) taking measurement data as an input. We choose encoders acting
on the image space because architectures acting on images, such as CNNs, are
reasonably well understood. If we were to define an encoder going from the mea-
surement space, it could be that different architectures are more suitable. For
example, if the forward model measures a physical quantity at a set of points in
a domain, then those points may not be uniformly spaced and so one might want
to consider architectures that could take into account the physical locations of
the sensors.

Finally, allowing Σθ(z) to be non-trivial could allow greater flexibility of our
models and a more effective prior, as seen in chapter 5. As discussed in 5, in
order to parametrise a dense Σθ(z) in a computationally efficient way, we param-
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eterised a sparse Cholesky decomposition of the precision matrix, Lθ(z)Lθ(z)T =
Σ−1
θ (z). In the noisyVAE objective (6.8), Σθ(z) only appears in the expecta-

tion Ex∼N(x;Gθ(z),Σθ(z)). Note that sampling from PG,Σ(x|z) is possible through
x = Gθ(z) + (Lθ(z)T )−1u where u ∼ N (0, I) and as Lθ(z) is lower triangular
this should be computationally efficient. However, consider that in chapter 5 we
were concerned about the diagonals of Lθ(z) becoming infinite, and thus capped
the values of the diagonal, in (6.8) we are more likely to be concerned about
Lθ(z) collapsing to zero and thus the discussions in section 5.B on priors will be
important.
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Chapter 7

Conclusions and Future Work

In this final chapter, we return to the four challenge areas identified in the intro-
duction and also consider interesting directions for future work.

7.1 Summary

Returning to the challenge areas identified in the introduction, we summarise
both the work presented in this thesis and our contributions to the challenge
areas.

Data and training requirements The requirement for large amounts of high-
quality paired training data needed for supervised learning can be punitive in
regimes where data is expensive or impossible to obtain. In the supervised learn-
ing scenario, changes in the forward model can require re-training with new data.
In chapter 4 and chapter 5 we focus on the case where we have a large amount
of high-quality reconstructed images or ground truth images. We train inde-
pendently of the forward operator and don’t require paired training data. This
means that the model remains flexible to changes in the forward model, for ex-
ample changing the MRI sampling pattern in chapter 5, and extensive retraining
is not required. A valid criticism of this approach is that we could easily create
a dataset of paired training data, in order to train in a supervised manner, using
the ground truth data and a known forward operator. In chapter 6, we consider
the case where we don’t have access to any high-quality reconstructed images and
instead have just a dataset of observed data and the forward model that relates
the two. We show that we are able to learn generative regularisers with similar
properties and behaviour as those trained on ground truth data.
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Explainability Trustworthiness is crucial for safety-critical applications, such
as medical imaging. In chapter 4, we set out a set of desired criteria in order to
evaluate generative models for use in inverse problems. We hope that these could
guide future research into generative models for inverse problems and therefore
produce better and more trustworthy generative regularisers. One benefit of using
generative models as a prior to inverse problems is that by generating from them,
one can explicitly visualise the prior it places on the inverse problem. For the
MNIST digits in chapter 4, we use generative models to reconstruct example test
images, and we can see that the VAE models can reconstruct the structure of
the digit with some blurriness. Going on to use this model as a regulariser, one
can be aware that the regulariser has a tendency to produce blurry images. In
chapter 5, we go one step further and visualise the learned dependencies between
pixels generated from a VAE with structured covariance. Thus, as well as being
able to explicitly visualise images favoured by a prior, for each pair of pixels
in that generated images, we were able to see the learned correlations between
them. Throughout, we consider generative regularisers under the framework of
variational regularisation, chapter 4, and Bayesian inverse problems, chapters 5
and 6. Both frameworks balance information from the prior and observed data
and incorporate the physical information provided by the forward model. In
chapter 4, we visualise this trade off, showing the data discrepancy loss and
example images for a range of regularisation parameters.

Theoretical guarantees Of the four key areas, this area is the least explored in
this thesis. In chapter 2 we introduced deep learning models and discussed how
training a neural network is itself an ill-posed inverse problem. for generative
regularisers, the objective, see e.g . (1.2), is non-convex with potentially many
local minima. Theoretical guarantees are difficult. However, in chapter 4, we
highlighted some areas where theoretical results exist and we have identified
potential future work in this direction.

Generalisability Lastly, it is important to ensure that our proposed algo-
rithms and regularisers remain flexible and are able, to some extent, to be effec-
tive outside of the datasets used during training. By keeping most of the training
of our generative models unsupervised, without knowledge of the forward oper-
ator, we demonstrated in chapter 5, how the model can remain flexible to some
changes in the forward model. In chapter 4 and 5 we discussed how restricting
solutions to lie exactly in the range of the generator, is limited by the quality of
the generator which is determined by the training data, the expressiveness of the
generator, and the success of the training procedure. Allowing small deviations
in the 2-norm, 1-norm or TV norm (chapter 4) or measured by some learned
weighted norm (chapter 5) allows more flexibility in the prior. In chapter 6,
we tested models trained on data for one inverse problem applied as a genera-
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tive regulariser for a different problem. In chapters 4 and 6, we also consider
out-of-distribution testing on data not seen during training.

7.2 Future Work

Generative models One of the visions of chapter 4 was to answer the question
“if a colleague sends me a generative model, how can I determine its suitability
for use in inverse problems?”. We were able to give some ‘must have’ criteria, for
example, the generative model should be able to reconstruct a range of possible
solutions to the inverse problem (A1), and it must be differentiable (B1), for
use in gradient-based optimisation schemes. These criteria are neither complete,
they might all be satisfied but a good reconstruction is not guaranteed, or math-
ematically precise enough to test definitively. Future work in formulating these
criteria would be beneficial to the field. For example, with precise criteria, we
could consider designing generative models with inverse problems in mind. For
instance, if the criteria set out that the network should be able to interpolate
between points in the latent space, with all intermediate images being realistic,
then this could be added to the loss function of a GAN, with the discriminator
assessing the intermediate images. Similarly, if it was required that the range of
the generator should be convex, then this might also be ensured by a suitable
choice of the generative model architecture.

One aspect of VAEs and GANs that we would have liked to have researched in
more detail, is the role of the latent space and, for VAEs, the encoder. In chapter
4, we consider a range of latent dimensions but found no real difference between
different choices. In chapters 5 and 6, for the knee MRI and brain PET images, we
kept the latent dimension relatively small at just 100 for 128× 128 images. This
was for several reasons, the first was that it seemed to help with the structured
covariance network training. The second was that we found that the samples
taken from random points in the latent space were of better quality and it was
easier to find points in the latent space that matched test images. It is not quite so
straightforward to consider that a higher latent dimension for a VAE means less
of a network bottleneck and thus and a more expressive generator because often
the encoder and decoder networks will also have a regularising effect. Similarly,
a smaller latent dimension may still be able to produce impressive samples e.g .
if each training image was encoded and decoded from a unique scalar-valued
range, the latent dimension could be as small as one. We also mention, e.g .
in chapter 4, that the prior on Z we use in the Bayesian formulation of the
generative regularisers (6.12) might not be an accurate reflection of the post-
training distribution in the latent space that maps to desired images. In general,
we found that varying the regularisation parameter in front of this term had
little difference, as long as it wasn’t too large. Perhaps with a more accurate
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post-training distribution, this term would have more of an effect and we could
try larger latent dimensions.

As discussed in chapter 3, during the period of this PhD research several new gen-
erative models have emerged, including Normalising Flows and Diffusions/Score
Based generative models. They differ from the AEs, VAEs and GANs that we
have primarily focused on as their latent and generated space have equal di-
mensions, removing the low dimensional manifold assumption. With this comes
potential benefits, for example, invertible generators allow for a well-defined and
tractable probability density function over the image domain. This allows, for
example, the learned probability of an image to be used directly as a prior for
the inverse problem. However, it could also come with potential drawbacks, such
as the instabilities of invertible neural networks. Additionally, in the past few
years, we have also seen new architectures emerge, such as transformers [221]
which were originally introduced for text-to-text challenges, such as translation,
but have fast become crucial in large image models [68]. New architectures are
interesting because of the implicit priors they place on networks and may lead
to generative regularisers with different behaviours. Future work could consider
incorporating these architectures and generators into a generative regularisation
framework and analysing their behaviour.

Geometric machine learning [32] is a fast-growing research area that includes
the study of data and machine learning from the perspectives of symmetry and
invariance. In the context of this thesis, we could ask that our generator and
hence generative regulariser had some desired symmetry. If there is no prior
knowledge of the orientation of an object we wish to reconstruct, then we might
wish that the generative model is somehow invariant to rotations, it produces
all possible orientations with equal probability. Equivariant neural networks can
have equivariance or invariance properties built-in [38]. Other symmetries could
be considered e.g . scale and contrast. On the other hand, a dark spot on the
lung might be much more significant than a dark spot in the background of a
chest CT scan, and we do not want our network to be translationally invariant,
at least globally. Indeed, in chapter 5 we explicitly allowed the loss function in
our generative regulariser to vary across an image. When considering learning
generative models effectively, perhaps with limited data, then explicitly building
networks with some symmetry, might be an interesting avenue for future work.

Geometric machine learning could also open up new inverse problems over non-
Euclidean data structures. We view images as Euclidean, as 2 or 3-dimensional
arrays of equal-sized square pixels, but often we are imaging or measuring over
non-Euclidean domains. For example, meshes of electrodes are used to measure
the electrical activity of the heart (electrocardiogram) or the brain (electroen-
cephalogram) and are often considered as just a vector or grid at a given time
point, rather than taking into account the spatial information. Graph convolu-
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tional networks open up avenues for taking into account more of the geometric
information e.g . [112, 111] and it could be possible to design generators suited to
non-Euclidean inverse problems.

NoisyVAEs In the conclusion of chapter 6, we set out a range of further work
for investigating the success of the noisyVAE objective for learning to generate
without access to ground truth data. This included looking into incorporating
information measured from different forward models, experimenting with the ar-
chitecture of the encoder and assessing the amount of training data required to
still give good generated images. Positron Emission Tomography (PET) is an
important imaging modality that suffers from high noise and thus high-quality
reconstructed images are difficult and expensive to obtain. Future work could
consider a detailed architecture search to find a generator suited for PET images
and assessing noisyVAEs on real-world PET datasets.

Structured Covariance Models As discussed in the summary and conclu-
sions of chapter 5, although the structured covariance model learned the correla-
tions within the images and was able to be used as an effective prior, training was
challenging. The trained model that we used for the numerical results was too
permissive, applying higher variances across the whole image and we would hope
to do better. As discussed in 5.B, future work in this direction could consider pri-
ors on the structured covariance, which could be computationally challenging, or
further investigations to determine the best architecture and training regime for
the network. To make the MRI images scenario used in chapter 5 more realistic,
complex valued images with could be considered, and modelling the correlations
between real and imaginary parts, would be an interesting avenue for future work.

Another future research direction is to combine the power and flexibility of the
learned covariance networks of chapter 5 with the generative networks learned
from noisy or partially observed data in chapter 6. The formulation of the noisy-
VAE was chosen with this in mind, and it would be interesting to see what
correlations and structure can be learned from only observed data.

Generative regularisers In chapter 4, we discuss how generative regularisers
are not a convergent regularisation method. At the end of the chapter, we then
go on to discuss directions for future theoretical research, including considering
what the minimum properties of the generator are required to give a convergent
regularisation method. The non-linear nature of the generator might also suggest
looking at the non-linear inverse problem literature.

Practically, there are also a few directions for future work. The first considers
uncertainty quantification. As seen in some of the inverse problems in chapter
6, where the observed data is poor, the generative regularisers can still output
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‘confident’ results i.e. clear plausible images. In this case, you might expect that
the data discrepancy term is still high, suggesting that the results do not fit the
observed data well. However, there may be other avenues for exploring uncer-
tainty. One could consider the latent encoding and compare the optimised z with
a post-training learned distribution over the latent space. We would anticipate
that images far from the training distribution will require latent vectors from
obscure parts of the latent space. Another avenue for uncertainty quantification
could be in multiple sampling from the generative model, perhaps around a found
latent vector, or by initialising optimisation schemes at multiple locations. This
fits well with our discussion on ‘explainability’.

The second considers the regularisation parameters. For generative regularisers
(1.2), the regularisation parameter λ is crucial for determining how strictly solu-
tions are restricted to be near the range of the generator. A small regularisation
parameter leads to little or no regularisation and high values restrict solutions to
be in the range of the generator. The Bayesian framework suggests that if the
noise level in the observed data is known, then these regularisation parameters
should also be known, provided the probabilistic modelling is sufficiently accu-
rate. Future work could consider different strategies for optimally setting these
regularisation parameters or if, with improved structured covariance models, how
they could be removed.

Consider an inverse problem reconstructed with TV regularisation and that for
large regularisation parameters, blob-like cartoon images are obtained, but, for
small parameters, more natural images are possible. The regularisation parameter
can be tuned in response to different problems or scenarios. If one just needed
the rough structure of a knee from MRI data to perform a measurement or
segmentation a large regularisation parameter and a block-like reconstruction
would be sufficient. However, if one needed to look carefully and a small structure,
a more detailed image is required. It might be interesting to consider how different
generators could be combined to produce a similar effect, for example, one could
have a patch-based generator trained to produce texture and a global generator
trained to produce image structure and combining the two with different weights
could give different results depending on need.
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[158] Subhadip Mukherjee, Sören Dittmer, Zakhar Shumaylov, Sebastian Lunz,
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