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Abstract: The speaker authentication systems assist in determining 

the identity of speaker in audio through distinctive voice 

characteristics. Accurate speaker authentication over wireless 

network is becoming more challenging due to phishing assaults 

over the network. There have been constructed multiple kinds of 

speech authentication models to employ in multiple applications 

where voice authentication is a primary focus for user identity 

verification. However, explored voice authentication models have 

some limitations related to accuracy and phishing assaults in real-

time over wireless network. In research, optimized and privacy-

preserving system architecture for effective speaker authentication 

over a wireless network has been proposed to accurately identify 

the speaker voice in real-time and prevent phishing assaults over 

network in more accurate manner. The proposed system achieved 

very good performance metrics measured accuracy, precision, and 

recall and the F1 score of the proposed model were98.91%, 

96.43%, 95.37%, and 97.99%, respectively. The measured training 

losses on the epoch 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 

were 2.4, 2.1, 1.8, 1.5, 1.2, 0.9, 0.6, 0.3, 0.3, 0.3, and 0.2, 

respectively. Also, the measured testing losses on the epoch of 0, 

10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 were 2.2, 2, 1.5, 1.4, 1.1, 

0.8, 0.8, 0.7, 0.4, 0.1 and 0.1, respectively. Voice authentication 

over wireless networks is serious issue due to various phishing 

attacks and inaccuracy in voice identification. Therefore, this 

requires huge attention for further research in this field to develop 

less computationally complex speech authentication systems 

   Keyword: CNN, LSTM, Speaker Authentication, Privacy-

Preserving, Phishing Assaults, Wireless Network. 

I. INTRODUCTION 

  Voice recognition is a critical challenge, particularly in 

the scenario where high security is required to prevent 

information over wireless networks. The key issue 

encountered in voice identification is speaker pronunciation 

style, state of emotions, and word rate. There are certainly 

other problems in accurate speech recognition such as 

environmental noise which also make voice recognition very 

much difficult[1], [2]. 
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In the modern era, smart phones are playing a significant role 

in the day-to-day lives of people globally. According to a 

report by the Gartner Institute, mobile gadgets sales have 

increased in recent years and most people all times carry 

smart phones with them and which has been recognized 

important part of life. Such computing devices i.e., smart 

phones or tablets help people to store private data, important 

images, or voice recordings along with confidential 

information, for instance, bank details or emails on personal 

smart phones[3]. Sometimes, people usually don’t pay the 

required attention to the confidentiality of such confidential 

information. In smart phones or similar other computing 

devices namely tablets, user verification is the initial entry 

level for maintaining secrecy[4]. There have indeed been 

developed various applications which help in speech 

authentication to access smart phones. However, many of the 

applications are prone to security breaches owing to the 

various phishing assaults and because of that there are 

chances of information loss[5].  

      Speech authentication is a very significant means of user 

identity verification. The voice-based uses verification 

system is utilized in multiple fields where high security is 

required[6]. Some of the fields where speech authorization 

systems have been utilized include defence, robotics, 

banking, and many more. There have already been developed 

multiple techniques and models to save voice prints and 

process them are frequency estimation, pattern matching 

protocol, machine learning-based models, decision tree and 

vector quantization as well as convolution neural network 

(CNN), hidden Markov Models, matrix representation, etc. A 

few of the most common and key elements of any speech 

decoding are feature extraction algorithms and speech 

classification protocols[7], [8]. During previous research 

done on speech authentication techniques and state-of-the-art 

models, multiple speaker identification algorithms have been 

presented which offer varied degrees of performance metrics 

for safety purposes. Few of the traditional speech 

authentication systems have utilized GMM (Gaussian 

Mixture Model) rooted HMM (Hidden Markov Model)[9], 

[10]. Though, these existing conventional models and 

traditional algorithms have certain accuracy limitations and 

are less resistant to diverse phishing assaults in the modern 

wireless network environment. These days, owing to the 

development of Machine learning based techniques namely 

DNN (Deep Neural Network)[11], SVM (Support Vector 

Machine)[12], Linear Regression[13], KNN (K-Nearest 

Neighbours)[14], and multiple speech authentication models 

are built[15], [16], [17]. 
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 On the contrary side, due to a large number of datasets and 

system and network up gradation, there is a key challenge to 

prevent phishing assaults completely as well as to improve 

the performance measures of previously developed models 

that is a key concern to focus more attention towards new 

framework development. Therefore, for effective speaker 

authentication, in this work, new privacy-preserving system 

architecture for user voice identification is presented. The key 

contribution of the present research work is described as 

follows.  

• The key aim of this research is to develop optimized 

and privacy-preserving system architecture for 

effective speaker authentication over a wireless 

network. 

• This proposed system architecture is a hybrid model 

which includes multiple algorithms ineffective 

feature extraction and classification for improving 

the performance metrics.  

• The performance of the proposed system is 

measured both in the training and testing phase and 

it is to be found that all performance measures of the 

proposed system are very optimal and accurate. 

• The measured accuracy, precision, recall, and F1 

score of the proposed speech authentication system 

are 98.91%, 96.43%, 95.37%, and 97.99%, 

respectively. 

II. LITERATURE REVIEW 

In [18], Y. Kang et al. proposed a model to enhance the 

privacy of the user by improving the pre-processing 

technique. In this work, a new auto-encoder is developed for 

voice detection. However, this proposed model is insecure 

and offers large training losses. C. Z. Yang et al. in [19], 

proposed a scheme to prevent Deep Fake assaults on user 

authorization as means of Lip-based movement analytics. 

This research shows that a lip-rooted user authorization 

system may offer pragmatic verification performance. In this 

proposed approach, a deep convolutional neural network is 

used and comprises two operational segments i.e., lip-based 

feature extraction procedure as well as fundamental features 

retrieval network along with the categorization network. 

However, this proposed scheme is intricate for 

implementation in real-time speech authentication systems 

due to hefty computational complexity. 

   In [20], H. Park et al. presented a user identity verification 

system that is based on speech synthesis recognition. In the 

modern era, due to the widespread usage of internet facilities 

multiple social networking services have been developed and 

globally utilized by multifarious individuals. Though there 

are multiple means for accessing varying services over the 

internet, speech authentication is also one of the secure 

methods for user verification. As the proposed speech 

recognition system may verify the user's speech in real-time. 

However, this approach has less accuracy rate in modern 

wireless network applications also it has large computing 

complexity. In [21], K. Khadar Nawaset al. proposed another 

method for speaker identification by utilizing the Random 

Forest technique. In this work, the researcher developed a 

user speech recognition model based on the Random Forest 

technique which is used in the classification process. For the 

feature extraction procedure, another technique i.e., MFCC 

was adapted for the features extraction procedure. Based on, 

the proposed approach performance metrics it is identified 

that, this model's accuracy is lower as well as classification 

process takes massive time in huge datasets. 

   In [22],A. Mittal et al. presented an analysis of automated 

speaker identification models as well as phishing assaults 

removing approaches developed in the last decade. In this 

analysis, it is found that automated speech authentication 

systems have indeed been improved enough by researchers to 

accurately recognize the user's speech in multiple 

applications, as security is the primary concern in the modern 

era. Though, the susceptibility of such developed models to 

multifarious indirect as well as direct access assaults 

deteriorates authentication mechanism power in real-time 

which is a massive issue still present in developed systems 

and needs more demand for further research.  

S. Debnathet al. in [23], proposed a multi-modal 

authorization system architecture rooted in the audio-visual 

datasets. In this work, the researcher considered audio-video 

user authorization rooted in multiple information sources. In 

this approach, audio identification has been included along 

with visual identification for security purposes. The user 

speech as well as face features were extracted individually 

from the combined audio-visual datasets and utilized the 

double modality for user verification in real-time. However, 

this proposed approach has some drawbacks related to the 

inaccuracy in classification and feature extraction procedure 

due to the use of conventional protocols and the less 

resistance against phishing assaults over wireless networks.  

In [24],V. Gujralet al. proposed an advanced scheme for 

speech signal processing to authenticate the speaker in the 

communication system. The proposed user speech 

recognition method is rooted over phase as well as speech 

frequency and analysis is done according to the frame-by-

frame approach. However, the proposed scheme has some 

flaws related to the synthetic speech, possibilities of phishing 

assaults owing to the conventional algorithms and more 

complexity in implementation in wireless network scenario, 

and many more.  

W. Jiang et al. in [25], suggested another deep neural 

network-based rooted speech identification approach. The 

researcher developed this deep feature neural model for 

informative feature extraction as means of heterogeneous-

based acoustic features cluster that comprises relevant as well 

as unrelated information or other redundant datasets which 

leads to lower emotional identification. In this work, the final 

classifier was employed as the SVM approach and the dataset 

was adopted by IEMOCAP. However, this suggested system 

can give an accuracy of 64% only which is very minimal and 

need to be improved.   

  In [26], R. Jage et al. discussed the speech coding techniques 

for effective transmission of the voice datasets over the 

wireless network. The speech is a common approach for 

communication among the various people. In the modern era, 

there are gigantic requirement of the speech translation 

because it carry huge valuable information.  
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However, this intensive work does not provide greater 

accuracy in user authorization as well as speech signal 

encoding over the wireless network.    

III. METHODOLOGY 

A. System Design 

Speaker voice recognition is a very crucial job due to 

pronunciation style, speaking speed, and other parameters. 

Accurate authentication of the user’s voice over a wireless 

network is very essential to eliminate the chances of phishing 

assaults and helps in the breach of information. Speech 

authentication systems are helpful in a variety of applications 

in the modern era such as remote access to wireless networks, 

internet transactions as well as IVR-rooted banking system, 

and many more. As accurate voice authentication is still a 

major challenging problem because of rapid development in 

communication infrastructure and errors in the deployment of 

new networking technology models provide room for 

phishing assaults. In this research, an optimized and privacy-

preserving system architecture for effective speaker 

authentication over a wireless network is proposed. The key 

advantage of the proposed model is that it can be applied in 

multiple applications such as robotics, control system, and 

forensics for speaker recognition more accurately and detects 

phishing assaults in very less time.  

   Figure 1 depicts the proposed system architecture for 

speaker authorization. The working procedure of the 

proposed voice authentication system is described as follows. 

The voice datasets utilized in the proposed system training 

and testing were taken from multiple datasets i.e., ELSDSR 

and ASVspoof2021, and real-time generated datasets. The 

voice dataset input is first pre-processed for performing 

multiple steps such as noise removal using the median filter. 

Also, datasets standardization and clustering are performed in 

the pre-processing phase. The k-fold cross-validation method 

is opted to divide the entire datasets for training as well as a 

testing phase. The value of k for data separation was taken 5 

and it may call a 5-fold cross-validation. The datasets for 

training and testing were divided into 70% and 30%, 

respectively for system performance evaluation. The feature 

extraction procedure was performed using the enhanced 

MFCC (Mel-frequency cepstral coefficients) and TQWT 

(Tunable Q wavelet transform) technique. The MFCC 

performs the extraction of features via speech signals to 

utilize them in the identification of specific tasks.  

 

Figure 1:  Depicts Proposed System Architecture for Speaker Authorization 

TQWT is a method that generates wavelet multi-resolution 

analysis along with a user-defined Q-factor. The TQWT 

technique offers a means for accurate signal reconstruction 

and TQWT factors divide signal energy within multiple sub-

bands. The dimension reduction process is performed by the 

principal component analysis (PCA). Before the 

classification and speech signal recognition procedure, in the 

proposed system architecture a pre-trained model i.e., a saved 

network employed for the training and validation procedure. 

The enhanced convolution neural network (CNN) and long 

short-term memory (LSTM) based model have opted for the 

classification procedure. Final decision logic is done based on 

the NLP model employed after the classification procedure to 

recognize the authorized speaker and unauthorized speaker in 

real-time. The NLP model is employed for accurate 

verification of the authorized users and prevents any phishing 

assaults; thereby the proposed system architecture is highly 

recommended for multiple wireless network applications for 

speaker authorization in real-time.    
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Figure 2: Illustrates the Model for Speech Signal Encoding and Decoding Over Wireless Network 

Figure 2 illustrates the model for speech signal encoding and 

decoding over wireless network. The speech encoder and 

decoder employed in the suggested model for speech signal 

transmission over wireless network is based on CELP (Code-

Excited Linear Prediction) technique. Speech data encoding 

methods may support massive amount of the datasets as well 

as augment information volume that is to be translated over 

the wireless network. The speech encoding method illustrates 

the datasets with minimal amount of bits as well as preserves 

quality of real-time speech. This encoder translates the 

digitized datasets into codes as well as these converted codes 

are translated over the wireless network as frames. In this 

model, for testing of the suggested model a Wi-Fi (Wireless 

Fidelity) module is employed. On the receiving end a decoder 

is employed along with a language module which is selected 

as N-Gram Model. The decoder obtains the encoded frames 

from the encoder via Wi-Fi for performing the synthesis 

procedure for real signal reconstruction. The N-Gram Model 

used with the decoded would offer manifold advantages such 

as higher speech quality, minimal need of storage, less 

computationally complex architecture as well as lower 

channel errors as well as coding latency.  

B. Datasets Used 

The proposed system training and testing were performed as 

means of multiple datasets i.e. ELSDSR (English language 

speech database for speaker recognition)[1], 

ASVspoof2021[27], and real-time generated dataset for 

accurate voice authentication during the experimental work. 

The purpose to select multiple datasets was to test and record 

the results more accurately. 

C. System Configuration 

This experimental work has been performed with the help of 

a personal computing machine which is inbuilt with 

mentioned system assortment: Intel i7 processor with RAM 

of 16 GB, Windows 11, and Graphic card RTX 3050 Ti with 

the operating system of 64-bit. The system training and 

testing were performed as means of a cloud-based application 

service namely Google Colab.  

D. Data Collection 

In this work, the authors used voice samples of both males 

and females of an average age between 18 to 45 years. From 

ELSDSR datasets male and female voice samples were taken 

20 and 15, respectively. From ASVspoof2021 voice samples 

of both males and females were taken 22 and 17, respectively. 

Also, the real-time datasets were adapted and the voice 

samples for both males and females were 10 and 7, 

respectively. Figure 3 illustrates the datasets used in the 

experiment. The entire dataset was divided into training and 

testing groups i.e., 70% and 30%, respectively, using the 5-

fold cross-validation method. 

 

Figure 3: Illustrates the Datasets used in the Experiment 
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E. Performance Evaluation Metrics 

This proposed system architecture which is developed for 

effective speaker authentication over wireless networks was 

trained and tested by using diverse datasets. The proposed 

model performance was measured and evaluated as means of 

multiple metrics such as accuracy, precision, F1 score, and 

recall as described in this subsection and compared with the 

existing models for determining the effectiveness of this 

proposed system architecture.  

E. a. Accuracy. 

The accuracy metrics depict the ratio of the number of 

accurately categorized dataset instances over the overall 

number of dataset instances. The accuracy metrics are 

described as shown in equation 1. 

Accuracy =
TN+TP

TN+FP+TP+FN
                     (1) 

E. b. Precision. 

The precision metrics may be described as the ratio of the 

accurately categorized positive sample over overall 

categorized positive samples. The precision metrics may be 

described as depicted in equation 2.  

                                 Precision =  
TP

TP+FP
 (2) 

E. c. Recall.  

The recall performance metrics may be evaluated as the ratio 

of accurately classified positive samples over the overall 

number of positive samples. The recall parameter determines 

the system's capability for determining the positive samples. 

The recall performance metrics may be described as shown 

in equation 3. 

Recall =
TP

TP+FN
   (3) 

E. d. F1 Score. 

The F1 score metrics are utilized for binary categorization 

model evaluation based on the predictions which may be 

prepared for positive classes. The F1 score can be evaluated 

as means of Precision as well as accurate recall values. Thus, 

the F1 score may be evaluated as precision and recall of both 

parameters' harmonic mean and assigns equal weight to 

precision and recall.   

                     𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
       (4) 

IV. RESULTS AND DISCUSSION  

The speech identification system architecture enables 

computing units for processing audio signals in textual form 

or may perform the specified jobs. Advanced build speech 

authentication system architecture would enable changing the 

way to establish communication means with the computing 

units. There are multiple applications where speech 

authentication systems are playing a very significant role in 

verifying the users for providing access to specific 

applications immediately. A few of the most common 

application areas where speech authentication systems are 

employed include defense, the telecom industry, banking, and 

other applications. People's voice is indeed very identical and 

unique similar to the fingerprint of any individual. Thus, the 

voice of an individual may be a very important and practical 

tool for instance to control the accessibility of various devices 

or applications. Another applicability would be the capability 

for translating the computing speech in an online scenario. 

The developed speech authentication systems are still 

providing limited performance in some aspects and have 

higher computing costs as well as intricacy in implementation 

in real-time. To consider such issues about the restricted 

performance metrics, in this work a novel optimized and 

privacy-preserving system architecture for effective speaker 

authentication was developed for improving feature 

extraction and classification purpose for more accurate 

speech authentication purpose. This research was conducted 

using a personal computer equipped with the following 

hardware components: an Intel i7 CPU, 16 GB of RAM, 

Windows 11, and an RTX 3050 Ti graphics card running a 

64-bit operating system. The system testing phase, as well as 

the training phase, was carried out using Google Colab, a 

cloud-rooted application service. 

 

Figure 4: Measured Accuracy of The Proposed System in The Training and Testing Phase 
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Figure 4 depicts the measured accuracy of the proposed 

system in the training and testing phase. During the training 

and testing phase of this proposed system for multiple-

speaker voice authentication, the accuracy is recorded on the 

different epochs. The accuracy in the training phase on 

epochs 1, 10, 20, 30, 0, 50, 60, and 70 was measured at 

88.23%, 89.33%, 90.43%, 91.53%, 92.63%, 93.73%, 

94.83%, and 95.93%, respectively. The accuracy in the 

testing phase on epochs 1, 10, 20, 30, 0, 50, 60, and 70 was 

measured at 89.99%, 91.99%, 93.99%, 95.99%, 97.99%, 

98.2%, 98.22 and 98.91%, respectively.  

Table 1: Performance Metrics Comparison of the Proposed System with Existing Systems 

Sl. Systems Accuracy (%) Precision Recall F1 Score 

1 Proposed System 98.91% 96.43% 95.37% 97.99% 

2 Raghad et al. [28] 97.83% × × × 

3 Z. Hao et al. [29] 93.40% × × × 

4 A. Tahseen Ali et al. [30] 97.90% 90.00% 91.00% 90.00% 

Table 1 shows the performance metrics comparison of the 

proposed system with existing systems. The previously 

developed speech recognition system by Raghad et al. 

[28]obtained an accuracy, of 97.83%. However, the other 

performance parameters namely F1 score, recall, and 

precision are not disclosed in the paper. Another existing 

paper, presented by Z. Hao et al. [29], disclosed the measured 

accuracy value of 93.40%, however other performance 

metrics such as precision, recall, and F1 score are not 

disclosed. Furthermore, in a paper presented by A. Tahseen 

Ali et al. [30], the accuracy, precision, recall, and F1 score 

were measured at 97.9%, 90.00%, 91.00%, and 90.00% 

respectively. However, in the proposed speech recognition 

system, the accuracy value, precision value, recall value, and 

F1 score value, were measure dat 98.91%, 96.43%, 95.37%, 

and 97.99%, respectively. The proposed system obtained 

very accurate and improved performance metrics in 

comparison to the existing approaches.  

 

Figure 5: Measured Training Loss of the Proposed System 

Figure 5 shows the measured training loss of the proposed system. The measured training losses of the proposed system on 

epoch 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100, was 2.4, 2.1, 1.8, 1.5, 1.2, 0.9, 0.6, 0.3, 0.3, 0.3 and 0.2, respectively. The 

reduced training loss depicts that the proposed user speech authentication system losses are effectively decreased on the 

increasing epoch in the real-time training phase of the system.  
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Figure 6: Measured Testing Loss of the Proposed System 

Figure 6 shows the measured testing loss of the proposed system. The measured testing losses of the proposed system on epoch 

0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100, was 2.2, 2, 1.5, 1.4, 1.1, 0.8, 0.8, 0.7, 0.4, 0.1 and 0.1, respectively. The reduced 

testing loss depicts that the proposed user speech authentication system losses are decreased on the increasing epoch in the 

real-time testing phase of the system.   

 

Figure 7: Illustrates the Proposed Model Measured Throughput Over Wireless Network 

Figure 7 illustrates the proposed model measured throughput 

over wireless network. The speech is indeed a distinct kind 

signal that is very complex and challenging for effective 

analysis as well as model. In this work encoder and decoder 

is employed based upon the CELP algorithm to perform the 

secure communication over the wireless network for 

increasing the overall network throughput. The measured 

network throughput of proposed model over the network 

nodes 14, 28, 42, 56, 70, 84, 98 and 112 is 80, 73, 75, 88, 91, 

96, 97, 99. However, the A. B. Abdusalomov et al. [31] model 

throughput over the network nodes 14, 28, 42, 56, 70, 84, 98 

and 112 is 60, 62, 64, 66, 68, 70, 72, and 74 respectively. 

Hence, the evaluated outcome of the proposed model is 

improved very significantly in comparison to the previous 

approach.  

 

 

 

V. CONCLUSION 

Speech recognition in an accurate manner is a very intricate 

and challenging problem. The usage of wireless networks for 

communication purposes has increased in recent years due to 

rapid wireless network infrastructure development globally. 

Earlier, many speech recognition approaches had already 

been developed for accurately performing classification and 

feature extraction procedures for identifying authorized or 

unauthorized users in numerous application scenarios in real-

time. Though, such a developed scheme has some flaws 

related to accuracy as well as other low-performance metrics. 

In this work, a novel optimized and privacy-preserving 

system architecture for effective speaker authentication over 

the wireless network has been proposed.  
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The proposed speech recognition system employed MFCC as 

well as the TQWT protocol for the informative feature 

extraction procedure. The classification process is done as 

means of LSTM and enhanced CNN-based classifier for 

improved accuracy. The proposed speech authentication 

system offers optimal performance metrics i.e., accuracy, 

precision, recall, and F1 score were measured at 98.91%, 

96.43%, 95.37%, and 97.99%, respectively. Also, the 

training, as well as testing validation losses, were measured 

very optimally. The measured training losses on the epoch of 

0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 were 2.4, 2.1, 

1.8, 1.5, 1.2, 0.9, 0.6, 0.3, 0.3, 0.3, and 0.2, respectively. 

Likewise, the measured testing losses on the epoch of 0, 10, 

20, 30, 40, 50, 60, 70, 80, 90, and 100 were 2.2, 2, 1.5, 1.4, 

1.1, 0.8, 0.8, 0.7, 0.4, 0.1 and 0.1, respectively. 
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