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Abstract 

Communication channel is essential in any type of engagement for delivering and receiving 

data via the internet. To determine the most efficient and safe way through which network data 

may travel while minimizing the danger of network breaches or cyber-attacks. The objective is 

to build an optimized network traffic management predictive model that can predict the ideal 

path in real-time while accounting through the dynamic nature of software defined network 

traffic and the continuously changing danger of landscaping. To design a robust model of the 

data and scalable system that can suggest accurate suggestions of route to the network 

managers, a thorough grasp of network’s infrastructure, data analysis, and machine learning 

techniques are applied. Choosing the optimum path route data from the sdn based network 

traffic dataset, the model suggests an optimal path to avoid network communication traffic and 

congestion. Here nine Machine Learning algorithms are explored and analysed their 

performance by using the percentage split, resampling and cross validation which originally 

recorded as 92.76% and after training with cross validation it improved to 98.40% providing 

the best optimal path with minimum congestions. Building the optimized network traffic 

management model not only provide network security but also contribute to environmental 

sustainability. Their capacity to properly filter and manage network traffic helps to decrease 

energy usage by predicting the optimal routes for software defined network traffic. 
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1. Introduction 

In today's digital age, the use of the Internet has become a vital aspect of businesses and 

organizations of all sizes. However, with the increased usage of the internet [1], there is also 

a heightened risk of security breaches and cyber-attacks. To protect against these threats, 

organizations use firewalls as a first line of defense to filter and control incoming and 

outgoing network traffic. Ultimately, the purpose of this paper is to give useful insights into 

the optimization of predictive models for determining the optimum route based on internet 

firewall data, as well as the possible advantages for enterprises in maintaining a safe and 

efficient network infrastructure. Communication is critical for any organization or business 

seeking to succeed in today's data-driven environment [2,3]. Optimal route suggestions are 

important when it comes to improving predictive models to guarantee that the model runs best 

and gets the intended outcomes determining the optimum route based on internet firewall data 

as illustrated in Figure 1. Secure communication is required in this environment to help data 

scientists and business stakeholders comprehend the subtleties of the model, the data it 

consumes, and the outcomes it delivers. It is feasible to construct predictive models that are 

accurate, efficient, and beneficial in supporting decision-making processes connected to 

internet routing by ensuring clear and straightforward communication amongst all parties 

involved.  

As data flows over the network, logs are generated that may be studied to discover traffic 

patterns and potential security issues. It is feasible to optimize the prediction models [4] that 

can help to discover the optimum routes for network traffic. Businesses can profit greatly 

from optimizing predictive models for selecting the optimal routes. Businesses may decrease 

the risk of security breaches, enhance network performance, and ultimately increase 

productivity by routing data traffic through the most secure and efficient routes. Businesses 

may obtain useful insights into their network traffic patterns, discover possible security 

threats, and optimize their routing techniques to improve overall network performance by 

employing these solutions. An internet firewall is a security device that monitors and regulates 

network traffic both incoming and outgoing. It serves as a defence wall between a company's 
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internal network and the internet, allowing only approved traffic to flow through. An internet 

firewall may identify possible dangers and prevent them from accessing the network by 

monitoring network traffic. There has recently been a surge in interest in leveraging internet 

firewall data to develop prediction models for determining the optimal network traffic routing. 

This can assist enterprises in improving network performance and lowering the danger of 

cyber assaults. Predictive algorithms may recognize patterns and [5] trends in network traffic 

and offer the optimal path for data transfer by studying internet firewall data.  

With the increased use of the internet, it is critical to guarantee that data is transported 

seamlessly and securely across networks. Unfortunately, network congestion might make 

attaining this aim difficult. Congestion occurs when data traffic exceeds network capacity, 

resulting in delays, packet losses, and, eventually, decreased network performance. Network 

administrators use firewalls to manage and monitor internet traffic to solve this issue. These 

firewalls create massive amounts of data, which may be used to improve prediction algorithms 

that find the optimum data transmission pathways. Predictive models can assist identify 

patterns of congestion and recommend alternate routes for data transmission by evaluating 

this data, boosting network performance and lowering the risk of data loss [6]. Firewalls can 

help to environmental sustainability by encouraging energy conservation in addition to their 

core security responsibilities. Firewalls can assist lower the total energy consumption of 

computer networks by efficiently screening and managing incoming and outgoing network 

traffic. Firewalls guarantee that only important and valid traffic is handled by blocking 

harmful or unneeded data packets from entering or exiting the network, resulting in a more 

optimized use of computing resources. Because of this simplified method, internet firewalls 

are an eco-friendly solution that adheres to the ideals of sustainable technology practices.   

 

Fig 1.  Environment friendly Optimal Path selection 
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1.1 Machine Learning 

Machine learning is an artificial intelligence subject that focuses on the development of 

algorithms and statistical models that allow machines to learn from and predict data. Machine 

learning has grown in popularity in recent years due to its capacity to automate complicated 

activities, make predictions and judge based on data analysis, and reveal insights that people 

would otherwise find difficult or impossible to comprehend. The use of algorithms that can 

automatically learn and improve from experience without being explicitly coded is a major 

feature of machine learning. AI enables computers to see patterns and make predictions based 

on data, gradually improving their accuracy as they are exposed to more data. Machine 

learning has a wide range of applications in areas such as healthcare, finance, marketing, and 

[7] to evaluate medical data and predict patient outcomes, and in finance to detect fraudulent 

transactions and uncover investment possibilities. 

Machine learning may be used in marketing to evaluate client data and create tailored 

suggestions, while it can be used in manufacturing to optimize production processes and 

enhance efficiency. Despite its numerous benefits, machine learning presents a number of 

obstacles [8]. One of the most difficult difficulties is the requirement for vast volumes of high-

quality data in order to properly train models. Another issue is the possibility of bias in the 

data or algorithms, which can result in discriminating or unjust conclusions. Moreover, 

machine learning algorithms can be sophisticated and difficult to comprehend, making it 

tough to analyze their results and uncover any flaws.  

1.2 Robust Model 

A robust model is one that can perform effectively in the presence of outliers, noise, or other 

sorts of data anomalies. Models that are resilient are crucial because real-world data frequently 

contains these sorts of anomalies, and models that are not robust may perform badly or even 

fail altogether in such cases. A robust model employs robust statistical approaches designed 

to deal with outliers and other non-normal data as shown in Figure 2. Instead of utilizing the 

mean as a measure of central tendency, a more robust technique, such as the median or 

trimmed mean, might be utilized. Similarly, robust approaches for parameter estimation, such 

as M-estimation or L-estimation, can be utilized instead of typical maximum likelihood 

methods [10].  

It is critical to thoroughly examine and pre-process the data before developing the model, in 

addition to employing strong statistical approaches and regularization [9]. Identifying and 
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deleting outliers, imputing missing values, and modifying the data to make it more normal or 

more readily represented by the selected method may all be part of this process. Ultimately, it 

is critical to assess the model's resilience using proper metrics and testing processes. 

1.3 Robustness of Model 

Before creating the model, it is necessary to properly evaluate and pre-process the data, as well 

as to use strong statistical techniques and regularization. This procedure may include 

identifying and removing outliers, imputing missing values, and changing the data to make it 

more normal or more easily represented by the chosen technique. Finally, the model's 

robustness must be evaluated using appropriate metrics and testing procedures. This might 

involve using cross-validation or bootstrapping techniques to test the model's performance over 

many subsets of data, or using outlier detection methods to identify and analyse  

 

Fig 2. Optimal Path of building Robust model of SDN 

the impact of outliers on model performance [11]. Ensemble leaning is another way for 

improving model resilience. Ensemble learning is the process of merging different models' 

predictions to obtain a more accurate and robust forecast. This may be accomplished through 

the use of strategies such as bagging, boosting, and stacking. Ensemble learning can assist to 

enhance prediction accuracy and resilience by combining numerous models with diverse 

strengths and shortcomings. Another major component in model robustness is data preparation 

[12]. It is feasible to limit the influence of outliers, missing values, and other forms of 

anomalies by thoroughly cleaning and modifying the data prior to training the model. Imputing 

missing numbers, eliminating outliers, or modifying the data to make it more regularly 

distributed or simpler to predict are all possibilities. Ultimately, it is critical to assess the 

model's resilience using proper metrics and testing processes. This might include employing 
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cross-validation or bootstrapping techniques to test the model's performance over several 

subsets of data, or employing outlier detection methods to find and analyze the influence of 

outliers on the model’s performance [13]. 

2. Background Study 

It is critical to increase reliability of networks as well as their lifetime. Many changes in the 

Energy Sustainable Network Traffic protocols have been presented in recent years. The authors 

of [14] proposed the Mobility-Aware Dynamic Clustering-based Routing (MADCR) protocol 

for the Internet of Vehicles (IoV) in order to increase network lifetime and decrease end-to-

end communication latency. Methods for cluster formation and Cluster Head (CH) selection 

are included in the MADCR protocol. The authors of [15] suggests a power-efficient tree-based 

routing technique for reducing end-to-end latency in green-IoT networks with a mobile sink. 

The proposed protocol presents two innovative and distinct approaches to network routing 

management. The first mechanism makes use of a more reliable and efficient with resources 

version of the spatial transportation algorithm. The second approach employs a tree-based 

structure that can be constructed with the fewest number of control packets. In terms of 

performance energy use, network longevity, delay, and throughput, the proposed routing 

system outperforms the alternatives. Smart gadgets and dynamic wireless systems can help the 

growth of heterogeneous networks in a variety of ways. These technologies are all around us, 

enabling smart sensing, network automation, and resource management. Due to the energy and 

other limitations of IoT devices, researchers are now investigating potential eco-friendly IoT 

network solutions. Another significant purpose of study is to protect network data from 

potential threats [16,17]. This research [18] provides a multi-tier caching approach that makes 

content prefetching decisions for both users and service providers using edge caching. [19] An 

exploratory study of a cooperative two-hop D2D-V2V gearbox that improved the energy 

efficiency of the BS. Nonetheless, only one component of energy use was included in these 

studies, making it impossible to give a full analysis of ITS among 

IoCVs.Although [20] covers many approaches for implementing a GIoT, it overlooks initiativ

es such as habit, awareness, policyrelated, recyclingrelated legislation, and governance engag

ement. 

Indefine GIoT as "energy efficient procedures (hardware or software) adopted by IoT either t

o facilitate reducing the greenhouse effect of existing applications and services or to reduce th

e impact of IoT itself" [21,22] employs the ANN model to estimate the operating parameters 
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and efficiency of a gas turbine for a variety of local ambient circumstances. Intelligent systems 

are also used in the simulation of a stationary gas turbine. Furthermore, various research on 

power use has been undertaken utilizing machine learning tools [23]. Several research, such as 

[24], have been determined to be similar investigations on the overall quantity of electric power 

produced by a cogeneration power station with three gas turbines, one steam turbine and a 

district heating system. The authors of [25] developed a mathematical model for a specific 

cooling system that included 43 equations. Because of its complexity, this type of model is 

difficult to extrapolate to a different DC with a different configuration. In reality, recent 

advances in powerful AI, ML prediction models, and data science have benefited renewable 

energy utilities (such as solar, wind, nuclear, and hydro) significantly [26]. High bandwidth 

allows for convenient real-time video diagnosis, and emergency medical staff can acquire the 

first-hand information required to assess the severity of the injuries [27] and prepare the proper 

medical professionals and equipment for additional treatment. Machine learning applications 

have sparked a lot of attention. According to reports, machine learning technologies have been 

used in the field of intrusion detection to [28] focus on using machine learning methodologies 

and cognitive radio technology to improve the spectrum utilization and energy efficiency of 

wireless networks. 

3. Proposed Methodology 

This section shows the generalized flow of methodology to gather and preprocess pertinent 

data as shown in Figure 3. The first step is to import the software defined network traffic dataset 

from the UCI repository, which contains a vast quantity of data that must be processed before 

being utilized to train machine learning algorithms. Pre-processing is an important step that is 

further classified into two sections: feature selection and resampling. The most significant 

elements that contribute to the model's performance are chosen during feature selection. 

Resampling is a strategy for dealing with class imbalance, which happens when the number of 

examples in one class is much more than the number of instances in the other. The selected 

characteristics are then utilized to train the dataset using nine machine learning methods after 

pre-processing. The methods are selected based on their performance and appropriateness for 

the provided dataset. 

The first step is to import the dataset from the UCI repository, which contains a vast quantity 

of data that must be processed before being utilized to train 
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Fig 3. Generalized Path of Building Robust Model 

Algorithm: 

# Assume D is loaded with SDN Traffic dataset  

D = load_email_dataset() 

# User's satisfaction threshold user_satisfaction_threshold = 0.9 (approx.) 

# Split dataset 

X = 800 # Splitting point D_tr = D[:X] 

D_test = D[X:] 

# Preprocess D_tr 

preprocessed_D_tr = preprocess(D_tr) 

# List of ML algorithms 

ml_algorithms = [DecisionTree, RandomForest, SVM,...] 

for algorithm in ml_algorithms: 

# Train model using preprocessed_D_tr 
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model = train_model(preprocessed_D_tr, algorithm) 

# Test and validate model on D_test accuracy = test_model(model, D_test) 

if accuracy >= user_satisfaction_threshold: deploy_model(model) 

break # End the process if user is satisfied else: 

user_feedback = gather_feedback() improve_model(model, user_feedback) 

end for 

After the dataset has been trained, testing and validation are carried out to evaluate the 

performance of the applied models. Testing and validation are key elements in the process 

because they assist to detect model flaws and give vital input for development. To assess 

whether the model is adequate, feedback and analysis are performed. If the model fails to 

suggest the optimal path, it is modified based on suggestions before being tested and validated 

again. If the model fits the requirements, it is enhanced to improve its robustness. The model's 

robustness is a critical step for ensuring that it can handle real-world circumstances and provide 

accurate path with minimum congestion while communication. Once, the model is trained and 

improved by its robustness, the validated ML model is ready to be deployed in real-world 

synerios for secure and robust communication over the network. The deployment phase is a 

crucial and real test phase for the proposed model, and it involves meticulous preparation and 

execution to guarantee that the model works as intended. Regular monitoring and changes are 

required to keep the model functional and accurate. It is critical to carefully pick the proper 

Network.  

 

Fig 4. Phase-Wise Association of Optimized Software Defined Network Traffic Management 

ML Model 

The phases associated with Network Traffic ML model are depicted in Figure 4. Phase 1 
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includes analyzing the properties of dataset to determine that the data is relevant to the issue 

statement, as well as evaluating the data's quality, size, and format. It is possible to get 

significant insights and establish successful strategies for maintaining network security and 

preventing cyber assaults by picking the correct Network Traffic dataset. Resampling is a 

statistical approach for estimating a model's performance using previously unseen data. Phase 

2 includes collecting samples from the given dataset repeatedly, fitting a model to each 

sample, and assessing the model's performance. Resampling is especially effective when data 

is scarce, and it can yield more accurate estimates of model performance than typical statistical 

procedures. Phase 3 entails when training a dataset using a machine learning (ML) model, a 

set of algorithms is used to discover patterns and correlations in the data in order to make 

predictions or classifications on fresh data. Typically, this procedure entails selecting a good 

ML method, cleaning and preprocessing the data, and separating the dataset into training and 

testing sets. The training set is used to fit the ML model to the data by repeatedly modifying 

the model parameters until the outcomes in the training data are reliably predicted. The testing 

set is then used to assess the model's performance on fresh, previously unknown data and to 

discover any over-fitting or under-fitting concerns.  

Phase 4 comprises when comparing the performance of percent split and resampling 

procedures, it is possible to get insight into the efficacy of various methods for training and 

testing machine learning models. Percent split includes randomly splitting the dataset into a 

training set and a testing set, with a 66% split being the most common. This method is simple 

and quick, but it is susceptible to the specific samples chosen for each set and may not yield 

valid predictions of model performance on fresh, unknown data.  

K-fold cross-validation is a popular method for enhancing the robustness of the model in all 

real life synerios. Where the dataset is divided into k equally sized subsets, or folds, with k-1 

of the folds acting as the training set and the remaining. 

4. Result Analysis and Validation 

The outcome of any machine learning model is critical since it affects the model's efficacy in 

dealing with real- world circumstances. The outcome is assessed using a variety of 

performance indicators, including accuracy, root mean square error (RMSE), correlation 

coefficient, and mean absolute error. 

(MAE). These metrics offer an overview of the model's performance and aid in deciding 

whether or not it satisfies the relevant requirements. 
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Table 1. Performance comparison of applied approaches 

 
 

 

Fig 5. Graphical representation of Accuracy 

Table 2. Root Mean Squared Error 
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Fig 6. Graphical representation of Root Mean Squared Error. 

Table 3. Correlation Coefficient of applied approaches. 

  

 

Fig 7. Graphical representation of Correlation Coefficient. 

Accuracy (as illustrated in Table 1) is a popular performance indicator that evaluates the 

proportion of true predictions produced by the model. It is measured as the proportion of correct 
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predictions to total predictions produced by the model. An accuracy of 1 implies that all of the 

model's predictions are right, whereas an accuracy of  

0 means that all of the forecasts are erroneous. The graphical representation for the same is 

shown in Figure 5. Table 2 explains another performance statistic that assesses the average 

divergence of projected values from actual values is root mean square error. The square root of 

the mean of the squared discrepancies between the expected and actual values is used to 

compute it. A lower RMSE value suggests that the model predicts correctly. Figure 6 depicts 

the RMSE in the graphical format. The correlation coefficient (as examined in Table 3) is a 

performance statistic that calculates the linear connection between projected and actual values. 

It is determined by dividing the covariance of projected and actual values by the product of 

their standard deviations. A correlation coefficient of one implies that there is a perfect positive 

correlation between the expected and actual values, whereas a correlation coefficient of one 

indicates that there is a perfect negative connection as illustrated in Figure 7. 

Table 4. Mean absolute Error 

 

 

Fig. 8: Graphical representation of Mean absolute Error 
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Table 4 shows the performance statistic that evaluates the average difference between projected 

and actual values is mean absolute error. The mean of the absolute discrepancies between the 

expected and actual values is used to compute it. A lower MAE number (as shown in Figure 

8) suggests that the model predicts correctly. The outcome of a machine learning model for a 

firewall data set is crucial in determining its effectiveness in dealing with real-world 

circumstances.  

Accuracy, RMSE, correlation coefficient, and MAE are performance measures that offer an 

overview of how well the model is working and aid in deciding if it achieves the needed 

requirements. A high accuracy score, a low RMSE value, a high correlation coefficient value, 

and a low MAE value suggest that the model predicts correctly. Regular monitoring and review 

of the model's performance are required to guarantee that it continues to produce accurate 

findings while also improving network security 

5. Conclusion and Future Work 

Building an optimized machine learning model for software defined network traffic 

management demands careful building and execution of model. Identification and selecting 

the dataset that addresses the network traffic management issues is the key concern for building 

and execution of energy sustainable predictive model. The result and discussion phase is 

crucial for assessing the model's performance and determining if it satisfies the requisite 

requirements. Accuracy, root mean square error, correlation coefficient, and mean absolute 

error are performance measures that offer an overview of how well the model is working and 

aid in deciding if it satisfies the requisite requirements. Regular monitoring and review of the 

model's performance are required to guarantee that it continues to produce accurate findings 

while also improving network security. The deployment phase confirming that the model can 

handle real-world circumstances and produce correct results.The performance of proposed 

robust and optimized network traffic predictive model is raise to 98.40% Accuracy which is 

quite satisfactory.  To guarantee that the model continues to produce correct results and 

improves its performance, it must be updated and modified on a regular basis.for the future 

aspect ensembling can be applied and to strengthen the model w-saw score can be calculated.   
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