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Introduction: Significant progress has been made in terms of best practice in
research data management for nanosafety. Some of the underlying approaches to
date are, however, overly focussed on the needs of specific research projects or
aligned to a single data repository, and this “silo” approach is hampering their
general adoption by the broader research community and individual labs.

Methods: State-of-the-art data/knowledge collection, curation management
FAIrification, and sharing solutions applied in the nanosafety field are reviewed
focusing on unique features, which should be generalised and integrated into a
functional FAIRification ecosystem that addresses the needs of both data
generators and data (re)users.

Results: The development of data capture templates has focussed on standardised
single-endpoint Test Guidelines, which does not reflect the complexity of real
laboratory processes, where multiple assays are interlinked into an overall study, and
where non-standardised assays are developed to address novel research questions and
probe mechanistic processes to generate the basis for read-across from one
nanomaterial to another. By focussing on the needs of data providers and data
users, we identify how existing tools and approaches can be re-framed to enable
“on-the-fly” (meta) data definition, data capture, curation and FAIRification, that are
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sufficiently flexible to address the complexity in nanosafety research, yet harmonised
enough to facilitate integration of datasets from different sources generated for different
research purposes. By mapping the available tools for nanomaterials safety research
(including nanomaterials characterisation, nonstandard (mechanistic-focussed)
methods, measurement principles and experimental setup, environmental fate and
requirements from new research foci such as safe and sustainable by design), a
strategy for integration and bridging between silos is presented. The NanoCommons
KnowledgeBase has shown how data from different sources can be integrated into a
one-stop shop for searching, browsing and accessing data (without copying), and thus
how to break the boundaries between data silos.

Discussion: The next steps are to generalise the approach by defining a process to
build consensus (meta)data standards, develop solutions to make (meta)data more
machine actionable (on the fly ontology development) and establish a distributed
FAIR data ecosystemmaintained by the community beyond specific projects. Since
other multidisciplinary domains might also struggle with data silofication, the
learnings presented here may be transferrable to facilitate data sharing within
other communities and support harmonization of approaches across disciplines to
prepare the ground for cross-domain interoperability.

KEYWORDS

data management along the data lifecycle, nanosafety, FAIRification ecosystem, data-users
perspective, data-providers perspective, reporting standards, machine-actionable metadata

1 Introduction

Most researchers, research funders and stakeholders agree on the value
of data (“data is the new oil: Like oil, data is valuable, but if unrefined it
cannot really be used”, a quote attributed tomathematicianCliveHumby).
However, implementing processes to refine data and make it Findable,
Accessible, Interoperable and Re-useable (FAIR) in accordance with the
FAIR data principles [1], is challenging in practice, requiring a mix of
technological solutions and community-defined and agreed standards.
This has more recently been visualised via the FAIR Hourglass, which
distinguishes between “FAIRification” of research data (by which data
captured using localised or domain-specific practices are transformed into
formats that follow open standards for interoperability, opening the door
tomachine-processing), and FAIROrchestration inwhich the FAIR-ready
data is put into action by exposing them to software applications and
services that can perform operations on them [2].

The nanosafety research community has been an early adopter of
the FAIR principles (even before these were actually established), with
efforts underway to support nanosafety data management, sharing and
re-use as far back as 2008 when the DataWorking group (initiallyWG4
and later WG-F) of the nanosafety cluster was established [3]. Early
efforts in ontology development for nanomaterials included the
Nanoparticle Ontology [4] which was subsequently integrated with
other nanosafety-related concepts such as exposure and toxicology via
the eNanoMapper ontology [5] which applied an approach of splicing
across existing ontologies to re-use terms where appropriate and add
new terms only where these had not been previously defined. However,
given the diversity of domains that converge in nanosafety, including
materials design and characterisation, toxicology, exposure and risk
assessment, establishing data sharing based on harmonised and
standardised ontologies and (meta)data schemas across the complete
nanosafety community has proven to be challenging in practice. True
progress will require the joint efforts of all players in the data
management cycle (data creators, analysts, curators, managers,

customers as well as data stewards and data shepherds) [6] and an
ecosystem of tools and supports for all stages of the data lifecycle based
on machine-actionable metadata.

While most researchers see the need for the implementation of open
and FAIR data principles, the transition from theory to practice is still very
much ongoing. Data management and FAIRness regularly show up as a
topic for discussion in round tables targeting strategies to reduce barriers.
For example, the NanoRisk Governance conference—the final meeting of
the 3 nano-risk governance projects—in January 2023 had a session on
reducing barriers to data sharing. Similarly, the EU’s working document
on “Supporting and connecting policymaking in the Member States with
scientific research” [7] underlines the ongoing struggle. As a consequence,
data produced in national and EU-funded research projects still remains
largely fragmented or inaccessible and is captured and stored using a
multitude of (often incompatible and/or non-machine actionable) data
formats and shared only within project consortia. This is not, or at least
not solely, due to a lack of good datamanagement concepts and proposed
solutions such as data curation workflows, but rather is due to a lack of
community adoption of these as a consequence of a lack of follow-on
funding to further embed them into the community and optimise the
services for other (non-project specific) users. Indeed multiple EU- and
US-funded projects have developed data warehouses that are adopted by
the community to greater or lesser extents (e.g., NanoSafety data Interface
(https://search.data.enanomapper.net/), Nanoinformatics Knowledge
Commons [8], NanoPharos (https://db.nanopharos.eu/),
NanoCommons Knowledge Base (https://ssl.biomax.de/nanocommons/
cgi/login_bioxm_portal.cgi), see [9] for further examples) and important
steps towards establishing a common nanosafety e-infrastructure have
been made to further break down (or connect) data silos [6,9–14].

Given the amount of investment and progress to date, we present
here a novel proposition: that instead of developing completely new
infrastructure solutions that magically “solve” the issues of making
research data re-useable, the needs of the data generators and data
users/re-users can be met by reframing the existing tools and
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approaches to more closely match these perspectives. To demonstrate
this, we generated hypotheses to explain the slow uptake of existing
solutions into data management best practice from the data generator
and data user perspectives, and use these hypotheses to show how the
existing concepts and services can be repurposed to restructure data
workflows and bring them into line with the identified needs of the
nanosafety (and beyond) community.

Hypothesis 1—Existing solutions need to be re-designed to be both
generic and customisable in order to address the broadest set of data
provider’s needs (the data provider perspective): Most data curation
templates and data upload interfaces available currently were designed
in the context of very specific projects with their specific goals and/or are
based on (meta)datamodels of specific databases/data warehouses. This
makes it very hard to implement/apply these in the standard data
workflows of research institutions or individual laboratories (existing or
to be established). They are, on one hand, not flexible enough to cover
all of the information needed for intra-lab reporting and quality control.
On the other hand, work performed for different projects has to be
reported in different formats requiring provision of different metadata
and, thus, a lab involved in multiple projects cannot commit to one
single solution. Even more general reporting formats like ISA-TAB and
its ISA-TAB-nano derivative are not constructed in a way that they
follow the experimental workflows and do not fit naturally into current
laboratory practices. Therefore, data management is seen as something
separated from the normal lab practice, adds to the already immense
workload and, thus, is avoided whenever possible or postponed to the
last minute rather than being something that is integral to the data
generation process.

Hypothesis 2—Existing solutions can be made interoperable
through recording of rich metadata and a deeper understanding of
the concept of data re-use (the data user perspective): It is definitely
impossible to predict every future reuse of data and build a single
solution that provides the data in the optimal format for each
potential re-use. However, what is shared and what is considered
sufficient metadata is often decided with one specific application or
one specific stakeholder group in mind and then implemented in a
bespoke data solution without considering further reuse,
exploitation, or publication. Even if the (meta)data schema might
be optimal for this application, important metadata is often missing
and the chosen structure makes it almost impossible to go beyond
this primary use. That different tasks need the same data presented
differently can be showcased by the fact that the NanoCommons
consortium provides two data warehouses as part of its
infrastructure (and supports many more): the NanoCommons
Knowledge Base and the nanoPharos database for modelling. The
first has a material-focused data model, which is well suited for risk
assessment and safe-by-design applications since it gives easy access
to all information available for the specific material at hand. The
second is optimised to provide training and test datasets for
developing nanoinformatics models and tools. Here the goal is
not to have all information for a single material but information
for one or more specific endpoint(s) for as many materials as
possible. As described below in more detail, it is possible to
convert one representation to the other but automated solutions
for this are only slowly emerging and often data provenance trails
[15] are destroyed during the process rendering independent data
quality control almost impossible and highly impractical. Thus,
publicly available data is only available in one or the other

format depending on what it was used for in the primary
application or, if it is stored in multiple sources, users might not
even be aware that they use duplications of the same data. It is then
often seen as easier (or even necessary) to go back and re-curate the
data again from the primary literature (see, e.g., [16]) either because
it is not found in the data sources frequently used by the user and/or
curation status and metadata such as provenance, internal and
external quality control performed and how datasets are updated
when new versions of the data become available (i.e., dataset
versioning) is not always clear. Here also, solutions are emerging
(e.g., Data Version Control, https://dvc.org/doc/use-cases/
versioning-data-and-models), but are not yet routinely integrated
into nanosafety data warehouses.

We believe that solutions to address all issues outlined in the
hypotheses above have been proposed and introduced in some form
in the nanosafety community. However, they suffer from the same
shortcomings as identified above for nanosafety data: they are
fragmented and trapped in incompatible and overly specific silos.
In the following sections, we will present a subset of these solutions,
for which we see high potential for extracting them from their silos
and integrating them into overarching data management workflows
aligned with standard laboratory practices and, in this way, for
establishing an on-the-fly data management practice that increases
the FAIRness and machine-actionability of the resulting data and
thus its potential for re(use). Following such a concept, the data is
collected and curated in a form useable for the intra-lab processing
and analysis (primary use) but also directly for sharing and reuse,
drastically reducing the workload required to complete the
harmonisation and FAIRification tasks. Data stewards and data
shepherds [6] can then use these workflows to customise them
for specific settings while still keeping them harmonised and
interoperable. Note that this subset represents our personal
preferences and it is not meant to represent a full review of
everything existing or to disqualify other solutions not listed
here. The selected approaches are also only presented to the
detail needed to understand their benefits and what they provide
to the overall integrated and harmonised nanosafety data
management concept. More information can be obtained from
the original literature introducing the approaches (references
provided) and, in the constantly updated and extended
NanoCommons User Guidance Handbook, which is developed as
a one-stop knowledge resource around nanosafety data and
nanoinformatics. Another important information source on
nanomaterial/nanosafety data management and FAIRification is
the nanoHUB, while an emerging source is the GO FAIR
AdvancedNano Implementation Network [17].

2 (Meta)data reporting templates and
minimal reporting guidelines

The term reuse is a complicated concept and the exact meaning
of “reuse of research data” (and what is needed to be able to do so)
does not seem to be fixed yet, varying between disciplines and
individuals with no common standard applied as yet [18]. Efforts to
evaluate criteria that distinguish reuse from other related actions and
to find a definition that makes reuse measurable and understandable
to a broader audience have:
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1. Distinguished the three variables: research question, research
data and research method to enable a clear differentiation
between reuse and related concepts. According to this view,
the reuse of data enforces the usage of the same data with a
different method and a different research question in mind
[19]; or

2. Focussed on identifying the characteristics of reuse by examining
the etymology of the term and analysis of the current discourse,
leading to a range of reuse scenarios that show the complexity of
today’s data-driven research landscape (Figure 1), and
underlining that there is no reason to distinguish use and
reuse. In this re-conception, (re)use is defined as the use of
any research resource regardless of when it is used, the purpose,
the characteristics of the data and its user. This reflects the fact
that the research landscape is no longer linear, but rather a
complex and dynamic landscape where characteristics like
“character of data”, “the user”, “purpose” and “time” are no

longer solid pillars, and thus use and re-use are
interchangeable [18].

For the purpose of this paper, we adopt the non-linear approach
and consider the data management requirements to be broadly the
same irrespective of whether researchers are undertaking
FAIRification to support first analysis of their own data or (re-)
use of data of/by others. Even if this sounds contradictory at first, we
do this exactly since we acknowledge that the incentives and need for
FAIRification are seen as being lower for data providers, but effective
data sharing can only work with their commitment. FAIR is, in our
opinion, stressing too much the re-use. Harmonisation and
interoperability of data is supporting the first time use of data
since the data provider can use existing interoperable tools in
their analysis and, in this way, save time by avoiding additional
data wrangling to just get the data into the format needed by these
tools. Additionally, achieving the objective of Safe-and-Sustainable-

FIGURE 1
Schematic illustration of the concept of reusable research and the complexity of (re-)use scenarios: D are various datasets (D-), which are used alone
and/or integrated with other datasets and used by different individuals and collaboration teams to address a range of questions (Q) leading to a set of
publications (P). Importantly, characteristics like “character of data,” “user,” “purpose” and “time” are no longer solid pillars, and the process of data use and
re-use is no longer linear as these now occur in parallel and progress at different rates. A key concern of data generators has always been that their
findings or datasets will be “scooped” by others if they share the original data before their primary research findings are published. One way to (at least
partially) mitigate this, as shown in themodified version of the original figure, is inclusion of one ormore data-focussed papers (DataP). These describe the
dataset itself and how it was generated as well as give an example of the sort of questions the dataset can be utilised to answer without providing a full
interpretation of what the data mean in the specific context in which it was generated. Adapted from [18].
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by-Design of advanced materials is not possible by individual
experiments, studies or research groups alone. Thus, the people
processing and analysing data in the broader context of the project
are not those who generated the data in the lab, and thus all areas of
FAIR become highly relevant to make the data useable in the first
instance before even considering re-usability. Therefore, we hope
that this paper will foster further “change of mindset” to recognise
the inherent value of data FAIRification for each individual, each
research group, each project and finally for the scientific community
more generally. Thus, when analysing the two hypotheses presented
above, and how the existing data management tools can be modified
or applied to address both the data generator and data user needs
more effectively the resulting ecosystem should reflect the non-
linear nature of the scientific process and that the two perspectives
are broadly aligned.

Hypothesis 1 claims that existing data curation and reporting
templates are too strongly influenced by the application and
stakeholder group they were designed for to be universally
applicable in the on-the-fly data collection settings of individual
labs. Similarly, hypothesis 2 stresses that the often limited amount of
available metadata is insufficient to support data re(use) in other
areas. However, this does not mean that standardised reporting
templates do not fulfil an important role in the data management
process and that the work of the past and ongoing projects were not
essential to reach the current level of awareness across the
community and the establishment of good data management
practices within the specific projects and leading to the
availability of FAIRer data from these projects. The learnings
from projects that have used the existing standardised templates
show the importance of guiding data providers on the (meta)data to
be provided to describe an experiment in enough detail to allow
evaluation of the derived conclusions by other researchers as well as
by risk assessors and regulators. This is further underlined by the
proclamation of the reproducibility crisis [20], which states that
more than 70% of 1,500 researchers (most likely self-selected as
researchers were aware of concerns about reproducibility) have tried
and failed to reproduce another scientist’s experiments using the
information provided in scientific publications.

Before starting with the description of individual templates, we
stress that the focus during template development needs to be put on
the data providers, i.e., the data models implemented in these
templates should not be defined by what a specific data solution
needs but should be customised to provide support in selecting the
most appropriate ways to describe the outcomes of studies and
experiments according to the consensus of the data producers. Only
then will the templates be intuitive enough to be filled in directly by
the experimentalist and responsibility for data documentation can
be shared between the multiple parties, working together to execute
the specific experimental workflow representing individual or
combinations of assays that constitute the full study.

The NANoREG project templates [21] and the corresponding
database running on the eNanoMapper data warehouse, are made
for standard methods used in regulatory settings, which are well
defined in the OECD Guidance Documents and standard Test
Guidelines [22]. In these cases, the requirements on metadata
completeness are less demanding compared to new emerging
techniques since information on the specific experimental setting
and protocols is already available (although not in a machine-

actionable format) from the Test Guidelines [22]. A similar
approach was adopted by the GRACIOUS and Gov4Nano
projects for data quality evaluation (e.g., [23,24]). In contrast,
projects in which new methods have been/are developed and
optimised, which look at complex materials or nano-enabled
products, or follow nanomaterial’s fate in complex (biological)
environments (e.g., H2020 projects ACEnano, NanoFASE,
RiskGONE and ASINA) require high detail in metadata
description. Such requirements are directly reflected in the design
and implementation of their data reporting templates and respective
data warehouses. RiskGONE has been championing the Template
Wizard as a means to support the research community in the co-
creation (by data generators together with data management
experts) of data collection templates [25].

Complexity in nanosafety research comes frommultiple sources,
all of which need to be covered by metadata. These include:

1. Nanomaterial characterisation (section 2.1): Nanomaterials have
very different properties compared to their bulk counterparts and
unambiguous characterisation of the material in the relevant
dispersion medium before (and ideally during and after) starting
the experiment is of uttermost importance (e.g., [26,27]). What
characteristics have to be reported is still a topic of debate but
different standards and minimum reporting requirements have
been released, and the ECHA nanoforms guidance specifies key
characteristics required for regulatory purposes. Characterisation
becomes even more important, and more challenging, when the
material is embedded into a product matrix.

2. Non-standard (mechanistic-focussed) methods (Section 2.2):
The unique features of nanomaterials but also the general
trend to replace existing in vivo tests by alternative in vitro
and in silico methods make it necessary to develop new assays
and apply them without a standard Test Guideline being in place.
Since specific experimental settings and parameters sometimes
have a large influence on the obtained results and might, in
extreme cases, make the results questionable (e.g., if the
nanomaterials interfere with the assay for example, [28], or if
the test conditions inadvertently remove key proteins from the
system (e.g., [29])), the exact protocols with all of the parameters
utilised have to be reported, preferably for the complete
development and optimisation process as well as the final
protocol, to define the potential ranges of the parameters and
the overall applicability domain of the experiment.

3. Measurement principles and experimental setup (Section 2.3):
As an addition to the previous point, the new methods might
also use completely new measurement principles and
experimental setups including new biological in vitro cell
models, model organisms but also computational/in silico
models, which need to be described in more detail
compared to commonly used experiments. Harmonised
approaches for reporting of characterisation assays
(CHADA), models (MODA) and biological organisms
(BODA) are in various stages of development and
application, as described in detail below.

4. The environments role in nanomaterials fate (Section 2.4): It is
well known, and demonstrated, that the nanomaterial
constitution and its properties are dependent on the current
environment and the different life-cycle stages the particles
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already went through [30–32]. Therefore, additional information
preferably in the form of metadata has to be provided and the
data management has to be flexible enough to offer the ability to
map complex experiments e.g., from nanomaterial
environmental exposure and fate experiments.

5. Meeting requirements from new research foci (Section 2.5): Even
if the first four points are highly interlinked, they were still
addressed separately as can be seen by the fact that the
examples used in the following subsections are all taken from
different projects. However, the emerging research focus on safe-
and-sustainable-by design of new (advanced) materials,
integrating physicochemical characterisation, hazard, exposure
and fate with life-cycle assessment and social-economical impact,
will require an even stronger harmonisation and interoperability
of (meta)data across multiple disciplines and, thus, even stronger
guidance on how data is reported and annotated to allow central
processing and analysis.

2.1 Nanomaterial characteristics

Completeness of a dataset covers two different aspects. Firstly,
the information requirements have to be established. For
nanomaterials and more specifically nanosafety, this is foremost

the physicochemical characteristics of the material necessary to
uniquely identify the material and define its state at the
beginning of the investigation and the required toxicological
endpoints [33], which depends on the applied regulation as well
as other settings such as, e.g., the manufactured or imported amount
of the material in REACH [34]. Secondly, the full sets of (meta)data
have to be defined for each experiment used to determine a
physicochemical or toxicology endpoint, which have to be
provided to understand and evaluate the provided data. This first
subsection concentrates on the information requirements for
physicochemical characterisation of nanomaterials while the
following subsections will then look at the metadata to be
provided for specific assays.

Different European and international agencies request different
information, even if the way to generate the data is standardised by
the OECD in the form of Test Guidelines [22]. Additionally,
problems such as establishing the uniqueness of a nanomaterial
or evaluating the equivalency of two nanomaterials to the desired
level to allow data integration are not limited to regulatory settings.
Therefore, global guidelines should be applied and continuously
updated to reflect the state-of-the-art and guide the best practices for
the physicochemical characterisation of materials irrespective of the
intended use of the data. These could form the basis for more
harmonised regulations supporting, e.g., the EU chemicals strategy

FIGURE 2
Organigram of nanomaterials characteristics covered by the UDS, including the pre- and post-production history, also known as provenance
information. Redrawn from [39].
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for sustainability: One substance—one assessment [35]. Such
consistent reporting is promoted by the use of minimum
information standards, which specify the requirements for data
content and provide a structured framework for capturing the
information. In 2008, a project on ‘Minimum Information for
Biological or Biomedical Investigations’ (MIBBI) [36] started a
reporting tradition, which was almost immediately transferred to
nanosafety research through the Minimum Information for
Nanomaterial Characterization (MINChar) Initiative [37]. A
newer version of a checklist for nanomaterials characterisation is
theMinimal Information About Nanomaterials (MIAN) [38], which
is used for curating and archiving the nanomaterial information in
the Nanomaterial Registry for understanding its biological and
environmental implications. MIAN defines the 12 essential
physicochemical characteristics, i.e., composition, purity, shape,
size, size distribution, surface chemistry, aggregation/
agglomeration state, solubility, stability, surface area, surface
charge, and surface reactivity as well as relevant techniques. It
even provides a defined list of parameters (metadata) vital to the
replication of the data produced and thus provides starting points
for both aspects of (meta)data completeness discussed above.

While MIAN was driven by the requirements of the specific
database, the Uniform Description System for Materials on the
Nanoscale (UDS) was developed focusing on (pre-)standardisation
needs by the joint CODATA-VAMASWorking Group (WG) on the
Description of Nanomaterials shortly after but independently of
MIAN [39,40]. Various industry standards have been derived from
the UDS including, ASTM E3144-19, E2909-13, E3172-18 and
E3206-19. While there are large overlaps of the essential
characteristics between MIAN and UDS, the latter separates the

characteristics into the properties of a nano-object and of a
collection of nano-objects and includes information on the
production and post-production history which provides essential
provenance information (Figure 2).

The above standards and checklists provide clear criteria for
essential characteristics to define a nanomaterial and separate it
from similar but still distinct materials with potentially different
functional and toxicity profiles, but they are quite unsuitable for fast
database search and retrieval of information on the same or similar
materials (where similarity depends on the specific use or
application). One way to support linking of data collected on the
same object are unique identifiers such as the European Union Joint
Research Centre (JRC) nanomaterials repository identifiers and the
European Registry of Materials (ERN) identifiers, which are in use to
separate nanomaterials from bulk chemicals. Even if they uniquely
refer to one material, they do not hold information on the material
themselves but rely on services providing this information, similar to
the Chemical Abstract Service (CAS) registry numbers for chemicals
or Digital Object Identifiers (DOIs) as a general identifier. In
contrast, chemical line representations, like canonical Simplified
Molecular Input Line Entry System (SMILES) and the IUPAC
International Chemical Identifier (InChI) have shown that it is
possible to efficiently store chemical structural information in a
form that can also be used as an identifier for efficient storage and
retrieval [41,42]. Recently, an extension of the InChI to cover
nanomaterials was proposed [43], with further work ongoing via
IUPAC project 2022-001-2-800 - InChI extension for
nanomaterials. This “InChI for nano” or NInChI encodes the
chemical composition, morphology/shape, size, crystal structure,
and chirality. Further discussions on other properties to include are

FIGURE 3
Composite figure of two screengrabs, showing examples of a web interface to an ACEnano questionnaire asking for metadata used for description
of a sample analysed.
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ongoing and will be integrated into the first official NInChI standard
to be released soon. However, it should also be noted that the
NInChI is not meant to cover all information needed to define
nanomaterial sameness in every situation but rather it defines
groups (or sets) of materials and other (meta)data required to
determine if data was generated on nanomaterials similar enough
to be combined for use in risk assessment or modelling, for example.
Discussions on what additional information might be useful to
include as an Auxillary Information file accompanying the
NInChI are also underway.

2.2 Non-standard methods for
characterisation and toxicity assessment

Continuing with examples from physicochemical characterisation
of nanomaterials, it is widely understood that many of the techniques
for nanomaterials characterisationmay impose artefacts that depend on
the technique chosen for measuring a specific endpoint, the sample
preparation steps, and on the instrument settings, all of which can
influence the final results (e.g., [44,45]). Generation of knowledge of
sufficient quality, considering these influences and limitations, for new,
innovative methods relies on reported (meta)data that allow detailed
parameter analysis. Thus, for a general data concept covering methods
of different maturity and not limited to already standardised and
regulatory validated techniques, the (meta)data schema has to orient
towards the methods with the highest information requirements, i.e., it
needs to be able to flexibly cover metadata customised to the specific
methods and their relevant parameters. The ACEnano project
addressed this challenge by adopting a data reporting concept in the
form of questionnaires. High-level standardisation was achieved by
differentiating between sample preparation, measurement and data
treatment protocols as the highest level and then subsections like
nanomaterial information, sample description, experimental

equipment, and predefined sample preparation steps as the next
lower level of the hierarchical (meta)data schema. The user is then
guided throughworkflows to provide the required fields for defining the
material, the endpoint, and the measurement technique. The
implementation of these workflows as web-based user interfaces for
data upload (Figure 3) to the ACEnano KnowledgeWarehouse (https://
acenano.douglasconnect.com/) is described in more detail below. Such
interfaces are more flexible than pre-defined templates in the way that
later steps in theworkflowdepend on earlier answers and follow directly
the needs of the data provider.

The questionnaires can, thus, be seen as an extension of the
checklist idea in the way that the user, additionally to knowing what
to report, can now use the web forms to also fill in the (meta)data. It is
important to note that the (meta)data requested by the questionnaire is
information, which is currently often only available from protocols,
standard operating procedures (SOPs) or Test Guidelines (depending
on the degree of standardisation of the method). Having this
information in the form of structured metadata, potentially in
addition to the free text protocols, allows their automatic integration
into the processing and analysis steps and, in this way, enables better
exploration and understanding of their influence on the results.
However, one question not completely answered in the ACEnano
interfaces is how data management can be flexible enough to allow
the creation of workflows for novel techniques using new, innovative
methods but still provide a harmonised and interoperable outcome
across multiple providers of the same or similar type of data. For this,
existing expert knowledge needs to be collected to define a (meta)data
schema composed of mandatory, recommended and optional (meta)
data fields via community consensus. The (meta)data schema has then
to be made available in a form allowing reuse by other projects and
continuous refinement to stay up-to-date with the scientific and
technical advances as well as the increased demands coming from
new research directions like Safe-and-Sustainable-by-Design. ACEnano
started a (meta)data schema for the technologies covered by the project

FIGURE 4
Schematic flow-chart providing a visual representation of the structure guiding (meta)data collection in the CHADA format. Reproduced from [53].
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in the form of an internal database of fields. The ASINA project,
described in Section 2.5, has followed a similar approach starting from
the NanoFASE templates.

2.3 Models, measurement principles and
experimental setup

The increasing diversity and complexity of the materials under
investigation, and the underpinning protocols and their variations,
leads to the extended demands for (meta)data coverage described in
the previous two subsections. Additionally, the novelty of emerging
technologies the novelty of the emerging technologies to be more
nano-specific or to avoid in vivo testing requires very detailed
descriptions of the models used (experimental or theoretical) and
the underlying theory and prediction/simulation/measurement
principles. Only in this way, enough confidence in the results can
be generated to get acceptance from other researchers or even risk
assessors and regulators before the technique is fully standardised
and validated, which might not even be fully possible for complex
computational models [11,46].

In the regulatory area, the first encounter of guidelines
requesting inclusion of descriptions of the used models and
algorithms as part of the submitted data was a reaction to the

low acceptance rates of in silico and especially for Quantitative
Structure-Activity Relationship (QSAR) predictions. In 2004, the
“OECD Principles for the validation, for regulatory purposes, of
(Quantitative) Structure-Activity Relationships Models” were
published (OECD, 204) [49]. Specific guidelines followed, such as
the “Practical guide: How to use and report (Q)SARs” [48] and the
“Read-Across Assessment Framework (RAAF)” [49], which make
the use of the QSAR Model Reporting Format (QMRF) and QSAR
Prediction Reporting Format (QPRF) for reporting on QSAR
models mandatory [50]. The information in the QMRF is
structured according to the OECD validation principles [47], and
includes a defined endpoint (what is predicted), an unambiguous
algorithm (a reproducible description of how predictions were
produced), a defined domain of applicability (a metric of how
applicable the model is to each prediction made), appropriate
measures of goodness-of–fit, robustness and predictivity (overall
assessment of how good the model is) and a mechanistic
interpretation, if possible (an explanation of how numerical
results reflect changing biological functions). A modified version
of the QMRF from June 2021 allows the reporting of other in silico
models (e.g., Structure Activity Relationship models, expert systems,
etc.) within skin sensitisation research and more specifically as
defined in the Guideline on Defined Approaches on Skin
Sensitisation in TG 497 Annex (OECD 497) [51].

FIGURE 5
Illustration of the experimental instance, which contains the monitoring and analysis of both the material and the environment in which it exists,
allowing easy visualisation of where transformations of the nanomaterials properties may occur. Reproduced from [8] with permission from Elsevier.
NOTE: Colours are intrinsic properties of an instance map.
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QMRF were specifically designed for QSAR and are thus not
optimal for other types of modelling like ab initio and physics-
based approaches. Thus, an alternative was proposed by the
materials modelling community and is strongly promoted by
the European Materials Modelling Council (EMMC). This
MOdelling DAta (MODA) reporting template guides
modellers/users towards a complete high-level documentation
of materials models that starts with end-user cases, i.e., the
specific question to be answered, and includes all of the
relevant computational details on the solving and post-
processing methods that are required for the model
reproduction and curation, as well as interfacing with other
models [52]. MODA models are classified by the entity of the
material being modelled (electron, atom, mesoscopic material
entity, continuum volume entity), its quantities (properties of a
material or phenomenon), the physics equation of the
phenomenon being assessed, its material relations, its solving
methods and parameters, the input preprocessing data, and the
post-processing data. Concepts similar to MODA have recently
been developed for the description of workflows for data-centric
models used in various applications [53] and, in this way, become
direct competitors of QMRF.

In a similar way to MODA, the concept of materials
CHAracterisation DAta (CHADA) was introduced to be
applied as a building block for user studies concerning
complex material characterization cases accompanied by
interactions of modelling and process workflows [54]. It
addresses the same concerns as the ACEnano concept above,

that characterisation data can vary significantly, due to
differences in the sample treatment, characterization methods
used, the equipment setup and calibration, and the
characterization conditions [55]. Similar to MODA, CHADA
provides a systematic structure consisting of user-case, data
inputs regarding the sample (material type, sample treatment,
dimensions, medium), the characterization method (the physical
basis of the method, probe, detector, equipment, the calibration,
setup and conditions used), the data acquisition, and data post-
processing [54] as depicted in Figure 4. An equivalent reporting
process for Biological Organisms (BODA) is under development
currently and will be standardised via a CEN Workshop
Agreement in due course.

All three reporting formats, QMRF, MODA and CHADA,
described in this section have the advantage that detailed
information on the technique/model, measuring principle/
theoretical background is provided to the reader as part of the
overall dataset, rather than being provided as separately stored
documents as in the assay-specific templates discussed before,
e.g., the ACEnano Techniques and Endpoints Catalogue. On this
basis, the usefulness of the methodology, model or measurement
as well as the expected quality and confidence can be evaluated
and, in principle, the results can be reproduced and the methods
adopted to similar questions without the need to consolidate
other documents and information resources. However, there are
also two main issues with MODA and CHADA and to a lesser
extent with QMRF: guaranteeing completeness and machine
readability. Both of these issues are caused by the fact that

FIGURE 6
Composite figure illustrating (A) the roadmap followed in ASINA to generate final templates to be FAIRified for fit-on-purpose specific case studies,
and its visualized application in (B) the exposure and emission data demonstrating a snapshot of an extensive exposure assessment, and (C) the
antimicrobial assessments for the products produced in the manufacturing line depicted in (B). Adapted from [56–58].
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MODA and CHADA provide a high-level structure and also ask
for some specific metadata fields but that, at present, the
information is then provided as free text. Therefore,
combining the advantages of the structured reporting with
better guidance on required (meta)data and its structure, as
proposed in Sections 2.1, 2.2, 4) would result in a higher
FAIRness.

2.4 The environments role in nanomaterials
fate

The NanoInformatics Knowledge Commons (NIKC) data
template [8] was developed to be used as a guide for curators
extracting nanomaterials data from the environmental nano-
safety scientific literature. Since the corresponding database has a

FIGURE 7
Schematic illustration of the interdependencies between the two main sections of a Knowledge Infrastructure (Protocols and Data).

FIGURE 8
Screengrab of an exemplar web interface for metadata, describing experimental equipment and specific instrument settings and parameters.
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strong focus on mesocosm experiments, it was clear from the
beginning that the template needed to be able to encode the
inseparability of the nanomaterial from its history and current
environment. This is realised by introducing the concept of
experimental nanomaterial instances, which is also the major
difference to other data capture templates. Instances represent
significant points of the experiment where the properties of the
nanomaterials surroundings have changed which may result in
changes to the nanomaterials properties, and can, in this way,
cover the complete or a large part of the nanomaterial’s life cycle
[57]. The spatial or temporal progression can then be visualised in
instance maps (Figure 5) showing transformations from one
instance to the next (e.g., upon dispersion into a medium, upon
contact with an organism, etc.) and identifying the reporting
information needed to characterise the material at that stage and
in the current medium/environment/biological compartment [8,57].

This clear and easy to visualise representation of the experiment
combined with a dynamic and versatile template structure led to the
adoption and extension of the concepts by the NanoFASE and the
NanoCommons projects. The resulting EU modified version, which
is designed for use in primary data capture, makes input of data at
the stage of data creation easier, gives more guidance on what
metadata should be covered (in the NIKC case, this was determined
by what metadata was available in the publications) and allows the
automatic semantic annotation when inserted into the
NanoCommons Knowledge Base (https://ssl.biomax.de/
nanocommons/cgi/login_bioxm_portal.cgi) and is described also
in [58].

2.5 Meeting requirements from new
research foci

All of the above, minimal reporting requirements, (meta)data
standards and templates, and input interfaces, have to continuously
follow the science and technology to be able to present the state-of-
the-art. This needs to be done based on the learnings from previous
projects and by adopting and adapting the existing concepts and
solutions. Knowledge transfer has to be based on technical solutions
allowing extensions and modifications to constantly improve the
(meta)data completeness preferable with documentation of the
decision process. Such tools could be designed similar to the
tools used in ontology development allowing easy browsing, e.g.,
but also collaborative development of ontology terms and
definitions by domain experts, e.g., the Terminology Harmonizer
developed in the GRACIOUS project. However, this has to be
complemented by a trained team of data stewards and data
shepherds as stressed in the first paper of this series [6]
guaranteeing that we do not reinvent the wheel every time a new
research project starts or a new database is designed. One example,
in which this was implemented is the ASINA project. ASINA is part
of a cluster of projects focusing on Safe-by-Design approaches for
nanomaterials. It uses representative groups of nano-enabled
products in the market (coatings and cosmetics) to formulate
design hypotheses and to deliver Safe-and-Sustainable-by-design
solutions by applying a data-driven approach andmethodology [16].
The methodology for designing new nanomaterials/nano-enabled
products encompasses the merging of distinct data related to

different scopes of the product such as improved functionality
(for example, anti-aging capacity for cosmetics or photocatalytic
activity for textiles), cost-effectiveness, environmental sustainability,
and safety. The data shepherd of ASINA has conceptualised and
initiated the design and implementation of data FAIRification
processes with multiple stakeholders (i.e., data creators, data
analysts, and data re-users) who were previously unaccustomed
to the notion of data management and FAIRification (Figure 6A).
This resulted in a harmonised set of customised, method-specific
templates for exposure (Figure 6B) and antimicrobial functionality
(Figure 6C) data andmore are under development to cover other use
cases [59–61].

Safe-and-Sustainable-by-design for advanced materials, as well
as other related research fields like nanorisk governance and
nanofabrication, are highly multidisciplinary integrating product
optimisation, risk and life-cycle assessment as well as ethical and
socio-economical aspects needing harmonisation across all these
fields as achieved by the ASINA templates. However, innovative
research will require to be based on even more and more different
fields and, thus, different types of data made available as part of a
European or even better global data ecosystem. This is achieved by
participating in and harmonising with cross-disciplinary projects on
data harmonisation, semantic annotation and FAIRification like
OntoCommons and WorldFAIR.

3 (Meta)data collection interfaces and
integration functionality

The information requirements to define the material, test
system, measuring principle and protocol described in the
previous section easily results in hundreds of (meta)data fields.
For example, Elberskirch et al. identified 300 important
parameters for nanosafety research, but also stressed that these
would need to be complemented with additional specific
parameters in the future [13]. To keep the time demand for
inputting all these parameters to a minimum and move the cost-
benefit ratio especially for the data providers in the positive
direction, the minimum information guidelines and metadata
standards need to be complemented with data collection and
curation functionality guiding the user but even more
importantly giving users the possibility to reuse previous work
and automate the data integration as much as possible. This
section will describe some of the approaches going in this direction.

3.1 Structured (meta)data input via web
interfaces

As described in Section 2.4 above, the ACEnano questionnaires
implement a system where experiments are described as flexible
workflows. The (meta)data is then collected for the steps in these
workflows using a deeply interlinked web-based system between
protocols and data, as the two components of the knowledge
warehouse (Figure 7). The questionnaires are not literally a list of
questions, but a number of structured and hierarchical web forms,
through which the data provider is guided for filling in the metadata
describing the nanomaterial, the individual experimental steps and
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structure of the data, as well as the bibliographical metadata.
Previously uploaded similar datasets can be used as guidance by
providing the (meta)data structures as well as by being able to reuse
parts of the information for scientific equipment, solvents and even
complete protocols.

The data upload interfaces are optimised for the corresponding
data warehouse and the physicochemical characterisation methods
developed and optimised in the project. However, the concept could
also be implemented completely independent of a data storage
solution collecting the data and then storing it in one of the data
transfer formats. Guidance can then come in two forms: i) sections
of the web interface can be designed following a well-defined
structure, and ii) the interface provides a general structure and
the required or suggested (meta)data are loaded based on entries in
earlier fields. The first is demonstrated in Figure 3 above, covering
the information on the sample. As an example of the second
approach, the documentation of lab equipment is presented in
Figure 8. It represents a case where the objects described are very
diverse and cannot be represented by a single structure. A small
number of standard fields like the name, model, software type and
version and detection limits are predefined. Specific instrument

settings and parameters can then be included but which are
required or optional need to be defined outside of the interface.

3.2 Organising metadata into a complete
study

Electronic lab notebooks (ELNs) are another important tool for
achieving on-the-fly data management, which addresses the needs of
the data providers and increases harmonisation and digitalisation.
ELNs offer, at least in parts, experimentalists functionalities such as
i) creating a protocol library which they can implement in their
experimental workflows, documenting any deviations and then
sharing with others in the group, project or even publicly, ii)
pre-designed and pre-annotated data templates that already
integrate aspects of data annotation and FAIRness and iii) a
means of converting all this information into reports and other
digital objects. Working together in teams and being able to
comment on the work of others can identify even small
differences in the protocols, which might lead to different results,
providing quality control and can lead to the development of SOPs

FIGURE 9
Schematic illustration of possible data sources, which can be linked to individual nodes in an instance map, to provide the corresponding data and
metadata. At the moment, the (meta)data format is not limited and can be text documents and customised spreadsheets, which are expected to be
increasingly replaced by structured and semantically annotated formats produced using data input, management and sharing tools and standards like
ELNs and emerging community data standards such as MODA and CHADA. Note: Colours are intrinsic properties of an instance map.
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and standard testing guidelines. Many commercial and open-source
ELNs exist and reviewing them all is beyond the scope of this
publication. At the time of writing, SciNote, eLabFTW, Labfolder,
Benchling, Sapio, and Chemotion are often used stand-alone ELN
software solutions and others are available bundled with laboratory
information management systems. As always, different solutions
provide different features based on the needs of their users and have
strengths and weaknesses when applied to a specific area. We

highlight this with two examples. For example, the SciNote ELN
has proven beneficial for reporting nanomaterial characterisation
and bio-nano interaction experiments (e.g., [62]) but is limited with
respect to managing chemical registries and reactions. The latter is
the focus domain of the Chemotion ELN for example. This shows
that there is no one-solution-fits-all and especially in
interdisciplinary projects, the combination of multiple ELNs and,
in more general, integration of these tools in the broader data

FIGURE 10
Schematic illustration of infrastructure (relations) for continuous development and improvement of minimum reporting checklists and (meta)data
schemas and for providing those to users for guiding (meta)data reporting.
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management and FAIRification ecosystem will be needed. The latter
includes guidance on (meta)data input according to minimum
reporting guidelines and (meta)data standards as well as using
standard (meta)data exchange formats, linking to sophisticated
data processing and analysis workflows, and providing the
information in for of (meta)data, which can be provided as part
of the dataset to public data warehouses.

Pulling all this together can be facilitated by the instance map
concept described in Section 2.4 above. The high-level structure of
these maps can organise even very complex studies, in which
multiple researchers or even scientific groups collaborate. To
showcase this, a simple approach was integrated in the newly
developed instance map tool. It not only makes the creation of
maps simple but also allows linking of the instances, materials,
environment, properties and the newly introduced protocols and
data, combinedly called nodes in the following, to (meta)data. Each
node has a set of standard properties like licence and contributors
but most importantly a reference to a data file. At the moment, no
limitations are set regarding the data file type. Thus, text files and
spreadsheets can be used in the same way as references to entries in
ELNs like SciNote and/or Chemotion, or even in protocol
repositories (e.g., Protocols.io) (Figure 9). Figure 9 demonstrates
the ability of the instance maps to reproduce the protocol and data
workflow of the ACEnano knowledge base, using data from a EV-vis
round robin study [63]. Instance Maps can be extended to introduce
additional steps, e.g., for describing the internal and external
calibration needed for UV-Vis experiments, as well as external
calibration, quality control and maintenance of biological
systems. They can be even extended to represent the full
structure of the CHADA templates presented in Figure 4 above.
Since each node has its own attached file, the most appropriate
format can be chosen, e.g., ELN pages of protocols, spreadsheets for
tabular data, or even files for serialisation of complex structures like
JSON and YAML.

3.3 (Meta)data integration

The goal of data management is not storing the data somewhere
but to make it available for use and reuse. From the data user
perspective, establishing a semantic and FAIRification framework
makes more sense for large settings like projects and public
warehouses, and is considered out of reach for individuals and
most individual institutions. In reality, this is not the case and
understanding the semantic mapping requirements for each use case
is helpful for selecting data collection and curation tools in the most
efficient and appropriate way. When (meta)data is collected
according to a defined data model (following the guidance from
Section 2) and preferable in an annotated format, mechanisms to
integrate heterogeneous information both across data types and
across data sources can be implemented as demonstrated in the
NanoCommons Knowledge Base [55]. These map the data schema
of the dataset to the semantic model implemented in the database
and the data is restructured according to this mapping to fit the
needs of the specific data users the database is designed for.
Currently, the NanoCommons Knowledge Base provides
manually developed mappings for different data types and
sources. For data managed directly within the data warehouse of

the KnowledgeBase, this results in physicochemical, toxicological,
omics, and computational data from different data sources being
mapped to the same nanomaterial. As of now the “same”
nanomaterials means a nanomaterial identified by the same ID
while Instance specific information such as ageing procedures are
not necessarily mapped and therefore associated data sits in parallel
Instances connected to the same nanomaterial. Additionally, the
NanoCommons KnowledgeBase provides a data catalogue to search
and browse data hosted by external data management systems in the
same interface as the data hosted by NanoCommons.

4 Putting it all together

In contrast to the previous parts of this paper, in this section we
do not describe existing solutions, but instead present ideas which
are not yet realised or are only in early prototypes and
demonstrators, to lay out the vision for how things could develop
further. Firstly, we describe a way that the community should work
together towards consensus (meta)data standards; secondly, we
present further work that is needed to make the nanosafety data
more machine actionable and, thirdly, an approach to building a
distributed FAIR data ecosystem around these machine-actionable
standards is outlined.

4.1 Continuous development and
harmonisation of (meta)data schemas

As described above, many projects and organisations have
developed and published minimal reporting checklists, (meta)data
standards and standard reporting templates. However, especially in
the cases where this is done for the internal data management of
projects like NANoREG, NanoFASE and ASINA, these are only
available to the project consortia and are only released at the time
the data becomes publicly available (e.g., in scientific publications).
Reuse is then only possible after the data is released, which itself is only
done after the corresponding papers have been published, leading to a
large time gap between development and a possible general adoption. In
addition, the guidance is often only provided in form of descriptions in
papers and as predefined templates, which do not provide information
on what the development was based on and how it integrated earlier
approaches. To circumvent this, we propose to use a similar approach as
applied for the development of ontologies, which use clear track records
of changes as well as tools like the GRACIOUS terminology harmonizer
for community- and consensus-driven creation of terms and term
definitions. As shown in Figure 10, community repositories could be
built to provide the possibility of FAIR sharing of checklists and
schemas. These would offer the functionality of fairsharing.org, in
which these standards still need to be listed additionally and from
which inspiration should be extracted with respect to how to run such
repositories of standards and how other communities have structured
their standards. However community-specific repositories would go
beyond such general listings since they could document the usage of the
schema within the community as a measure of community consensus
and, even more importantly, offer support for selection of schemas
using knowledge for our specific community, for comparing schemas,
showing the history of modifications and the reasons for these (e.g.,
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when templates from ended projects are reused and modified by new
projects), and even highlight areas where flexibility is acceptable to
adapt the schema to a new assay/endpoint. As a FAIR digital object,
schemas would then have full provenance trails, metadata on their
development history (which previous schemas have been considered)
including versioning, and are semantically annotated to enable
comparison of different schemas. Users can then search and browse
the repositories andwhen they have found an appropriate schema, use it
to generate (meta)data curation templates or an interactive web form
for data input. Using input functionality, harmonised and interoperable
(meta)data will be directly produced, which can then be packed into
data packages and used in downstream analysis workflows, as an
information source for paper writing and to store the data in public
data warehouses. There are quite some steps still necessary to achieve
such an infrastructure but we hope that this paper shows that we have
all the components ready to go.

4.2 Machine-actionable data

Another aspect which needs improvement when looking at
protocols and SOPs in ELNs but also reporting templates like
MODA and CHADA, is machine readability since they currently
often use free text fields. Work is ongoing to use MODA and
semantic annotation using the Elementary Multiperspective

Material Ontology (EMMO) [64] as a basis for metadata schemas
of material modelling and a corresponding computer-actionable
template iMODA [65]. In the same way, CHADA combined with
the Characterisation Methodology Domain Ontology (CHAMEO)
[66] can increase the data interoperability based on standardisation
of terminology for metadata and classification with taxonomies and
ontologies [67] as has already been introduced with iCHADA as a
unique means of interoperable metadata structure for robust data
management, data traceability and robust data quality. Both,
iMODA and ICHADA, are meant to become topics of CEN
standardisation workshops (organised by the NanoMeCommons
project) with their specifications published as CEN Workshop
Agreements (CWAs). However, it has to be seen how EMMO
and CHAMEO will interplay with other ontologies like OSMO
[64] for simulations, models and optimisation and especially the
eNanoMapper ontology [5] currently used as the main ontology for
nanosafety and developed by the EU NanoSafety Cluster.

4.3 Distributed data storage

The NanoCommons Knowledge Base showed how data, which is
available from different sources, can still be brought together into a one-
stop shop for searching, browsing and finally accessing data without
actual copying of data, and, in this way, how to break down the

FIGURE 11
Schematic illustration of the steps of the semi-automatic workflow starting with internal data collection using an instance map for the overall
structure, upload into the institutional repository and indexing in the NanoCommons KnowledgeBase for improved findability and accessibility.
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boundaries between the data silos. Tomake this approachmore general
and separated from a specific solutions would havemultiple advantages:
i) all benefits from early and on-the-fly data management and sharing
would be directly available, ii) other demands like requests tomake data
available on institutional repositories could be fulfilled at the same time,
and iii) multiple views on the same data could be provided by different
tools like a material-centric data structure like in the NanoCommons
Knowledge Base and an endpoint-centric structure as often needed as
input for nanoinformatics applications as is the goal of the nanoPharos
database. To bring these conceptual ideas into reality, a pilot was run as
part of the NanoCommons project (Figure 11). The first two steps of
this pilot covered i) data preparation, ii) curation following the
experimental workflow using a highly adaptable data schema to
provide the needed flexibility and iii) generation of a data package
using the frictionless data specification (https://frictionlessdata.io/
introduction/) able to store different data resources with
standardised metadata into one sharable file. This was done
manually using a data schema optimised for the specific kind of
data, characterisation of environmental samples without defined
nanomaterial content, guided by (meta)data standards but not (yet)
following one exactly. The following steps were then completely
automated with upload of the data to the institutional data
repository of the University of Vienna (step 3), transformation it
into the NanoFASE format using an automated but custom-made
workflow (step 4) and indexing it in the NanoCommons
KnowledgeBase (steps 5). The custom-made steps were needed
because of the custom data model and the (yet) missing semantic
annotation requiring a manual mapping between the custom and
NanoCommons KB data models similar to the one described in
Section 3.3. Continuous development and improvement of the
harmonised metadata schemas and ontologies (Section 4.1) and
semantic annotation of the data (Section 4.2) will render these
manual interventions unnecessary at one point of time and open
multiple options to transform the data into a format best for
different stakeholders and applications. As already mentioned above,
different data sharing solutions could then provide data from different
datasets in an enriched form according to the needs of their user base
with NanoCommons KnowledgeBase more for risk assessors and
regulators (material-centric view) and nanoPharos for model
developers (endpoint-centric view). Separating in this way data input
and curation completely from data access and (re-)use allows the
optimisation of the support tools for each of the tasks individually
as long as themetadata provided is complete enough to satisfy the needs
of all applications.

5 Conclusion

In this paper we have attempted to demonstrate a roadmap via
which the current “silos” of data management templates, ELNs,
reporting formats, and repositories for protocols and data, can be
bridged and integrated into a functional FAIRification ecosystem that
addresses the needs of both data generators and data (re)users. The two
hypotheses generated at the outset to explain the slow uptake of existing
solutions into data management best practice by data generators and
data users provided a useful framework against which to assess the
various tools and solutions developed in a suite of EU-funded projects
over the last 15 years. As with all good hypotheses, we could test these,

and decide whether to accept or reject them, based on the available
evidence. The good news is that both hypotheses can be accepted, and
the roadmap presented herein provides the next steps to implement
these necessary changes and interlinks to make the silos interoperable
and enhance the machine-actionability of nanosafety data.

Hypothesis 1 - Existing solutions need to be re-designed to be both
generic and customisable in order to address the broadest set of data
provider’s needs (the data provider perspective)

• Templates implementing reporting standards and using
standard data transfer file formats, like those from ASINA
[59,60], are good ways to guide data providers to report the
required metadata in a harmonised structure.

• As (meta)data can be recorded in many different formats, even if
the information covered by the (meta)data is the same, we should
start thinking more about the (meta)data model represented by
the templates than the templates themselves. In this way, we could
move towards more machine-actionable solutions like electronic
lab notebooks for reporting protocols as long as they structure the
metadata according to a defined model and the information can
then be extracted to build parts of the metadata.

• The documentation of the (meta)data models in a machine-
readable/FAIR way would allow comparison of the different
templates and evaluation of the progression of the field, e.g.,
from the first versions from NANoREG to the newest
installations from the ASINA project. These (meta)data
models could be used by new projects to create their
customised templates even if using a different data
management system, which would avoid the constant
reinventing of templates which is leading to incompatibility
and data silos. Approaches to annotate such (meta)data
schemas, at different levels of detail, can be reused such as the
DDI-Codebook and DDI-Lifecycle specifications or from the
OntoCommons project and are envisioned to be implemented in
the MACRAME project. This will become part of the BODA
specification that is being established as a data format for assays
describing interactions of (nano)materials with biological systems
and, in this way, complements the system of data documentation
formats started with MODA and CHADA.

• New research and regulatory foci like advanced materials and
Safe-and-Sustainable-by-Design increase the need for
interdisciplinary data sharing (including data from the social
sciences and humanities). Thus, approaches for (meta)data
documentation, at least on a high level, need to be aligned and
harmonised across all these disciplines, which is facilitated by the
work of the WorldFAIR project on developing a Cross-Discipline
Interoperability Framework [68] based on the DDI specifications
mentioned above and reusing, at least in parts (meta)data
standards (e.g., for provenance data), and existing ontologies.

Hypothesis 2 - Existing solutions can be made interoperable
through recording of rich metadata and a deeper understanding
of the concept of data re-use (the data user perspective)

• Making data from different data solutions findable in a single
user interface as provided, besides more general, non-nano-
specific solutions like Google data search and Zenodo, by the
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NanoCommons Knowledge Base (see also [58] in this issue)
and the NanoSafety data Interface is a step towards provision
of easy access to a larger amount of FAIR data.

• This interoperability of data repositories has to be massively
extended to cover more resources in order to avoid pushing
data into suboptimal data management solutions as a result of
basing the decision on where to put the data on what is
indexed in this meta-search catalogues rather than
determining the optimal solution for this specific data. This
listing of available FAIR Enabling Resources could be achieved
by data documentation as already described for Hypothesis 1,
i.e., clear specification of the (meta)data model used in a data
warehouse or even in a specific dataset. In this way, also other
external requirements like the push to use institutional data
repositories or data solutions endorsed by the funding
agencies can be fulfilled even if these solutions are not
nanosafety specific as demonstrated in the NanoCommons
Transnational Access project with the data centre PHAIDRA
of the University of Vienna presented above.

• Enhanced interoperability does not, however, solve the issue that
most data is only available from data solutions organised for a
very specific use case. Data transfer formats and data models also
provide the answer here. If the data files as provided by the user
are seen as the primary data source, multiple data solutions can
access them and restructure the data according to the needs of
their users, e.g., one solutions could offer thematerial-centric view
for risk assessors and another the endpoint-centric view for
creating training sets for nanoinformatics applications by
automatically restructuring the original data accordingly. This
will only work with clearly defined and, in the optimal scenario,
semantically annotated (meta)data models. Reusing what is
already available and then collaboratively work within the
nanosafety community and also across communities on filling
in the gaps could lead to quick benefits since even a partial
harmonisation and semantic annotation will be enough to make
some applications like the cross-resource searching, browsing and
accessing possible and full interoperability and computer-
actionability can be achieved over time. But this is only
possible if we (the community of nanosafety researchers) can
agree on what are the most important interoperability goals to
cover first and what (meta)data would need to be annotated to
enable these.

5.1 Beyond nanosafety

Many of the issues discussed above are caused by the intrinsic
multidisciplinarity of nanosafety research. This results in many
different data types (nanomaterials functionality, physicochemical
characterization, human and environmental toxicity, exposure, life-
cycle assessment, circularity) as well as methods (in chemico, in vivo,
in vitro, ex vivo, in silico) and throughputs each with their specific
requirements for data documentation and management. Other
disciplines are facing similar issues and interdisciplinary research
across natural science, humanities and social science will make
sharing and combining data of very different origin inevitable.
To facilitate transfer of knowledge, we provide recommendations
in support of intra- and cross-discipline interoperability:

1. The needs of data providers and data users are very distinct and data
management solutions should take this into account. Data input
should be structured according to the experimental workflow and fit
directly into standard lab procedures. Data templates, reporting
guidelines and checklists are helpful to identify the required (meta)
data but are often too complex to be used as the primary data
curation format. ELNs or similar approaches used in the specific
discipline help to structure the data input especially if complemented
with advanced tools to visualize the experimental workflows and
allow linking to other data files and resources, as provided by the
instance map concept which enables on-the-fly data curation and
documentation. Being structured, the (meta)data can be easily re-
organized, often using automated procedures, to conform to a
selected template but even more importantly, to the needs of
specific data users. These data users are also not a homogenous
group and there is no one-size-fits-all solution to provide the data in
an optimal way for all potential users/their disciplines.

2. Data standards, templates and database/data warehouse
solutions might look very different because they implement a
specific way of representing the data tailored for one of the groups
described in point 1 (data providers using different
methodologies and different data users such as risk assessors
and modellers in the nanosafety case). However, the underlying
(meta)data models are often, at least in part, quite overlapping.
Documenting (meta)data models (the Data Documentation
Initiative (DDI), CODATA and ONTOCOMMONS provide
general approaches on how to do this) will allow mapping of
common features of different datasets onto each other and in this
way enable an automated enrichment of datasets with
information from other sources. Reusing common
substructures (e.g., for documenting data provenance, material
and sample origins, experimental steps) will simplify this
mapping and, at the same time, allow integration of method-
specific aspects to give the user the flexibility to completely
describe their experiments. This is especially important for
researchers working on the development of new methods.

3. Separation of data input and use will also help research fields to
become less dependent on specific solutions. We had to present the
recommended concepts and approaches with specific templates or
database implementations here since they can only be judged on
existing examples. However, relying on one solution, even if it seems
to be optimal and provide all required features at the time the
decision is made, will limit the sustainability and reusability in the
future, for example, if a specific database goes out of business or is no
longer beingmaintained. Generalization of the concepts described in
this publication and similar concepts defined by other
interdisciplinary communities, combined with respecting the
FAIR, TRUST and CARE and, whenever possible, openness
principles, will allow data providers to use many different data
storage solutions from general options like Zenodo, figshare or
EOSC provided services (e.g., B2SHARE), domain-specific
options (e.g., NanoCommons KnowledgeBase for nanosafety) or
institutional repositories (as demonstrated above with PHAIDRA
from the University of Vienna). Data managers and providers of
data sharing solutions could then focus on the needs of their
“customers” by indexing the data and restructuring it to support
specific applications, e.g., by being able to easily find all data for a
specific endpoint as training input for machine-learning and
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Artificial Intelligence. However, this is only possible if 1) the data
model is well described, as part of the metadata associated with the
dataset, 2) if themetadata follows standards asmuch as possible, and
3) is supported by the creation of meta-services, which index all
relevant data sources so that the customized data services can find
them. For the latter, Google Dataset Search could, in principle, be
used but we believe that domain-specific solutions would be more
beneficial since they can profit from community-endorsed standards
like specialized unique identifiers (NInChI, European Registry of
Materials) and preselection of the most relevant sources.

4. What we describe in the first 3 points requires an ecosystem with
many components including, but not limited to, repositories of
documented data standards/models, templates and checklists to
guide (meta)data collections, data input tools (like electronic lab
notebooks, workflow visualization (instance maps), and data
transfer standards), data storage solutions, data indexing
solutions listing relevant data resources, and customized data
retrieval solutions for the different data users as well as general
and domain-specific unique identifiers, ontologies and other
FAIR enabling and supporting resources. This will not come
into existence overnight, but the modular concept allows a
smooth transition, continuous expansion and improvement
(by replacing one early solution by a new improved one) and
adaptation to future needs. Efficient implementation needs to be
driven by real user demands and solution-providers willingness
to address specific existing pain points. Only then, will
widespread adoption of the approaches occur. While the first
users of the ecosystem will come from inside the domain and thus
solutions need to satisfy their needs, over time there should be an
increasing number of off-domain stakeholders who profit from
the information and knowledge produced, even if this is on a
different level of data aggregation and detail. Therefore, while we
often advocate for domain-specific solutions, these should be
developed with the Cross-Domain Interoperability Framework
and similar cross-disciplinary recommendations in mind. This
must be complemented by continuous communication and
training activities, to support the transition from “talking
about FAIR” to implementing FAIR in daily research practice.
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