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On the trend to global equilibrium for
Kuramoto oscillators

Javier Morales and David Poyato

Abstract. In this paper we study convergence to the stable equilibrium for Kuramoto oscillators.
Specifically, we derive estimates on the rate of convergence to the global equilibrium for solutions
of the Kuramoto–Sakaguchi equation departing from generic initial data in a large coupling strength
regime. As a by-product, using the stability of the equation in the Wasserstein distance, we quan-
tify the rate at which discrete Kuramoto oscillators concentrate around the global equilibrium. In
doing this, we achieve a quantitative estimate in which the probability that oscillators concentrate
at the given rate tends to 1 as the number of oscillators increases. Among the essential steps in
our proof are (1) an entropy production estimate inspired by the formal Riemannian structure of
the space of probability measures, first introduced by Otto (2001); (2) a new quantitative estimate
on the instability of equilibria with antipodal oscillators based on the dynamics of norms of the
solution in sets evolving by the continuity equation; (3) the use of generalized local logarithmic
Sobolev- and Talagrand-type inequalities, similar to those derived by Otto and Villani (2000); (4)
the study of a system of coupled differential inequalities by a treatment inspired by Desvillettes and
Villani (2005). Since the Kuramoto–Sakaguchi equation is not a gradient flow with respect to the
Wasserstein distance, we derive such inequalities under a suitable fibered transportation distance.
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1. Introduction

In this paper, we quantify the rate of convergence to the global equilibrium for C 1 solu-
tions to the Kuramoto–Sakaguchi equation departing from generic initial data in the large
coupling strength regime, providing a first quantitative result in this context. As a by-
product, we derive a quantitative statistical estimate, on the rate of concentration for the
original agent-based Kuramoto model. Such a model was introduced by Kuramoto several
decades ago [36, 37] and is one of the paradigms to study collective synchronization phe-
nomena in biological and mechanical systems in nature. It has gained extensive attention
from the physics and mathematics communities; see [1,3,5,9,13,16,23,27,32,33,41,48,
50, 58].

The main motivation to perform our study on the Kuramoto–Sakaguchi equation is
threefold. First, this model has become a starting point for a broad family of models in
collective dynamics. Historically, many of the central analytical techniques developed to
study such models were first applied to the Kuramoto model and later generalized to the
rest of the field. Second, the Kuramoto model provides a concrete example of a gradi-
ent flow structure in which the energy functional is not convex. This lack of convexity
generates challenges to use the theory of gradient flows to derive rates of convergence.
Third, we are interested in quantifying the relaxation time of a non-deterministic event.
Specifically, in a large coupling strength regime, one expects relaxation of the particle
system to the global equilibrium with almost sure probability. However, examples can be
constructed such that relaxation fails for some well-prepared initial data.

As anticipated, in the case of identical oscillators, the Kuramoto–Sakaguchi equation
exhibits a gradient flow structure in the space of probability measures under the Wasser-
stein distance. Nowadays, it is well known that transportation distances between measures
can be successfully used to study evolutionary equations. More precisely, one of the most
surprising achievements of [35, 45, 46] has been that many evolutionary equations of the
form

@�

@t
D div.r�C �rV C �.rW � �//

can be seen as gradient flows of some entropy functional in the spaces of probability
measures with respect to the Wasserstein distance

W2.�; �/ WD

�
inf

2….�;�/

Z
Rd�Rd

jx � yj2 d

� 1
2

;

where the infimum ranges over all the possible transference plans, i.e.,

….�; �/ WD
®
 2 P .Rd �Rd / W �1# D � and �2# D �

¯
:

When such entropy functionals are convex with respect to the Wasserstein distance, this
interpretation allows entropy estimates and functional inequalities to be proved (see [57]
for more details on this area). Such tools, in turn, can be used to obtain convergence rates
and stability estimates of the corresponding equations.
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There are two main difficulties when one tries to use such a theory in the Kuramoto–
Sakaguchi equation. First, even in the identical case, as for the Kuramoto model, the
entropy functional associated with the equation does not satisfy the necessary convex-
ity hypothesis. Second, in the non-identical case, the Wasserstein gradient flow structure
of the equation is not available. On the other hand, the Kuramoto–Sakaguchi equation
has the virtue that the broad family of unstable equilibria is characterized easily. Thus, it
provides an ideal setting in which to develop techniques to attack the lack of convexity.

In this article, we show how we can circumvent the aforementioned two difficulties. On
the other hand, we adapt the entropy method developed by Desvillettes and Villani [19]
and we derive quantitative convergence rates for the particular non-convex case of the
Kuramoto–Sakaguchi equation (see [10–12, 17, 18, 25, 53] for further applications to the
Boltzmann equation and other related models). On the other hand, for such an equation,
we find appropriate local logarithmic Sobolev- and Talagrand-type inequalities that are
reminiscent of those obtained by Otto and Villani [47]. We hope that this provides insight
into how to attack those difficulties in more general situations.

In this section we will first introduce the model. Then we will recall the current state
of the art regarding the asymptotics of the model in a strong coupling strength regime.
Finally, we will state our main result, the proof of which will be the object of the rest of
the paper.

1.1. The Kuramoto model

The Kuramoto model governs the synchronization dynamics of N oscillators – each iden-
tified by its phase and natural frequency pair .�i .t/;!i / in T �R. Such dynamics is given
by the system 8̂̂<̂

:̂
P�i D !i C

K

N

NX
jD1

sin.�j � �i /;

�i .0/ D �i;0;

(1.1)

for i D 1; : : : ;N . The large crowd dynamics, N !1, is captured by the kinetic descrip-
tion, given by the Kuramoto–Sakaguchi equation, which governs the probability distribu-
tion of oscillators f .t; �; !/ at .t; �; !/ 2 RC � T �R:8<:

@f

@t
C

@

@�
.vŒf �f / D 0; .�; !/ 2 T �R; t � 0;

f .0; �; !/ D f0.�; !/; .�; !/ 2 T �R:
(1.2)

We denote the velocity field by vŒf �, that is,

vŒf �.t; �; !/ WD ! CK

Z
T

sin.� 0 � �/�.t; � 0/ d� 0; (1.3)

and we define

�.t; �/ WD

Z
R
f .t; �; !/ d!; g.!/ WD

Z
T
f .t; �; !/ d� D

Z
T
f0.�; !/ d�:
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Here, K is the positive coupling strength and measures the degree of the interaction
between oscillators, and � and g respectively describe the macroscopic phase density and
natural frequency distribution. The rigorous derivation from (1.1) to (1.2) was done by
Lancellotti [38] using Neunzert’s method [44].

1.2. The gradient flow structure and stationary solutions

The Kuramoto model in TN can be lifted to a dynamical system in RN . Van Hemmen
and Wreszinki [54] observed that by doing this the Kuramoto model can be formulated as
a gradient flow of the energy

V.‚/ D �
1

N

NX
jD1

!j �j C
K

2N 2

NX
k;jD1

.1 � cos.�j � �k//; (1.4)

under the metric of RN induced by the scaled inner product

hv;wiN D
v � w

N
: (1.5)

Here, ‚ D .�1; : : : ; �N /, v, and w belong to RN . Specifically, (1.1) solves the gradient
flow problem ´

P‚.t/ D �rNV.‚.t//;

‚.0/ D ‚0;
(1.6)

where rN denotes the gradient with respect to the scaled inner product. Let us also recall
that if we define the order parameters ‚ 7! r.‚/; �.‚/ by the relation

r.‚/ei�.‚/ WD
1

N

NX
kD1

ei�k ; (1.7)

then we have that the potential reads

V.‚/ D �
1

N

NX
jD1

!j �j C
K

2
.1 � r2.‚//; (1.8)

and the gradient slope takes the form

jrNV.‚/j
2
N D

1

N

NX
jD1

j!j �Kr.‚/ sin.�j � �.‚//j2: (1.9)

The main interest of the order parameter is that r.‚/ represents a measure of coherence
for the ensemble of oscillators. Specifically, when r.‚/ is close to 1, then all the phases
�i within ‚ tend to be synchronized around the same phase value. Moreover, using them
we can rewrite system (1.1) as

P�i D !i �Kr.‚/ sin.�i � �.‚//;
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for every i D 1; : : : ; N . Without loss of generality we may assume that the natural fre-
quencies are centered, i.e.,

1

N

NX
iD1

!i D 0: (1.10)

We observe that such a condition is not restrictive because we can always perform a linear
change of the reference frame to guarantee it. However, this condition is necessary to show
the existence of stationary states and we will assume it throughout the paper. In the sequel
we recall the conditions for a stationary state ‚1 D .�1;1; : : : ; �N;1/ with given order
parameters r1 WD r.‚1/ > 0 and �1 WD �.‚1/ to exist. Specifically, for such a ‚1
we must have rV.‚1/ D 0. Using (1.9), we readily obtain the necessary condition

max
1�j�N

j!j j � Kr1: (1.11)

By solving the algebraic equation on �j;1 according to the two branches of the sine func-
tion, we find that there must exist a partition ¹1; : : : ;N º D IC [ I� into two disjoint sets
of indices IC and I� such that

�j;1 D

8̂<̂
:
�1 C arcsin

� !j

Kr1

�
if j 2 IC;

�1 C � � arcsin
� !j

Kr1

�
if j 2 I�:

(1.12)

Note that IC describes phases around the order parameter �1, while I� stands for phases
near the antipode. Finally, in agreement with (1.7), r1 and �1 cannot be arbitrary. Indeed,
since we assume the centering condition (1.10) then by direct computation we find the
compatibility condition

1

N

X
j2IC

s
1 �

� !j

Kr1

�2
�
1

N

X
j2I�

s
1 �

� !j

Kr1

�2
� r1 D 0: (1.13)

Altogether, (1.11) and (1.13) provide the necessary and sufficient conditions for r1 and
�1 to admit an equilibrium, whose explicit form is given by (1.12). Note that the implicit
equation (1.13) does not always need to admit a solution and special configurations of
parameters are needed (e.g., I� D ; and large enough K; see [1, 16, 27]).

In the same spirit, the Hessian operator of the potential V is given by

hD2
NV.‚/v; viN D

K

N

NX
jD1

r cos.�j � �/jvj j2 �K
ˇ̌̌̌
1

N

NX
jD1

vj e
i�j

ˇ̌̌̌2
; (1.14)

where D2
NV denotes the Hessian operator with respect to the scaled inner product (1.5)

and v D .v1; : : : ; vN / is contained in RN . From this, after accounting for the rotational
invariance of the model, we deduce that the stable equilibrium corresponds to I� D ;
where there is no antipodal mass, so that, for every j D 1; : : : ; N ,

�j;1 D � C arcsin
� !j

Kr1

�
:
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Remark 1.1. When r D 0 there are plenty more equilibria. In the identical case it can be
shown that they are non-isolated even after accounting for rotational invariance.

For the Kuramoto–Sakaguchi equation, in the case of identical oscillators, the equation
enjoys a Wasserstein gradient flow structure (we refer the reader to [31, Appendix A]). In
the non-identical case, this structure is not strictly available. Nonetheless, in our analysis,
we use several techniques and objects inspired by the theory of gradient flows in the space
of probability measures. Similarly, if we consider the continuous version of the order
parameters

Rei� WD

Z
T�R

ei�f .t; �; !/ d� d!; (1.15)

equation (1.2) can be restated as8<:
@f

@t
C

@

@�
.!f �KR sin.� � �/f / D 0; .�; !/ 2 T �R; t � 0;

f .0; �; !/ D f0.�; !/; .�; !/ 2 T �R:

Without loss of generality, we can assume that g is centered as well, i.e.,Z
R
!g.!/ d! D 0: (1.16)

Again, this is a necessary condition for equilibria to exist and we will assume it throughout
the paper. As for the discrete system, we obtain analogous conditions like (1.11) and (1.13)
for an equilibrium f1 with given order parameters R1 and �1 to exist. Specifically, if
suppg � Œ�W;W �, then we have the necessary condition

W � KR1: (1.17)

In addition, there must exist a decomposition g D gCC g� with non-negative gC and g�

such that

f1.�; !/ D g
C.!/˝ ı#C.!/.�/C g

�.!/˝ ı#�.!/.�/; (1.18)

#C.!/ WD �1 C arcsin
� !

KR1

�
;

#�.!/ WD �1 C � � arcsin
� !

KR1

�
:

Recall that R1 and �1 are not arbitrary, but the following continuous version of the
compatibility condition (1.13) must hold true (see [42] and also [22, Section 1(b)]):Z

R

s
1 �

� !

KR1

�2
.gC.!/ � g�.!// d! �R1 D 0: (1.19)

Once again, (1.17) and (1.19) provide the necessary and sufficient conditions for R1
and �1 to admit an equilibrium, whose explicit form is given by (1.18). As will become
apparent later in the paper (see also [13]), the stable equilibria with R1 > 0 correspond
to the case g� D 0 where there is no antipodal mass.
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1.3. Statement of the problem and main results

By direct inspection of the Hessian of the energy (1.14), one can see that, in a large cou-
pling strength regime, out of all of the possible equilibria up to rotations, there is only
one that is stable. That is the equilibrium in which the Hessian operator is strictly posi-
tive on the subspace orthogonal to rotations. One expects that with probability 1, system
(1.1) should converge to such equilibria if the coupling strength is sufficiently large. This
phenomenon has been widely observed in numerical simulations, but it remained an open
problem for a long time. After some previous partial attempts, the most satisfying answer
was recently obtained in [34].

There have been many approaches in the literature to show the convergence of the
system to the critical points of (1.14) in the large coupling strength regime. Since stable
equilibria have oscillators contained within an interval of size less than � , convergence
results have been mainly addressed in the particular case where initial data is originally
confined to such a basin of attraction, namely a half-circle. Specifically, in [16, 27] a sys-
tem of differential inequalities was found for the phase and frequency diameter, which
yields the convergence of the system to a phase-locked state. Recall that (1.1) is a gra-
dient flow (1.6) governed by a potential energy (1.4). In [33, 39] the authors derived the
convergence to phase-locked states using Łojasiewicz’s gradient inequality for analytic
potentials [40] and it was used to obtain convergence rates (after some unquantified initial
time) in some particular cases where the Łojasiewicz exponent can be explicitly com-
puted. For general initial data along the whole circle, the literature is rare. One of the main
difficulties when trying to use standard theory from dynamical systems to show this is the
fact that critical points of (1.14) are not isolated (see Remark 1.1). The main contributions
in that direction are [28] and [34], but explicit convergence rates are not available. On the
one hand, in [28] the authors quantified a lower bound on the coupling strength guaran-
teeing convergence to the stable equilibrium departing from generic initial configurations.
Unfortunately, bounds were not sharp as they depended on the number N of particles.
Recently, those results were improved in [34] and N -independent bounds were derived.

In the continuum case (1.2), accumulation of oscillators in the opposite hemisphere of
the order parameter was excluded in [31]. Specifically, the authors found a mass concen-
tration phenomenon around the order parameter by obtaining invariant sets containing a
sufficiently large portion of the mass. The method of proof is related in spirit to the above
result [34] for the discrete model. However, convergence towards a stationary solution
was not yet established for generic initial data. See [13] for a particular proof when the
phase diameter is smaller than � . Additionally, see [5] for a description of the equilibrium
in the kinetic case, where a conditional convergence result is presented, without rates. To
date, regarding generic initial data, there are only arguments based on compactness that
do not give any bound on the rate of convergence. We remark that while [34] provides
N -independent estimates, that is not enough to lift the convergence to equilibrium to the
continuous equation. The main obstruction is that the only existing results in the literature
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on mean field limits for the Kuramoto model are either local in time [38] or uniform in
time for restricted initial data [30]. In addition, convergence rates in [34] are not explicit.

Our goal here is precisely to investigate the long-time relaxations of solutions to
the global equilibrium. We are interested in the study of rates of convergence for the
Kuramoto–Sakaguchi equation towards the stable equilibria from generic initial data in
the large coupling strength regime. Additionally, we wish to derive constructive bounds
for this convergence and use them to obtain quantitative information about the conver-
gence of the particle system to the global equilibria as well. There are several reasons why
one may be interested in explicit bounds on the rate of convergence. In particular, one
may look for the qualitative properties of solutions. More importantly, only after getting
convergence rates can we use the dynamics of the kinetic equations to deduce quantitative
statistical information about the particle system.

The first thing that one might be tempted to do is to apply linearization techniques
around the equilibria. This analysis has been done in [20–23], and is connected with the
methods in Landau damping. However, there is a fundamental reason not to be content
with that analysis, which has to do with the nature of linearization. Quoting Desvillettes
and Villani [19],

This technique is likely to provide excellent estimates of convergence only after
the solution has entered a narrow neighborhood of the equilibrium state, narrow
enough that only linear terms are prevailing in the equation. But by nature, it
cannot say anything about the time needed to enter such a neighborhood; the latter
has to be estimated by techniques which would be well-adapted to the non-linear
equation.

Here is where our contribution takes places, and this is why we will not rely on lin-
earization techniques. Instead, we will stick as close as possible to the physical mechanism
of entropy production. Our main result is here:

Theorem 1.1. Let f0 be contained in C 1.T � R/ and let g be compactly supported in
Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �; !/ to (1.2).
Then there exists a universal constant C such that if

W

K
� CR30; (1.20)

we can find a time T0 with the property that

T0 .
1

KR20
log
�
1CW 1=2

kf0k2 C
1

R0

�
; (1.21)

and
W2.f; f1/ . e�

1
40K.t�T0/

for every t in ŒT0;1/. Here, f1 is the unique global equilibrium of the Kuramoto–
Sakaguchi equation up to rotations (see Proposition 3.3).
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In the above theorem and throughout the rest of the paper, given two function h1 and
h2 involving the different parameters in our system, we say that h1 . h2 if there exists a
universal constant C such that h1 � Ch2. Since our argument is constructive, every time
we use such notation, we could compute C explicitly. Additionally, because we often deal
with absolutely continuous measures, by abuse of notation, we will sometimes use f to
denote the measure f dx.

As a direct consequence of our main theorem, we obtain the following quantitative
concentration estimate for the particle system, which complements the results in [34, The-
orems 3.2 and 3.3].

Corollary 1.1. Let �Nt be a sequence of empirical measures associated to solutions of
the particle system (1.1) starting at independent and identically distributed random initial
data with law f0 (see Section 6 for further details). Assume that f0, R0,K, andW satisfy
the hypotheses of Theorem 1.1 and letL be an interval with diameter 2=5 centered around
the phase �1 of the global equilibrium f1. Then there exists a positive time T0 satisfying
(1.21) and an integer N � with the property that

logN � .
1

R20
log
�
1CW 1=2

kf0k2 C
1

R0

�
;

and for any N � N � and any s contained in the intervalh
T0; T0 C

1

25K
log
� N
N �

�i
;

we can quantify the probability of mass concentration and diameter contraction of the
particle system with N oscillators. Indeed, we have

P
�
8t � s; 9LNs .t/ � T W LNs .s/ D L and (M)–(D) hold

�
� 1 � C1e

�C2N
1
2
:

Here, conditions (M) and (D) yield mass concentration and diameter contraction. More
precisely, such properties are given by

�Nt .L
N
s .t/ �R/ � 1 �

1

5
e�

1
20K.s�T0/ for every t in Œs;1/; (M)

diam.LNs .t// � max
°4
5
e�

K
20 .t�s/; 12

W

K

±
for every t in Œs;1/: (D)

Additionally, C1 and C2 are universal positive constants which could be explicitly com-
puted.

Remark 1.2. Throughout the paper, we will consider generic initial datum f0 in C 1 but
large coupling strength K satisfying condition (1.20) in Theorem 1.1. The large coupling
strength condition is necessary to guarantee convergence to global equilibrium given that
the Kuramoto–Sakaguchi equation exhibits a phase transition at a critical value of cou-
pling strength K D Kc ; see [15, 20, 22, 23, 37, 50–52].
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Notice that although initial data is generic, condition (1.20) depends on the degree of
(dis)order of the initial data so that the closerR0 is to zero, the largerK is. This has proven
a necessary condition in the particle system too; see Remark 3.4.

Moreover, since none of the constants in Theorem 1.1 depend on norms of the deriva-
tive of the solution, they cannot be recovered via scaling arguments and near equilibrium
analysis from works such as [20–23].

In fact, when our result is applied to the case of identical oscillators, that is, all the
oscillators have the same natural frequency, condition (1.20) can be completely removed
and the estimates on T0 and N � remain valid when one replaces the term W

1
2 kf0k2 with

the L2 norm of the initial distribution of phases.
Finally, notice that whenR0 is close to zero then bound (1.21) in Theorem 1.1 predicts

an infinitely large transient of time T0, which is required for the solution to enter the
concentration regime. This is not an artifact of the proof, but it is actually observed in the
particle system too; see Remark 3.5.

1.4. Ingredients of the proof

The proof of Theorem 1.1 is the first quantitative proof for the relaxation problem of the
solutions of the Kuramoto–Sakaguchi equation (1.2) with generic initial data in the large
coupling strength regime. It is intricate but rests on a few well-identified principles. Such
principles apply with a lot of generalities to many variants of the Kuramoto model. The
proof builds upon the following ingredients.

• A quantitative entropy production estimate inspired by the formal Riemannian cal-
culus of probability measures under the Wasserstein distance, which we address in
Sections 3.3 and 5. See [46] and also [31, Appendix A] for an overview in the con-
text of Kuramoto–Sakaguchi with identical oscillators. One form of this estimate was
originally presented in [31, Lemma 6.5], but we use a more refined version in this
work.

• A fibered Wasserstein distance W2;g presented independently in [43] and [49]. This
distance is well adapted to the non-linear problem. By using this distance, in Section
3.1 we will derive new logarithmic Sobolev- and Talagrand-type inequalities associ-
ated with it; see [47].

• A quantitative instability estimate excluding the equilibria with mass in the opposite
pole of the order parameter, which we derive in Section 4. One form of this estimate
was originally presented in [31, Corollary 6.2], but we use a more refined version in
this work.

• A quantitative emergence of attractor sets, which we derive in Section 4.1. Those sets
consist of arcs around the order parameter containing a significant portion of mass
which stays together through the evolution. This result is the natural continuous coun-
terpart of the recent result in [34] for the discrete system.
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• A new estimate on the norms of the solution on sets evolving by the flow of the con-
tinuity equation that allows us to propagate information along the different parts of
the system. We discuss these estimates in Section 4 and we use them in Section 4.2 to
control the L2 norm outside the attractors.

The above ingredients are directed at two main objectives, which will settle the basis
of the proof of Theorem 1.1 in Section 3.2. First, the second item above pursues a new
transportation–dissipation inequality adapted to the Kuramoto–Sakaguchi equation, which
involves the novel fibered distance W2;g and a generalized dissipation functional intrinsic
to the system. Conditioned to a concentration regime of phases around the order parameter,
the solution enters a “convexity area” and the functional inequality implies the conver-
gence to global equilibrium. Second, all other items will be used to precisely quantify the
phase concentration mechanism of the Kuramoto–Sakaguchi equation in the large cou-
pling strength regime, which will take the following explicit form.

Lemma 1.1. Assume that f0, R0, K, and W satisfy the hypotheses of Theorem 1.1, con-
sider the unique global-in-time classical solution f D f .t;�;!/ to (1.2), and set ˇD�=3.
Then there exists a positive time T0 verifying (1.21) such that

R.t/ �
3

5
and �.TnLC

ˇ
.t// � e�

1
20K.t�T0/ (1.22)

for every t in ŒT0;1/.

As discussed in Section 1.3, a weak version of this result was obtained in [31] without
an explicit control of the time T0, and without explicit rates. Since Lemma 1.1 is intricate
and requires introducing all the above machinery first, its proof will comprise the core of
this paper and we postpone it to Section 5.2.

For pedagogical reasons, before entering into the details of the proof, first we will
provide a summary of the strategy and this will be the objective of the next section.

2. Strategy

In this section we will describe the plan of the proof of Theorem 1.1, and the system of
differential inequalities upon which our estimates of convergence are based.

Two of the main features of our proof are the fact that it follows the intuition derived
from the mechanism of entropy production, and it is systematic. Additionally, it capitalizes
on the behavior observed in numerical simulations under a large coupling strength regime.

We will overcome three main difficulties. First, the order parameterR defined in (1.15)
is not monotonic and when it vanishes so does the mean-field force between particles.
Additionally, our description of the equilibria is only valid when it is positive. This diffi-
culty also plays an essential role in the particle system; see [28,34]. The second difficulty
is the fact that the Kuramoto–Sakaguchi equation tends to concentrate the density, which
produces exponential growth of the globalLp norms for p > 1. The third difficulty, related
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to the second one, is that a large family of equilibria with mass in the opposite hemisphere
of the order parameter appears in which the entropy production vanishes.

In the particle system (1.1), the potential function V plays the role of the entropy.
Consequently, since the particle system is a gradient flow (see (1.6)), we have

d

dt
V .‚.t// D �jrNV.‚.t//j

2
N :

Thus, we can see from this expression that when the particle system slope jrNV.‚.t//j2N
is large, then the potential function V.‚.t// should decrease locally. To quantify the rate
of increase of the slope, the starting point is the Hessian operator (1.14) of the energy
functional for the particle system. Such an expression implies thatD2

NV.‚.t// is bounded
from above (as a quadratic form) by Kr.‚.t//, that is,

hD2
NV.‚.t//v; viN � Kr.‚.t//jvj

2
N

for any .v1; : : : ; vN / in RN , which implies the differential inequality

�2Kr.‚.t//jrNV.‚.t//j
2
N �

d

dt
jrNV.‚.t//j

2
N � 2KjrNV.‚.t//j

2;

along solutions of the Kuramoto model (1.1). Notice that by (1.8),

V.‚.t//

K
and 1 � r2.‚.t//

are related up to lower-order terms that can be neglected thanks to condition (1.20).
Similarly, considering the time derivative of the above quantities, we have that the two
expressions

jrNV.‚.t//j
2
N

K
and

d

dt
r2.‚.t//

should also differ by a lower-order term that, again, can be controlled using (1.20). This
justifies that, in the large coupling strength regime, we indistinctly call d

dt
r2.‚.t// and

jrNV.‚.t//j
2
N the dissipation.

In the continuous case, those objects were extended to the setting of the Kuramoto–
Sakaguchi equation (1.2) with identical oscillators using the Riemannian structure for
the space of probability measures; see [31, Appendix A]. However, in the non-identical
case the Kuramoto–Sakaguchi equation (1.2) is not a Wasserstein gradient flow and this
presents an obstacle to try to use the above objects. By analogy, let us define the continuum
analog of the particles’ slope (1.9) given by

	Œf � WD

Z
T�R

.! �KR sin.� � �//2f d� d!: (2.1)

We will again call this quantity the dissipation. Indeed, notice that taking derivatives in
(1.15), one clearly obtains the following dynamics of the order parameters:

PR D �

Z
T�R

sin.� � �/.! �KR sin.� � �//f d� d!;

P� D
1

R

Z
T�R

cos.� � �/.! �KR sin.� � �//f d� d!:
(2.2)
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Using it, we will show, in Lemma 3.3, that dissipation and the time derivative of the order
parameter are again related up to lower-order terms that can be controlled by condition
(1.20), i.e.,

	Œf � �W 2
� K

d

dt
.R2/ � 3	Œf �CW 2:

Indeed, in Corollary 3.1 we show that we can again control the growth of the dissipation
in the continuous description in a similar way, namely,

�2KR	Œf � �
d

dt
	Œf � � 2K 	Œf �:

In Section 2.2, we will describe how this relationship, along with the principle of
entropy production discussed below in Section 2.1, can be used to provide a universal
lower bound on R.t/ of the form �R0, for some � in .0; 1/. In fact, we will show that by
making K sufficiently large we can make � as close to 1 as needed.

2.1. Displacement concavity and entropy production

We start by describing informally the entropy production principle in our context. Roughly
speaking, it will quantify the following fundamental fact:

If at some time t the system is far from the family of equilibria with positive order
parameter, then the order parameter will increase significantly in the next few
instants of time.

Before making it rigorous, we set some necessary notation that we will systematically
use throughout the paper. We define a dynamic neighborhood of the order parameter �
and its antipode as follows.

Definition 2.1. Given an angle ˛ in .0; �
2
/, we denote by LC˛ .t/ the interval (arc) in T

that is centered around �.t/, and has a diameter � � 2˛, that is,

LC˛ .t/ WD
�
�.t/ �

�

2
C ˛; �.t/C

�

2
� ˛

�
:

Similarly, we denote by L�˛ .t/ the interval (arc) in T of the same diameter that is centered
around the antipode �.t/C � , that is,

L�˛ .t/ WD
�
�.t/C

�

2
C ˛; �.t/C

3�

2
� ˛

�
:

In this way, LC˛ .t/ [ L
�
˛ .t/ is a neighborhood of the average phase and its antipode.

Also, here and throughout the rest of the paper, given a measurable set B � T we
define

�t .B/ WD

Z
B

�.t; �/ d�;
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and more generally,

�.A.t// WD

Z
A

�.t; �/ d�

for any time-dependent family of measurable sets t ! At .
Notice that by the explicit formula (1.18), all the possible equilibria in our analysis

have phase support confined to small arcs centered around � and its antipode � C � .
Indeed, by our assumption (1.20) on W

K
, the diameter of those arcs can be made arbitrarily

small. Therefore, we may fix any small value of ˛ as the size of the neighborhoodLC˛ .t/[
L�˛ .t/, containing the phase support of equilibria. For simplicity, we will set ˛ WD �

6

throughout the paper.
To appropriately formulate our entropy production principle, let us depart from our

dissipation functional (2.1). As for the particle system (1.9), notice that 	Œf � vanishes if,
and only if, f is an equilibrium. Hence, 	Œf � could be thought of as a natural measure of
how close a given f is to the family of equilibria (1.18). The starting point of the princi-
ple is the following control of the lateral mass outside the time-dependent neighborhood
LC˛ .t/ [ L

�
˛ .t/ by the dissipation functional (equivalently d

dt
R2):

�.TnLC˛ .t/ [ L
�
˛ .t// �

1

KR2 cos2.˛/
d

dt
R2 C

W 2

K2R2 cos2.˛/
: (2.3)

Such an inequality will be proven in Lemma 3.5 and provides relevant information on the
system. Specifically, notice that when f is sufficiently far from the family of equilibria
(i.e., it has enough mass outside LC˛ .t/[L

�
˛ .t/), then the dissipation 	Œf � is sufficiently

large. Consequently, the time derivative of R2 is large in this case as well, and this pro-
duces an entropy production of the system. The rigorous entropy production principle will
be obtained in Lemma 3.2 and will quantify the exact gain in the order parameter. In a
nutshell, if at some time t0 � 0 and for some � 2 .0; 1/ we have

R.t0/ � �R0; PR.t0/ �
K

4
�3R30 cos2.˛/;

then there must exist some 0 < d � 1
3KR0 log10 so that

R2.t0 C d/ �R
2.t0/ �

1

40
�4R30: (2.4)

The growth estimate (2.4) was partially anticipated in the previous work [31, Lemma
6.5]. However, our strengthened version in Lemma 3.2 better fits the approach in this
paper.

2.2. Small dissipation regime and lower bounds on the order parameter

When the dissipation is large, the above entropy production principle quantifies the gain
of the order parameter in the next few instants of time. Regarding the reverse regime with
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small dissipation, Lemma 3.5 will show that when PR is below a critical threshold, we
achieve the following differential inequality:

d

dt
R2 >

K

2

�
�R3 C

h
�R0 C

3

5
.1 � �/R0

i
R2 �

3

5
.1 � �/�2R30

�
; (2.5)

which holds in any time interval Œt1; t2� such that

PR.t/ �
K

4
�3R30 cos2.˛/ in Œt1; t2�:

Estimate (2.3) will be crucial to derive the lemma. Additionally, note that the right-hand
side of (2.5) vanishes when R D �R0. In Corollary 3.6, we will combine this inequality
with the above entropy production in Lemma 3.2 to quantify a universal lower bound
R.t/ � �R0 on the order parameter.

2.3. Instability of the antipodal equilibria

The main obstacle to use the above entropy production estimate to show the convergence
to the global equilibrium is the fact that it does not exclude the possibility that PR may
vanish or alternate signs over long periods. To overcome such a difficulty, we need to
quantify the instability of the antipodal equilibrium, which roughly speaking states the
following:

If the system is eventually close enough to a critical point and such a critical
point has mass in the opposite hemisphere of the order parameter, then the system
would depart from such equilibria and mass will leave the opposite hemisphere
exponentially fast.

To quantify this instability, let us first introduce some necessary notation. We consider
a smooth regularization of the characteristic function of L�˛ .t/ as

��˛;ı0.�/ D �˛;ı0.� � � � �/;

where ı0 > 0 is a small fixed parameter and �˛;ı0 is a smooth regularization of the char-
acteristic function of Œ�.�

2
� ˛/; .�

2
� ˛/�, namely,

�˛;ı0.r/ WD

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

1 if jr j �
�

2
� ˛;

1

1C exp
�

2jrj�.��2˛Cı0/
. �2 �˛Cı0�jrj/.jrj�

�
2C˛/

� if
�

2
� ˛ � jr j �

�

2
� ˛ C ı0;

0 if jr j �
�

2
� ˛ C ı0:

(2.6)

As for ˛, we can take ı0 as small as desired (e.g., ı0 D 1=2). For notational simplicity we
will set

�˛ WD �˛;1=2 and ��˛ WD �
�
˛;1=2:
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Additionally, we will use the notation

f 2t .B/ WD

Z
A

f 2.t; �; !/ d� d!

for any measurable set B � T and, more generally,

f 2.'/ WD

Z
'.t; �; !/f 2.t; �; !/ d� d!

for any function 'WRC � T � R! R. Bearing all the above notation in mind, the main
inequality quantifying the instability of equilibria with antipodal mass reads

d

dt
f 2.��˛ .t// � �KR sin.˛/f 2.��˛ .t//

C 4Kf 2t .T /
hW
K
C

s
2 PR

KR
C

1

R2
W 2

K2
�R cos.˛/

iC
:

Although this inequality is a variant of an estimate previously introduced in [31, Corollary
6.2], we prove it in Proposition 4.1 because it better fits the approach in this paper.

Notice that when the system is close enough to an equilibrium so that the dissipation
is below a critical threshold, the second term of this inequality vanishes and, indeed, it
establishes the instability of equilibria with antipodal mass. However, when one tries to use
such an inequality to quantify the convergence rates, but the dissipation is not sufficiently
small, one sees that the term f 2t .T / represents an obstacle. Specifically, it stands to reason
that one can produce examples in which f 2t .T / grows exponentially fast because the
Kuramoto–Sakaguchi equation concentrates mass. We solve this difficulty by adopting
a Lagrangian viewpoint in which we analyze norms of the solution along sets evolving
according to the continuity equation. That is the content of the next section.

2.4. Sliding norms

The key ingredient that allows us to relate the different functionals appearing in our esti-
mates is the notion of sliding norms along the flow of the continuity equation. For this
purpose, let Xt0;t .�; !/ D .‚t0;t .�; !/; !/ denote the forward flow map, that is,8<:

d

dt
Xt0;t .�; !/ D .vŒf �; 0/;

Xt0;t0.�; !/ D .�; !/;

associated to the continuity equation (1.2) for any t; t0 � 0.
For any measurable set A � T�R, we will denote the image Xt0;t .A/ by At0;t , For

simplicity, when considering a time-dependent set A.t/, we will use the notation A.t0/t to
denote A.t0/t0;t . Additionally, given a measurable set B � T , we will use Bt0;t to denote
the projection of .B � Œ�W;W �/t0;t into T . Again, if B.t/ is a time-dependent set in T ,
we will use B.t0/t to denote B.t0/t0;t .
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Now we are a position to state our sliding norm estimate which is given by

d

dt
f 2.At0;t / � KR

�
sup

.�;!/2At0;t

cos.� � �.t//
�
f 2.At0;t /;

and holds for any measurable set A � T �R. We prove this inequality in Lemma 4.1. To
use this inequality effectively, one must obtain a control on the dynamics of sets evolving
according to the characteristic flow, both in the large and small dissipation regimes. We
perform this analysis in Sections 4.1 and 4.2.

2.5. The system of differential inequalities

All the above-mentioned bounds lead to a system of coupled differential inequalities and
functional inequalities. For convenience, let us recast it explicitly here:

d

dt
f 2.At0;t / � KR

�
sup

.�;!/2At0;t

cos.� � �.t/
�
f 2.At0;t /; (2.7)

� 2KR	Œf � �
d

dt
	Œf � � 2K 	Œf �; (2.8)

	Œf � �W 2
� K

d

dt
R2 � 3	Œf �CW 2; (2.9)

d

dt
f 2.��˛ .t// � �KR sin.˛/f 2.��˛ .t//

C 4Kf 2t .T /
hW
K
C

s
2 PR

KR
C

1

R2
W 2

K2
�R cos.˛/

iC
; (2.10)

d

dt
R2 > K

�
�R3 C

h
�R0 C

3

5
.1 � �/R0

i
R2 �

3

5
.1 � �/�2R30

�
; (2.11)

where the first inequality holds for any measurable set A � T � R, the last inequality
holds in any interval Œt1; t2� satisfying the hypotheses of Lemma 3.5, and all of the other
inequalities above hold for every t in Œ0;1/.

The goal of such a system is to prove our main Lemma 1.1 by providing explicit
bounds on the time T0 and explicit rates of phase concentration. As we discuss next in
Section 2.6, this information is crucial to prove our main Theorem 1.1. To achieve this,
we use two main components. On the one hand, we study the dynamics of sets along the
characteristic flow in Section 4. On the other hand, we recover the general entropy method
developed in [19] and adapt it to our setting; see also [10–12, 17, 18, 25, 53] for applica-
tions to other models. The argument is described in detail in Section 5 and it consists in
performing a subdivision into time intervals subordinated to different scales of values of
the order parameter. Such intervals are classified into intervals where the dissipation is
above and below a certain threshold. If the dissipation is large on an interval, we use the
lower bound (2.8) in the form of our entropy production estimate to quantify the increase
of the order parameter. Conversely, if the dissipation is small, we use (2.10) to quantify
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the departure of the system from the family of equilibria with antipodal mass. To do this
effectively, we communicate information between the different regimes using inequality
(2.7) and our analysis on the dynamics of sets from Sections 4.1 and 4.2.

2.6. Local displacement convexity and Talagrand-type inequalities

This part comprises the second main component which, together with Lemma 1.1, settles
the basis for the proof of our main Theorem 1.1. Note that at the particle level, we see
that the Hessian operator (1.14) is positive definite in the subspace orthogonal to rotations
whenever the oscillators are strictly contained in a suitable interval. As mentioned in Sec-
tion 1, the classical theory of gradient flows allows convergence rates towards equilibrium
to be derived when the energy is strictly convex. Thus, once the mass enters exponentially
fast to the region of convexity after T0 according to Lemma 1.1, one may hope to recover
such a convergence result for our system. Indeed, inspired by the arguments in [47] where
the authors prove the logarithmic Sobolev and Talagrand inequalities, we derive analogous
inequalities that yield the exponential convergence result and uniqueness of the global
equilibrium. Since our system is not a Wasserstein gradient flow, we derive such inequal-
ities for a fibered transportation distance W2;g , which is well adapted to the non-linear
problem. The proofs of these inequalities are the content of the next section.

3. Functional inequalities and a fibered Wasserstein distance

As discussed before, the proof of Theorem 1.1 will be split into two distinguished
parts that capture two qualitatively different features of the dynamics of the Kuramoto–
Sakaguchi equation (1.2). First, recall that from many preceding works (see, e.g., [5, 13,
31]) it is apparent that the entropy functional of the equation does not satisfy the necessary
convexity properties for the classical theory of gradient flows to work and show conver-
gence towards the global equilibrium. Thus, we need to prove, using different tools, that
the dynamics of the equation itself drives the system towards an appropriate “convex-
ity area” exponentially fast after some quantified time T0 > 0. This is the content of
Lemma 1.1, where such a convexity area is described by a dynamic neighborhood of
the order parameter �. The proof of this result is postponed to forthcoming sections and
becomes the cornerstone of this paper.

We devote this part to studying the other main feature of the dynamics, assuming that
Lemma 1.1 holds. Specifically, we show that although the system is not a Wasserstein gra-
dient flow, the generalized dissipation functional that was introduced in (2.1) satisfies an
appropriate Hessian-type inequality after the solution has entered into the concentration
regime quantified in Lemma 1.1. The final step is inspired in [47] by the derivation of the
logarithmic Sobolev and Talagrand inequalities for gradient flows in Wasserstein space.
Indeed, we will show that despite the fact that our system is not a Wasserstein gradient flow
due to the presence of heterogeneities introduced by !, some dissipation–transportation
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inequality still can be achieved for an adequate distance on the space of probability mea-
sures. Such an inequality, along with the exponential decay of the dissipation, guarantees
the exponential convergence to the global equilibrium in Theorem 1.1.

To start, we first study the dynamics of the dissipation functional (2.1) along the flow
of the Kuramoto–Sakaguchi equation.

Theorem 3.1. Assume that f0 is contained in C 1.T �R/ and g is compactly supported
in Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �;!/ to (1.2).
Then

d

dt
	Œf � D �K

Z
T2�R2

�
.! �KR sin.� � �// � .!0 �KR sin.� 0 � �//

�2
� cos.� � � 0/f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0:

Proof. Taking derivatives in the dissipation functional yields the decomposition

d

dt
	Œf � D I1 C I2;

where each of the terms takes the form

I1 WD 2

Z
T�R

.! �KR sin.� � �//.�K PR sin.� � �/CKR cos.� � �/ P�/f d� d!;

I2 WD

Z
T�R

.! �KR sin.� � �//2@tf d� d!:

Let us use (2.2) and substitute the formulas for PR and P� in each term. By doing this, we
get

I1 D 2K

Z
T2�R2

.! �KR sin.� � �//.!0 �KR sin.� 0 � �//

� .sin.� � �/ sin.� 0 � �/ � cos.� � �/ cos.� 0 � �//

� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

D 2K

Z
T2�R2

.! �KR sin.� � �//.!0 �KR sin.� 0 � �// cos.� � � 0/

� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0 (3.1)

and

I2 D

Z
T�R

@� Œ.! �KR sin.� � �//2�.! �KR sin.� � �//f d� d!

D �2K

Z
T�R

.! �KR sin.� � �//2R cos.� � �/f d� d!;

where we have used the Kuramoto–Sakaguchi equation (1.2) and integration by parts.
Notice that by definition of the order parameter (1.15), we obtain

R cos.� � �/ D
Z

T�R
cos.� � � 0/f .t; � 0; !0/ d� 0 d!0: (3.2)
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Using this identity in the above formula for I2 implies

I2 D �2K

Z
T2�R2

.! �KR sin.� � �//2 cos.� � � 0/

� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0: (3.3)

Let us now change variables .�; !/ with .� 0; !0/ in (3.3) and take the mean value of both
expressions for I2. Since the cosine is an even function, we equivalently write

I2 D �K

Z
T2�R2

..! �KR sin.� � �//2 C .!0 �KR sin.� 0 � �//2/

� cos.� � � 0/f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0: (3.4)

Finally, putting (3.1) and (3.4) together and completing the square yields the desired result.

As a consequence of the previous theorem, we obtain the following quantitative behav-
ior of the dissipation.

Corollary 3.1. Assume that f0 is contained in C 1.T �R/ and g is compactly supported
in Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �;!/ to (1.2).
Then

� 2KR	Œf � �
d

dt
	Œf � � 2K 	Œf � (3.5)

for all t � 0. In particular,

	Œf �.t0/e
�2K

R t
t0
R.s/ ds

� 	Œf �.t/ � 	Œf �.t0/e
2K.t�t0/

for all t � t0 � 0.

Proof. Note that the second chain of inequalities follows from integration of (3.5) with
respect to time. Then we focus on the proof of (3.5), which we divide into two steps
associated with the upper bound and lower bound respectively.

Step 1: Upper bound. Using Theorem 3.1 and bounding cos.� � � 0/ by 1, we achieve the
following upper bound for the derivative of the dissipation functional along f :

d

dt
	Œf � �

Z
T2�R2

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

D 2K

Z
T�R

.! �KR sin.� � �//2f d� d!

� 2K

�Z
T�R

.! �KR sin.� � �//f d� d!
�2
:

Using definition (1.15) of R and � along with assumption (1.16), we clearly obtain that
the second term vanishes and we conclude the upper bound.
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Step 2: Lower bound. Again, we will use Theorem 3.1 and expand the square to obtain

d

dt
	Œf � D �2K

Z
T2�R2

.! �KR sin.� � �//2 cos.� � � 0/

� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

C 2K

Z
T2�R2

.! �KR sin.� � �//.!0 �KR sin.� 0 � �// cos.� � � 0/

� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

D �2KR

Z
T�R

.! �KR sin.� � �//2 cos.� � �/f d� d!

C 2K

ˇ̌̌̌Z
T�R

.! �KR sin.� � �//ei.���/f d� d!
ˇ̌̌̌2

� �2KR

Z
T�R

.! �KR sin.� � �//2f d� d!;

where in the second identity we have used (3.2) while in the last inequality we have
bounded cos.� � � 0/ by 1 and we have neglected the non-negative term. Hence, the desired
result follows.

3.1. A fibered Wasserstein distance and relation to dissipation

In this section we introduce a Wasserstein-type distance in the product space T � R that
will play an essential role in the aforementioned dissipation–transportation inequality.
This metric is constructed through a gluing procedure of the standard quadratic Wasser-
stein distance in T between conditional probabilities at any fiber ! 2 R. Since it behaves
in a fiberwise way, we call it the fibered quadratic Wasserstein distance. For the conve-
nience of the reader, we recall it here and introduce some of the main properties that will
be used throughout the paper. See also [43, 49] for further details.

Definition 3.1 (Fibered quadratic Wasserstein distance). Consider any probability mea-
sure g 2 P .R/ and let us define the closed subset of those probability measures T � R
whose !-marginal agrees with g, i.e.,

Pg.T �R/ WD
®
� 2 P .T �R/ W .�� /#� D g

¯
:

We define the fibered quadratic Wasserstein distance on Pg.T �R/ as

W2;g.�; �/ WD

�Z
R
W2.�.�j!/; �.�j!//

2 d!g

�1=2
(3.6)

for any �; � 2 Pg.T � R/. Here, we denote the family of conditional probabilities (or
disintegrations) of � with respect to the fiber ! 2 R as

! 2 R 7! �.�j!/ 2 P .T /;
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which is a Borel-measurable function defined by the formulaZ
T�R

'.�; !/ d.�;!/� D

Z
R

�Z
T
'.�; !/ d��.�j!/

�
d!g

for any test function ' 2 Cb.T �R/.

As for the classical quadratic Wasserstein distance, this distance also admits an equiv-
alent Benamou–Brenier representation (see [4]), which can be obtained by gluing the
corresponding representations at any fiber.

Proposition 3.1. Consider g 2 P .R/ and let f 1; f 2 2 Pg.T � R/. For g-a.e. value of
! 2 R, let us consider some Wasserstein geodesic � 2 Œ0; 1� 7! h� .�j!/ 2 P .T / that joins
the conditional probabilities with respect to !, that is,

h�D0.�/ D f
1.�j!/ and h�D1.�/ D f

2.�j!/:

This is an absolutely continuous family with respect to the Wasserstein distance on T and
it has an associated family of potentials � 2 Œ0; 1� 7!  � .�; !/ so that8̂<̂

:
@

@�
h� .�j!/C div� .r� � .�; !/h� .�j!// D 0;

@

@�
 � .�; !/C

1

2
jr� � .�; !/j

2
D 0;  �D0.�; !/ D  0.�; !/;

(3.7)

for some d2

2
-concave function � 0 with respect to � , in the distributional/viscosity sense.

Then the following identity holds true:

W2;g.f
1; f 2/2 D

Z 1

0

Z
T�R
jr� � j

2 dh� d�; (3.8)

where we denote by h� the measure that can be recovered from the conditional probabil-
ities h� .�j!/ with marginal g, that is, for any test function ' 2 Cb.T � R/ the following
disintegration formula holds:Z

T�R
'.�; !/ dh� D

Z
R

�Z
T
'.�; !/ d�h� .�j!/

�
d!g:

Since the proof is a simple gluing procedure applied to the classical result for the
quadratic Wasserstein distance, we skip it. The interested reader may want to get further
details from [4] and the textbooks [2] and [57, Chapter 13].

Remark 3.1. The second equation in (3.7) is called the Hamilton–Jacobi equation, and
using it we observe that (3.8) can be restated as

W2;g.f
1; f 2/2 D

Z
T�R
jr� � j

2h� d� d! (3.9)

for every � 2 Œ0; 1�. This suggests that such Wasserstein geodesics have constant speed.



On the trend to global equilibrium for Kuramoto oscillators 653

An interesting fact is that this new fibered quadratic Wasserstein distance and the clas-
sical quadratic Wasserstein distances in P2.T �R/ are appropriately ordered. Before we
state the relation, let us remark on the following fact.

Remark 3.2. The classical quadratic Wasserstein distance W2 in P2.T � R/ is defined
as the transportation cost associated with the standard Riemannian distance in the product
space T �R. That is, W2 is defined by

W2.�
N
0 ; f0/ D

�
inf

2….�N0 ;f0/

Z
T2�R2

.d.�; � 0/2 C .! � !0/2/ d

�1=2
for any �; � 2 P2.T � R/. Here, d.�; � 0/ denotes the canonical Riemannian distance
between any two points � and � 0 in T .

For our purposes, such a distance is not appropriate as it is not dimensionally correct.
Indeed, � and ! have different physical units and considering W2 causes problems in
deriving the asymptotic behavior of solutions.

The above remark suggests considering the following correction of the classical qua-
dratic Wasserstein distance in P2.T �R/.

Definition 3.2 (Scaled quadratic Wasserstein distance). Let us consider the scaled Rie-
mannian distance on the product space T �R, i.e.,

dK..�; !/; .�
0; !0// D

�
d.�; � 0/2 C

.! � !0/2

K2

� 1
2
:

We define the scaled quadratic Wasserstein distance on P2.T � R/ by the transportation
cost associated with the above scaled Riemannian distance, that is,

SW2.�
N
0 ; f0/ D

�
inf

2….�;�/

Z
T2�R2

�
d.�; � 0/2 C

.! � !0/2

K2

�
d

�1=2
for any �; � 2 P2.T �R/.

We are now ready to state the relation between SW2 and W2.

Proposition 3.2. Consider g 2 P2.T /. Then we obtain

SW2.�; �/ � W2;g.�; �/

for any �; � 2 Pg.T �R/. In particular, we have

W2.�; �/ � W2;g.�; �/:

Proof. Consider for g-a.e. ! 2 R the optimal coupling 0;! 2….�.�j!/; �.�j!// between
the conditional probabilities �.�j!/ and �.�j!/. Then we can construct the probability
measure  2 P .T2 �R2/ given by

 WD 0;!.�; �
0/˝ ı!.!

0/˝ g.!/: (3.10)



J. Morales and D. Poyato 654

Let us see first that it defines a transference plan, that is,  2….�;�/. To this end, consider
any test function ' 2 Cb.T �R/ and note thatZ

T�R
' d.�;!/.�.�;!/#/ D

Z
T2�R2

'.�; !/ d.�;� 0/0;! d!0.ı!/ d!g

D

Z
T2�R

'.�; !/ d.�;� 0/0;! d!g

D

Z
T�R

'.�; !/ d� .��#0;!/ d!g

D

Z
T�R

'.�; !/ d��.�j!/ d!g D

Z
T�R

' d.�;!/�:

Then �.�;!/# D �. Similarly, note thatZ
T�R

' d.� 0;!0/.�.� 0;!0/#/ D

Z
T2�R2

'.� 0; !0/ d.�;� 0/0;! d!0.ı!/ d!g

D

Z
T2�R

'.� 0; !/ d.�;� 0/0;! d!g

D

Z
T�R

'.� 0; !/ d� 0.�� 0#0;!/ d!g

D

Z
T�R

'.� 0; !/ d� 0�.�j!/ d!g D

Z
T�R

' d.� 0;!0/�:

Then we also recover �.� 0;!0/# D �. Also note that, by definition,

W2;g.�; �/
2
D

Z
R�T2

d.�; � 0/2 d.�;� 0/0;! d!g D

Z
T2�R2

d.�; � 0/2 d..�;!/;.� 0;!0//

D

Z
T2�R2

dK..�; !/; .�
0; !0// d..�;!/;.� 0;!0// � SW2.�; �/

2;

where the extra term that has been added in the second line vanishes because of the pres-
ence of ı!.!0/ in (3.10).

Indeed, the scaled and fibered Wasserstein distances are strictly ordered.

Remark 3.3. Consider the empirical measures

� WD
1

2
.ı.�1;!1/ C ı.�2;!2// and � WD

1

2
.ı.�2;!1/ C ı.�1;!2//

for some �1; �2 2 T and !1; !2 2 R. Notice that

�!#� D �!#� D
1

2
.ı!1 C ı!2/ DW g;

thus, �; � 2 Pg.T �R/. Finally, for "� WD d.�1; �2/ and "! WD j!1 � !2j it is clear that

W2;g.�; �/
2
D "2� and SW2.�; �/

2
D

1

K2
min

°
"2� ;

"2!
K2

±
:
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Consequently, we obtain

SW2.�; �/ < W2;g.�; �/ if
"!

K
< "� ;

SW2.�; �/ D W2;g.�; �/ if
"!

K
� "� :

We are now ready to state the main relation between this fibered transportation distance
(3.6) and the dissipation functional (2.1).

Lemma 3.1. Assume that f0 is contained in C 1.T �R/ and g is compactly supported in
Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �; !/ to (1.2).
Then

d

ds

1

2
W2;g.ft ; fs/

2
� 	Œf �

1
2W2;g.ft ; fs/

for every t � 0 and almost every s � 0.

A similar result was explored in [49, Theorem 4.4]. There, the author used the defini-
tion of W2;g in (3.6) for general measures that may enjoy atoms eventually. In this result,
we sketch a simpler proof that uses the representation formula of the derivative of Wasser-
stein distance for absolutely continuous measures; see [2, Theorem 8.4.6], [57, Theorem
23.9].

Proof of Lemma 3.1. Since f satisfies the Kuramoto–Sakaguchi equation (1.2), then each
conditional probability with respect to ! 2 T verifies the continuity equation

@

@t
f .� j!/C div�

�
.! �KR sin.� � �//ei�f .� j!/

�
D 0

for all t � 0 and � 2 T . That is, the disintegrations themselves are driven by the tangent
transport field

� 2 T 7! v!t .�/ WD .! �KR sin.� � �//ei� :

Since f is smooth, it is clear that the family s 2 Œ0;C1/ 7! fs.�j!/ is locally absolutely
continuous with respect to the quadratic Wasserstein distance on T . This clearly guaran-
tees that the following function is also locally absolutely continuous:

s 2 Œ0;C1/ 7! W2.ft .�j!/; fs.�j!//
2

for every ! 2 suppg; see [2, Theorem 8.4.6] or [57, Theorem 23.9]. In particular, we can
take derivatives almost everywhere and obtain the formula

d

ds

1

2
W2.ft .�j!/; fs.�j!//

2
D �

Z
T
hv!s .�/;r 

s;t
�D0.�; !/ifs.� j!/ d� (3.11)

for almost every t � 0, where the family � 2 Œ0; 1� 7! .h
s;t
� ;  

s;t
� / has been chosen accord-

ing to (3.7) so that it represents a Wasserstein geodesic joining the conditional probabilities
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of fs to those of ft . By the dominated convergence theorem, we can then show that the
following function is also absolutely continuous:

s 2 Œ0;C1/ 7! W2;g.ft ; fs/
2:

Integrating by parts and using (3.11) we obtain

d

ds

1

2
W2;g.ft ; fs/

2
D �

Z
T�R
hv!s .�/;r 

s;t
�D0.�; !/ifs.� j!/g.!/ d� d!

D �

Z
T�R
hv!s .�/;r 

s;t
�D0.�; !/ifs.�; !/ d� d!: (3.12)

Using the Cauchy–Schwarz inequality in (3.12) along with the definition of the dissipation
functional (2.1) and the representation of the fibered quadratic Wasserstein distance in
Proposition 3.1 we obtain

d

ds

1

2
W2;g.ft ; fs/

2
� 	Œf �

1
2W2;g.ft ; fs/

for almost every s � 0. Hence, the desired result follows.

As a direct consequence of the above lemma, we obtain the following dissipation–
transportation inequality.

Corollary 3.2. Assume that f0 is contained in C 1.T �R/ and g is compactly supported
in Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �;!/ to (1.2).
Then

W2;g.ft ; fs/ �

Z s

t

	Œf� �
1=2 d� for all s � t :

3.2. Convergence and uniqueness of the global equilibria

In this section we will prove the main Theorem 1.1 on convergence to the global equilibria
in the large coupling strength regime. Before we proceed with the proof, let us first show
that such an equilibrium is indeed unique up to phase rotations. We remark that this result
is already known in the literature.

On the one hand, the direct classical proof follows from the characterization of equi-
libria f1 with R1 > 0 in Section 1.2. Specifically, assume diam.supp� f1/ < � and
supp g � Œ�W;W �. Then g� D 0 in (1.18), meaning that there is no antipodal mass, and
the compatibility conditions (1.17) and (1.19) reduce to

F.R1/ WD K

Z 1

�1

p

1 � s2g.KR1s/ ds � 1 D 0; R1 2
hW
K
; 1
i
:

We note that F is a continuous function and it verifies

F.1/ � K

Z 1

�1

g.Ks/ ds � 1 D 0; F
�W
K

�
D
K

W

Z W

�W

r
1 �

� !
W

�2
g.!/ d! � 1:
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In addition, we have limW
K!0

C F.
W
K
/ D C1. Hence, in the large coupling strength

regime there must exist at least one R1 > 0 solving the above implicit equation, which
determines a stationary state f1 via (1.18). The uniqueness of the equilibrium (up to phase
rotations) is clear by virtue of the strict monotonicity of F . Specifically, by differentiation
and integrating by parts we have

F 0.R1/ D �K
2

Z
R

s
1 �

� !

KR1

�2
g.!/ d! �

1

R31

Z
R

!2q
1 � . !

KR1
/2
g.!/ d! < 0:

On the other hand, an indirect proof follows from [13], where the authors derived
a strict contractivity estimate for an appropriately modified Wasserstein distance zWp in
P2.Œ0; 2�/ � R/ along any couple of solutions lying in the above region of convexity
(oscillators confined to a half-circle). Such an estimate yields uniqueness of equilibria and
relaxation to equilibria at once, provided that initial data belong to the basin of attraction
and coupling strength is large enough. We remark that the geometry of T was disregarded
in that result when defining zWp . Namely, the geometry of T decreases the transportation
cost of mass between phases separated by distances larger than � (when viewed in the
real line), so that zW2 becomes strictly larger than our proposed fibered distance W2;g .

For self-consistency of our presentation, we provide an alternative proof that exploits
our proposed fibered distance W2;g and is based on a similar convexity property. It does
not exploit the explicit structure of equilibria so that the method of proof could be inter-
esting on its own to address other settings with less suitable algebraic structure. We leave
the full study of similar strict contractivity of W2;g as in [13] to future works.

Proposition 3.3. Let f1 and f 01 be stationary measure-valued solutions to (1.2) and
assume that they have the same distribution g of natural frequencies, and diam.supp� f1/
and diam.supp� f

0
1/ are smaller than �=2. Then they agree up to phase rotations, that is,

there exists a constant c 2 R such that

f 01.�; !/ D f1.� � c; !/:

Proof. For any c 2 R we consider the rotation operator in the variable � ,

Tc Œf
0
1�.�; !/ WD f

0
1.� � c; !/;

and define the optimization problem

min
c2R

W2;g.f1; Tc Œf
0
1�/

2: (3.13)

The minimum of (3.13) exists from straightforward arguments and will be achieved at
some c D c0 2 R. Without loss of generality, let us assume that c0 D 0. Indeed, otherwise
we can replace f 01 with Tc0 Œf

0
1� and it does not change the thesis of this result. On the

one hand, let us consider the continuity equation8<:
@

@s
f 0s C div� .ei�f 0s / D 0;

f 0sD0 D f
0
1;

(3.14)
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whose solution clearly describes the above family of phase shifts, namely f 0s D TsŒf
0
1�.

Since W2;g.f1; f 01/ minimizes problem (3.13), we obtain a critical value at s D 0, i.e.,

d

ds

ˇ̌̌
sD0

W2;g.f1; f
0
s /
2
D 0: (3.15)

Let us write down condition (3.15) more explicitly. Indeed, consider a Wasserstein geo-
desic that joins the conditional probability f 01.�j!/ to f 0s .�j!/ and represents it through a
family

� 2 Œ0; 1�! .hs� ;  
s
� / with

hs�D0.�j!/ D f
0
1.�j!/;

hs�D1.�j!/ D f
0
s .�j!/;

(3.16)

as in (3.7) in Proposition 3.1. Here, although (3.7) holds only in the viscosity/distribution
sense, this fact can be handled nowadays by standard regularization arguments; we refer
the reader to [57, Chapter 13]. (In particular, our dissipation functional 	Œf � is continuous
with respect to W2;g which makes it well behaved with respect to regularizations.)

Now observe that, by construction, f 0s .�j!/ verifies the continuity equation (3.14) that
is driven by the trivial tangent transport field � 2 T 7! ei� . Then, using the same ideas as
in the proof of Lemma 3.1 (see [2, Theorem 8.4.6] or [57, Theorem 23.9]), we obtain

d

ds

ˇ̌̌
sD0

1

2
W2.f1.�j!/; f

0
s .�j!//

2
D

Z
T
hei� ;r� 

sD0
�D1.�; !/i d�f

0
1.�j!/

for almost every s � 0. Taking integrals in ! against g and using (3.15) we obtainZ
T�R
hei� ;r� 

sD0
�D1i d.�;!/f

0
1 D 0:

Indeed, using the equations for hsD0� and 'sD0� in (3.7), it is clear that the above impliesZ
T�R
hei� ;r� 

sD0
� i d.�;!/h

sD0
� D 0 (3.17)

for every � 2 Œ0; 1�. On the other hand, by hypothesis f1 and f 01 verify the (stationary)
Kuramoto–Sakaguchi equation (1.2), that is,

@

@t
f1 C div�

�
.! �KR1 sin.� � �1//ei�f1

�
D 0;

@

@t
f 01 C div�

�
.! �KR01 sin.� � �01//e

i�f 01
�
D 0:

Since the solutions are stationary, we can use the same ideas as before to arrive at the
identity

0 D
d

dt

1

2
W2.f1.�j!/; f

0
1.�j!//

2

D

Z
T
h.! �KR01 sin.� � �01//e

i� ;r� 
sD0
�D1.�; !/i d�f

0
1.�j!/

�

Z
T
h.! �KR1 sin.� � �1//ei� ;r� sD0�D0.�; !/i d�f1.�j!/:
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From here on we will omit the superscripts s D 0 of hsD0� and  sD0� for simplicity, as they
are clear from the context. Then integrating against g and using the fundamental theorem
of calculus in � yieldsZ 1

0

d

d�

Z
T�R
h.! �KR� sin.� � �� //ei� ;r�'� i d.�;!/h� d� D 0; (3.18)

where R� and �� are order parameters associated with the displacement interpolation h� .
Let us now expand the derivative in (3.18) and use the Hamilton–Jacobi equation for  �
and the continuity equation for h� in (3.7) (see [57, Chapter 13]). Then we obtain

AC B C C D 0;

where the terms read

A WD

Z 1

0

Z
T�R

D
r�

�
�
1

2
jr� � j

2
�
; .! �KR� sin.� � �� //ei�

E
d.�;!/h� d�;

B WD

Z 1

0

Z
T�R

D d
d�
Œ! �KR� sin.� � �� /�ei� ;r� �

E
d.�;!/h� d�;

C WD

Z 1

0

Z
T�R

˝
r� hr� � ; .! �KR� sin.� � �� //ei� i;r� �

˛
d.�;!/h� d�:

On the one hand, taking the sum of A and C we can simplify to

AC C D �K

Z 1

0

Z
T�R

R� cos.� � �� /jr� � j2 d.�;!/h� d�

D �K

Z 1

0

Z
T�R

Z
T�R

cos.� � � 0/jr� � j2 d.�;!/h� d.� 0;!0/h� d�

D �
K

2

Z 1

0

Z
T�R

Z
T�R

cos.� � � 0/
�
jr� � .�; !/j

2
C jr� � .�

0; !0/j2
�

� d.�;!/h� d.� 0;!0/h� d�; (3.19)

where in the second line we have used the properties of the order parameters R� and ��
of the interpolation h� , namely,

R� D

Z
T�R

cos.� 0 � �� / d.� 0;!0/h� ;

0 D

Z
T�R

sin.� 0 � �� / d.� 0;!0/h� ;

and in the third and fourth lines we have used a clear symmetrization argument. Let us
now differentiate with respect to � and use the continuity equation for h� to obtain the
formulas

dR�

d�
D �

Z
T�R

sin.� 0 � �� /hei�
0

;r� � .�
0; !0/i d.� 0;!0/h� ;

R�
d��

d�
D

Z
T�R

cos.� 0 � �� /hei�
0

;r� � .�
0; !0/i d.� 0;!0/h� :
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Then the term B can be written as

B D

Z 1

0

Z
T�R
hei� ;r� � i

d

d�

�
�K

dR�

d�
sin.� � �� /CKR�

d��

d�
cos.� � �� /

�
� d.�;!/h� d�

D K

Z 1

0

Z
T�R

Z
T�R

cos.� � � 0/hei� ;r� � .�; !/ihei�
0

;r� � .�
0; !0/i

� d.�;!/h� d.� 0;!0/h� d�: (3.20)

Putting formulas (3.19) and (3.20) into (3.18) gives

0 D �
K

2

Z 1

0

Z
T�R

Z
T�R

cos.� � � 0/
�
hei� ;r� � .�; !/i � he

i� 0 ;r� � .�
0; !0/i

�2
� d.�;!/h� d.� 0;!0/h� d�: (3.21)

Since there exists 0 < ı < �=2 such that

diam.supp� f1/ < ı and diam.supp� f
0
1/ < ı;

then the same is true for the interpolations h� . Indeed, this is a consequence of the mono-
tone rearrangement property of the 1-dimensional transport on each fiber. Hence, we can
take upper bounds in (3.21) and obtain

0 � �
K

2
cos.ı/

Z 1

0

Z
T�R

Z
T�R

�
hei� ;r� � .�; !/i � he

i� 0 ;r� � .�
0; !0/i

�2
� d.�;!/h� d.� 0;!0/h� d�

D �K cos.ı/
Z 1

0

Z
T�R
jr� � j

2 d.�;!/h� d�

CK cos.ı/
Z 1

0

�Z
T�R
hei� ;r� � i d.�;!/h�

�2
d�:

Notice that condition (3.17) allows the second term to be neglected. Also, notice that the
cosine has positive sign and hence

r� 
sD0
� D 0 for d� ˝ hsD0� -a.e. .�; �; !/ 2 Œ0; 1� � T �R:

In particular, the continuity equation for hsD0� implies that

f1 D h
sD0
� D f 01 for all � 2 Œ0; 1�;

thus ending the proof.

We now come back to the proof of Theorem 1.1. First, we show that once the con-
centration regime in Lemma 1.1 takes place, Theorem 3.1 guarantees that the dissipation
decays exponentially fast.
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Corollary 3.3. Assume that f0 is contained in C 1.T �R/ and g is compactly supported
in Œ�W;W � and centered (i.e., (1.16)). Consider the unique global-in-time classical solu-
tion f D f .t; �; !/ to (1.2). Then the following holds true:

d	Œf �

dt
� �2K cos.ˇ/	Œf �C 24K.W CK/2�t .T n L

C

ˇ
.t//

for every t � 0.

Proof. Set ˇ D �
3

and use Theorem 3.1 to split the derivative of the dissipation functional
into two parts as

d	Œf �

dt
D I1 C I2;

where the factors read

I1 D �K

Z
LC
ˇ
.t/�LC

ˇ
.t/�R�R

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� cos.� � � 0/f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0;

I2 D �K

Z
..T�T/n.LC

ˇ
.t/�LC

ˇ
.t///

�R�R

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� cos.� � � 0/f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0:

On the one hand, it is clear that

I1 � �K cos.ˇ/
Z
LC
ˇ
.t/�LC

ˇ
.t/�R�R

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

D �K cos.ˇ/
Z

T2�R2

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

CK cos.ˇ/
Z
..T�T/n.LC

ˇ
.t/�LC

ˇ
.t///

�R�R

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

DW I11 C I12; (3.22)

where in the second identity we have added and subtracted the second term in order to
complete an integral in T2 �R2. Indeed, notice that doing so and using (1.16) we get

I11 D �K cos.ˇ/
Z

T2�R2

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

D �2K cos.ˇ/
Z

T�R
.! �KR sin.� � �//2f d� d! D �2K cos.ˇ/	Œf �:
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Here, we have used the cancellation of the crossed term after we expand the square appear-
ing in the first factor. Let us call I3 D I12 C I2 and notice that

I3 � 2K

Z
..T�T/n.LC

ˇ
.t/�LC

ˇ
.t///

�R�R

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�2
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0:

In other words, we achieved the estimate

d	Œf �

dt
� �2K cos.ˇ/	Œf �C I3: (3.23)

Our last goal is to estimate the remainder I3. Define the following time-dependent sets:

A1 WD L
C

ˇ
.t/ � .T n LC

ˇ
.t// �R �R;

A2 WD .T n L
C

ˇ
.t// � LC

ˇ
.t/ �R �R;

A3 WD .T n L
C

ˇ
.t// � .T n LC

ˇ
.t// � T �R:

Since we have ..T �T / n .LC
ˇ
.t/ �LC

ˇ
.t/// �R �RD A1 [A2 [A3, then we can

split I3 as
I3 � I31 C I32 C I33;

where the integrals take the form

I3i WD 2K

Z
Ai

�
! �KR sin.� � �/ � .!0 �KR sin.� 0 � �//

�
� f .t; �; !/f .t; � 0; !0/ d� d� 0 d! d!0

for every i D 1; 2; 3. Changing variables we observe that I31 D I32. Then we can focus
on estimating I31 and I33 only. Notice that the integrand can be bounded as�

.! �KR sin.� � �// � .!0 �KR sin.� 0 � �//
�2
� 4.W CK/2:

Then we obtain
I31.t/ � 8K.W CK/

2�t .T n L
C

ˇ
.t//

for every t � 0. Exactly the same argument allows I33 to be estimated and an identical
bound to be obtained. Putting everything together into (3.23) finishes the proof.

Now we can apply the phase concentration estimate in Lemma 1.1 and Grönwall’s
lemma in order to derive the desired quantitative estimate on the decay rate of the dissipa-
tion.

Corollary 3.4. Assume that f0 is contained in C 1.T �R/ and g is compactly supported
in Œ�W;W � and centered (i.e., (1.16)). Consider the unique global-in-time classical solu-
tion f D f .t; �; !/ to (1.2). Then there is a universal constant C such that if

W

K
� CR30;
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there exists a time T0 with the property that

T0 .
1

KR20
log
�
1C

1

R0
CW 1=2

kf0k2

�
;

and
	Œft � . K2e�

1
20K.t�T0/

for all t in ŒT0;1/.

Proof. Let us adjust C small enough so that we meet the hypotheses of Lemma 1.1. Then
there exists such a time T0 so that

�t .T n L
C
˛ .t// �Me

� 1
20K.t�T0/

for every t � T0 and some universal constant M . This along with Corollary 3.3 implies

d

dt
	Œf � � �2K cos.ˇ/	Œf �C 24K.W CK/2Me�

1
20K.t�T0/

for any t � T0. Integrating the inequality, we obtain

	Œft � � 	ŒfT0 �e
�2K cos.ˇ/.t�T0/ C

24K.W CK/2M

2K cos.ˇ/ � 1
20
K
.e�

K
20 .t�T0/ � e�2K cos.ˇ/.t�T0//

. .W CK/2e�
K
20 .t�T0/ . K2e�

K
20 .t�T0/;

where in the second inequality we have used that

	ŒfT0 � � .W CK/
2;

by definition (2.1), and in the last inequality we have used the hypothesis on W
K

.

Using the transportation–dissipation inequality in Corollary 3.2 and the above expo-
nential decay of the dissipation in Corollary 3.4 we obtain the following result.

Corollary 3.5. Assume that the hypotheses in Corollary 3.4 hold true. Then

W2;g.ft ; fs/ . e�
1
40K.t�T0/ � e�

1
40K.s�T0/

for every s � t � T0.

We are now ready to conclude the proof of the main theorem of this paper.

Proof of Theorem 1.1.

Step 1: Convergence. By the above Corollary 3.5, the net .ft /t�0 verifies the Cauchy
condition in the metric space .Pg.T � R/; W2;g/. Notice that it is a complete metric
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space. Consequently, there exists some probability measuref1 2 Pg.T � R/ such that
W2;g.ft ; f1/! 0 as t !1. Taking limits in the inequality in Corollary 3.5 as s !1
yields

W2;g.ft ; f1/ . e�
1
40K.t�T0/ (3.24)

for every t � T0, and using the order relation in Proposition 3.2 between the standard
quadratic Wasserstein distance and the fibered quadratic Wasserstein distance concludes
the exponential convergence in Theorem 1.1.

Step 2: Uniqueness of the equilibrium. Notice that, in particular, f1 is an equilibrium
of the Kuramoto–Sakaguchi equation (1.2) and the asymptotic concentration estimate in
Lemma 1.1 guarantees that

diam.supp� f1/ � ˇ D
�

3
<
�

2
:

Hence, by Proposition 3.3 it is unique up to phase shifts.

Remark 3.4. As we advanced in Remark 1.2, a large coupling strength condition like
(1.20) is necessary for the relaxation towards global equilibrium in Theorem 1.1 but also
appears in the particle system (1.1). To briefly illustrate it, consider the simpler case of
two oscillators with phases �1, �2 and natural frequencies !1, !2 with !1 ¤ !2. Define
� WD �2 � �1 and ! WD !2 �!1 and use (1.1) to derive the following equation for P.t/ WD
cos.�.t//:

dP

dt
D

p

1 � P 2
�
K
p

1 � P 2 � ! sgn N�
�

for every t in Œ0;1/:

Here, N� stands for the representative of � in .��; �� modulo 2� . Let us assume that the
solution converges to a phase locked state. By [29, Theorem 3.1], it amounts to saying that
there are finitely many collisions along the lifespan of the solution. Hence, after account-
ing for the last collision time 0 � T0 <1, we obtain the Riccati-type equation

dP

dt
D K
p

1 � P 2
�p

1 � P 2 �
W

K

�
for every t in ŒT0;1/; (3.25)

where W D j!j. Under the assumption W
K
< 1 guaranteeing existence of equilibria of

(1.1), equation (3.25) exhibits four different critical points. By direct inspection, one
observes that a necessary condition for convergence towards a phase locked state is that
P.T0/ is above the second critical point. In particular, if 0 < r.T0/ < 1p

2
that condition

amounts to
W 2

K2
< 4r.T0/

2.1 � r.T0/
2/:

This shows that a condition along the lines of (1.20) is necessary for relaxation towards
the global equilibrium. However, we do not claim optimality in the exponent in (1.20) and
it may be improved.
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Remark 3.5. Similarly, as discussed in Remark 1.2, the time T0 in Theorem 1.1 that is
required for the solution to enter the concentration regime can become infinitely large for
R0 near zero. This also appears in the particle system (1.1). Again, we illustrate a simple
example consisting of two oscillators with phases �1, �2 and frequencies !1, !2 at nearly
antipodal initial configurations. Borrowing the above notation from Remark 3.4 we find

d�

dt
D ! �K sin � for every t in Œ0;1/:

For simplicity, we assume ! > 0 and ! <K so that there are exactly two equilibria �C WD
arcsin.!=K/ and �� WD � � arcsin.!=K/. Finally, we set the initial datum �0 WD �

� � "

for small " > 0. Note that �C is stable and �� is unstable, so that �.t/ must converge
to the stable equilibrium as t !1. However, we claim that the transient of time that is
required for the solution to enter the concentration regime can be infinitely large if " � 0.

Step 1: Transient to the interval .�C; �
2
/. Notice that since �0 2 .�C; ��/, then �.t/ is

strictly decreasing. Hence, we have �.t/ 2 .�C; �0� for all t � 0, and

d�

dt
� ! �K sin.�0/;

whenever �.t/ stays in Œ�
2
; �0/ by monotonicity of the right-hand side. Therefore, a clear

continuity argument shows that �.t"/ 2 .�C; �2 / precisely at time t" D .�0 �
�
2
/=

.K sin.�0/ � !/. We remark that t" blows up as "! 0, so that the closer the initial con-
figuration to the unstable equilibrium with antipodal mass, the longer the transient.

Step 2: Exponential concentration. Since �.t/ is strictly decreasing, then �.t/ 2 .�C;
�.t"/� for all t � t". Noting that �.t"/ < �

2
, we obtain

d

dt
.�.t/ � �C/ D �K

�
sin.�.t// � sin.�C/

�
� �K cos.�.t"//.�.t/ � �C/

for any t � t" (by the mean value theorem), and we conclude by Grönwall’s lemma.

3.3. Semiconcavity, entropy production estimate, and lower bounds in the order
parameter

In this part we quantify the entropy production principle that was anticipated in Sec-
tion 2.1. As a by-product, in Corollary 3.6 we will obtain a universal lower bound on
the order parameter, as discussed in Section 2.2.

Lemma 3.2 (Semiconcavity and entropy production). Assume that f0 is contained in
C 1.T � R/ and that g is compactly supported in Œ�W;W �. Consider the unique global-
in-time classical solution f D f .t; �; !/ to (1.2). Let ˛ D �=6, t0 be a positive time, and
� be contained in .0; 1/. Additionally, suppose that

p
2R0 � R.t0/ > �R0 and PR.t0/ �

K

4
�3R30 cos2.˛/:
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Then there exists a universal constant C such that if

W

K
� C�2R20; (3.26)

then we can find a time d � 0 such that

R2.t0 C d/ �R
2.t0/ �

1

40
�4R30; (3.27)

R �
3

2
R0 in Œt0; t0 C d�:

Moreover, we can choose d so that

d �
1

3KR0
log 10:

Before we begin the proof of Lemma 3.2, we will need a relation between the time
derivative of the order parameter and the dissipation (2.9). That is the content of the fol-
lowing lemma.

Lemma 3.3. Assume that f0 is contained in C 1.T � R/ and that g is compactly sup-
ported in Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �; !/
of (1.2). Then the inequality

	Œft � �W
2
� K

d

dt
.R2/ � 3	Œft �CW

2 (3.28)

holds for every t in Œ0;1/.

Proof. By (2.2) we have

1

2

d

dt
KR2 D �

Z
KR sin.� � �/.! �KR sin.� � �//f d� d!

D 	Œf � �

Z
!.! �KR sin.� � �//f d� d!:

Consequently, by Young’s inequality, we obtain

1

2

d

dt
KR2 � 	Œf �C

1

2

Z
.! �KR sin.� � �//2f d� d! C

1

2

Z
!2f d� d!

and

1

2

d

dt
KR2 � 	Œf � �

1

2

Z
.! �KR sin.� � �//2f d� d! �

1

2

Z
!2f d� d!:

Hence, the desired result follows.

Now we are ready to prove our entropy production estimate.
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Proof of Lemma 3.2. Without loss of generality, we can assume that

R <
3

2
R0 in

h
t0; t0 C

1

3KR0
log 10

i
: (3.29)

Otherwise, if this condition fails for some s in the above interval, then we set d D s � t0
and (3.27) would follow. Thanks to the inequalities (3.5) and (3.28), we arrive at the
estimate

dR2

dt
�

	Œft �

K
�
W 2

K

�
	Œft0 �e

�3KR0.t�t0/

K
�
W 2

K

�
1

K

�K
3

dR2

dt

ˇ̌̌
tDt0
�
W 2

3

�
e�3KR0.t�t0/ �

W 2

K

D
2

3
R.t0/ PR.t0/e

�3KR0.t�t0/ �
4W 2

3K

�
K

6
�3R30R.t0/ cos2.˛/e�3KR0.t�t0/ �

4W 2

3K
:

Let us integrate the above inequality on the interval Œt0; t0 C d� for some d in Œ0;
1

3KR0
log 10/, which we will choose appropriately after the calculations below. By doing

this and using (3.29), we deduce that

R2.t0 C d/ �R
2.t0/ �

1

18
�4R30 cos2.˛/Œ1 � e�3KR0d � �

4

3

W 2

K
d:

Thus, by choosing d D 1
3KR0

log 10, we obtain

R2.t0 C d/ �R
2.t0/ �

1

20
�4R30 cos2.˛/ �

4

9

W 2

K2R0
log 10:

Consequently, by selecting C appropriately in (3.26) we conclude that

R2.t0 C d/ �R
2.t0/ �

1

21
�4R30 cos2.˛/:

Hence, since ˛ D �=6 the desired result follows.

Before showing the lower bound in the order parameter, we will need control in its
angular velocity in the small dissipation regime. We achieve this in the following lemma.

Lemma 3.4. Assume that f0 is contained in C 1.T � R/ and that g is compactly sup-
ported in Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �; !/
to (1.2). Then we have

j P�j �
1

R

r
K
d

dt
R2 CW 2:
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Proof. By (2.2), and Jensen’s inequality, we have

Rj P�j �

Z
j cos.� � �/.! �KR sin.� � �//jf d� d!

�

Z
j.! �KR sin.� � �//jf d� d!

�

�Z
j.! �KR sin.� � �//j2f d� d!

� 1
2

D I
1
2 �

r
K
d

dt
R2 CW 2;

where in the last inequality, we have used (3.28). Thus, the desired result follows.

We will derive a global lower bound on the order parameter as an application of the
entropy production estimate (3.2). To achieve this, we consider the following lemma,
which controls the rate at which the order parameter can decrease.

Lemma 3.5 (Rate of decrease and mass monotonicity). Let � be contained in .2=3; 1/,
and assume that f0 is contained C 1.T � R/ and that g is compactly supported in
Œ�W;W �. Consider the unique global-in-time classical solution f D f .t; �; !/ to (1.2).
Additionally, let  be a positive number in .�=6; �=2/, and let ˛ be as specified in Sec-
tion 2. Then we have

d

dt
R2 �

KR2 cos2./
2

�
1 �

2W 2

K2R2 cos2./
�

R

sin./
�
1C sin./

sin./
f .��˛ /

�
(3.30)

and

d

dt
f .��˛ / � 4K

�
W

K
C

s
P2R

KR
C

1

R2
W 2

K2
�R cos.˛/

�C
(3.31)

for all t � 0.
Moreover, suppose that PR.t0/ � 0, R.t0/ � R0,

PR �
K�3R30 cos2.˛/

4
in Œt0; t0 C d� and cos2./ D

1 � �

5
R0

for non-negative numbers d and t0. Then there exists a universal constant C such that if

W

K
� C.1 � �/�2R20; (3.32)

then

d

dt
R2 >

K cos2./
2 sin./

�
�R3 C

h
�R0 C

3

5
.1 � �/R0

i
R2 �

3

5
.1 � �/�2R30

�
(3.33)

in Œt0; t0 C d�. Consequently,

R � �R0 in Œt0; t0 C d/:
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Proof. We divide the proof into the following steps:

Step 1: Derivation of estimate (3.31). Recall that ��˛ .�/ D �˛.� � � � �/, with �˛ as
defined in (2.6). Then, by direct computation, we have

d

dt
f .��˛ / D

d

dt

Z
T�R

�˛.� � � � �/f d� d!

D

Z
T�R

� 0˛.� � � � �/Œ! �KR sin.� � �/ � P��f d� d!

� f .j� 0˛j/ŒW C j
P�j�CKR

Z
T�R

� 0˛.� � � � �/ sin.� � � � �/f d� d!

� f .j� 0˛j/ŒW C j
P�j �KR cos.˛/�

� f .j� 0˛j/

�
W C

1

R

r
2KR

d

dt
RCW 2 �KR cos.˛/

�
:

Notice that in the last inequality we have used Lemma 3.4 in order to estimate j P�j and the
only thing that remains to show is the bound on the second term in the third line. Firstly,
the support of � 0˛.� � � � �/ consists of SC [ S� where the sets stand for

SC WD
h
� C

3�

2
� ˛; � C

3�

2
� ˛ C

1

2

i
;

S� WD
h
� C

�

2
C ˛ �

1

2
; � C

�

2
C ˛

i
:

Since � 0˛.� � � � �/ is non-increasing in SC and non-decreasing in S�, we then obtain

� 2 SC) � 0˛.� � � � �/ � 0 and sin.� � � � �/ � cos.˛/;

� 2 S�) � 0˛.� � � � �/ � 0 and sin.� � � � �/ � � cos.˛/:

Consequently,

� 0˛.� � � � �/ sin.� � � � �/ � �j� 0˛.� � � � �/j cos.˛/

for all � 2 SC [ S�, thus yielding the aforementioned bound. Hence, (3.31) follows.

Step 2: Derivation of estimate (3.30). By the first equation in (2.2), we obtain the follow-
ing lower bound on PR:

K

2

d

dt
R2 D �

Z
T�R

KR sin.� � �/.! �KR sin.� � �//f d� d!

�

Z
T�R

.KR sin.� � �//2f d� d! �
Z
!.KR sin.� � �//f d� d!

�
1

2

Z
T�R

.KR sin.� � �//2f d� d! �
W 2

2

�
1

2
K2R2 cos2./f .T n .LC .t/ [ L

�
 .t/// �

W 2

2
:
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Then we obtain

f .T n .LC .t/ [ L
�
 .t/// �

1

KR2 cos2./
d

dt
R2 C

W 2

K2R2 cos2./
: (3.34)

Additionally, using a similar argument on (1.15), where we split the integral into the sec-
tors LC , L� , and T n .LC [ L

�
 /, allows the following lower bound to be obtained:

R � sin./f .LC / � sin./f .T n .LC [ L
�
 // � f .L

�
 /

D sin./
�
1 � f .L� / � f .T n .L

C
 [ L

�
 //
�
� sin./f .T n .LC [ L

�
 // � f .L

�
 /

D sin./ � 2 sin./f .T n .LC [ L
�
 // � .1C sin.//f .L� /

� sin./ � 2 sin./
� 1

KR2 cos2./
d

dt
R2 C

W 2

K2R2 cos2./

�
� .1C sin.//f .L� /:

Here, we have used the estimate (3.34) in the last inequality. Then (3.30) follows.

Step 3: Upper bound on f .L� /. Let us first achieve a lower bound on f .LC /. To this
end, we use a similar procedure and reverse the inequalities that we considered in the
preceding step. Specifically, notice that a similar split in (1.15) allows us to obtain

R � f .LC /C sin./f .T n .LC [ L
�
 // � sin./f .L� /

D f .LC /C sin f .T n .LC [ L
�
 // � sin./.1 � f .LC / � f .T n .L

C
 [ L

�
 ///

D .1C sin.//f .LC /C 2 sin./f .T n .LC [ L
�
 // � sin./:

In particular, we obtain the lower bound

f .LC / �
R

1C sin./
�

2 sin./
1C sin./

f .T n .LC [ L
�
 //C

sin./
1C sin./

:

Hence, we obtain the upper bound

f .L� / D 1 � f .L
C
 / � f .T n .L

C
 [ L

�
 //

� 1 �
sin./

1C sin./
�

R

1C sin./
�
1 � sin./
1C sin./

f .T n .LC [ L
�
 //

�
1

1C sin./
�

R

1C sin./
: (3.35)

Notice that since PR.t0/ � 0 we can select C appropriately in (3.32) to guarantee that

W

K
C

s
2 PR.t0/

KR.t0/
C

1

R.t0/2
W 2

K2
�R.t0/ cos.˛/

�
W

K
C

s
1

R20

W 2

K2
� �R0 cos.˛/ < 0: (3.36)
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Then estimate (3.31) implies

d

dt

ˇ̌̌
tDt0

f .��˛ /.t/ � 0:

By continuity and inequalities (3.31) and (3.36), f .��˛ /.t/ remains non-increasing along
Œt0; t0 C ı� for small enough ı > 0. Hence, we obtain

f .L� /.t/ � f .�
�
˛ /.t/

� f .��˛ /.t0/

� f .L� /.t0/C f .T n .L
C
 [ L

�
 //.t0/

�
1

1C sin./
�

R.t0/

1C sin./
C

W 2

K2R2.t0/ cos2./
(3.37)

for all t in Œt0; t0 C ı�. Here, we have used estimates (3.34) and (3.35) along with the
hypothesis PR.t0/ � 0.

Step 4: Derivation of (3.33) and lower bound onR in Œt0; t0C ı�. Putting the last estimate
(3.37) and (3.30) together, we obtain the differential inequality

dR2

dt
�
KR2 cos2./
2 sin./

h
R.t0/�R� .1� sin.//�

2 sin./W 2

K2 cos2./R2
�

1C sin./W 2

K2 cos2./R2.t0/

i
>
K cos2./
2 sin./

Œ�R3 C b.t0/R
2
� c.t0/� (3.38)

for all t in Œt0; t0 C ı�. Here, the coefficients read

b.t0/ WD R.t0/ � cos2./ �
2W 2

K2 cos2./R2.t0/
;

c.t0/ WD
2W 2

K2 cos2./
:

Notice that in the last inequality in (3.38) we have used

1 � sin./ < cos2./; sin./ < 1; and 1C sin./ < 2:

By making C smaller if necessary in (3.32) we can guarantee that

b.t0/ D R.t0/ � cos2./ �
2W 2

K2R2.t0/ cos2./

� R0 �
.1 � �/

5
R0 � 10

W 2

K2
1

R30.1 � �/

� R.t0/ �
2.1 � �/

5
R0

D �R0 C .1 � �/R0 �
2.1 � �/

5
R0

D �R0 C
3

5
.1 � �/R0:
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Arguing in a similar way and making C smaller if necessary in (3.32), we can guarantee
that

c.t0/ WD
2W 2

K2 cos2./

D

�W
K

�2 10

.1 � �/R0

�
3

5
.1 � �/�2R30:

Consequently, we have

d

dt
R2 >

K cos2./
2 sin./

h
�R3 C

h
�R0 C

3

5
.1 � �/R0

i
R2 �

3

5
.1 � �/�2R30

i
in Œt0; t0 C ı�. Since �R0 is the biggest root of the polynomial

p.r/ D �r3 C
h
�R0 C

3

5
.1 � �/R0

i
r2 �

3

5
.1 � �/�2R30;

we obtain the desired lower bound R � �R0 in Œt0; t0 C ı� by an elementary continuity
argument (we can see that �R0 is the biggest root of p from the inequality p.0/ < 0 and
the fact that � is contained in .2=3; 1/ implies that p0.�R0/ < 0//.

Step 5: Propagation of (3.33) and the lower bound on R in Œt0; t0 C d�. The main idea is
supported by a continuity method. We proceed by contradiction. Specifically, define the
time

t� WD inf
°
t 2 .t0 C ı; t0 C d� W

d

dt
R2 <

K cos2./
2 sin./

p.R/
±
;

and assume that t� < t0 C d . Notice that, by definition, it implies

d

dt
R2 �

K cos2./
2 sin./

p.R/ for all t 2 Œt0; t��:

In particular, by the same ideas as in Step 4, we have

R.t/ � �R0 for all t 2 Œt0; t��:

By (3.31) and the fact that

PR �
K�3R30 cos2.˛/

4
in Œt0; t0 C d�;

making C smaller in (3.32) if necessary, we can guarantee that

W

K
C

s
2 PR.t/

KR.t/
C

1

R.t/2
W 2

K2
�R.t/ cos.˛/

�
W

K
C

s
�2R20 cos2.˛/

2
C

1

�2R20

W 2

K2
� �R0 cos.˛/ < 0 (3.39)
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for all t in Œt0; t��. In particular, by (3.31) and continuity we have f .��˛ / is non-increasing
in Œt0; t�C ı�� and some small enough ı� > 0. Hence, we can repeat the train of thought in
Step 4 to extend the upper bound on f .�� /.t/ in (3.37) to the larger interval Œt0; t� C ı��.
Again, the same ideas as in Step 4 imply that

d

dt
R2 >

K cos2./
2 sin./

p.R/ for all t 2 Œt0; t� C ı��;

and it contradicts the definition of t�.

We close this section by showing that we can obtain a universal lower bound on the
order parameter. That is the objective of the following corollary.

Corollary 3.6 (Universal lower bound on R). Suppose that 1 � � is contained in
.0; R0=120/. Then there exists a universal constant C such that if

W

K
< C�2.1 � �/R20; (3.40)

then we have
R � �R0

for every t in Œ0;1/.

Proof. We begin by choosing C small enough so that it can be taken simultaneously as
the corresponding universal constants in Lemmas 3.2 and 3.5. In addition, we claim that
either of the following two conditions holds:

(i) We have PR < K�3R30 cos2.˛/=4 in Œ0;1/.

(ii) There exist a time t� and an increasing and strictly positive universal function h,
satisfying R � �R0 in Œ0; t�� and R.t�/2 � R20 C h.R0/.

We divide the proof of the corollary into two steps, the second of which is the proof of the
claim.

Step 1: We show how the claim implies the corollary. To see this, we use the following
iterative argument based on the fact that R is bounded and the system is autonomous.
If condition (ii) of the claim holds, we use the fact that the system is autonomous in
time to translate the initial condition of the system to be the configuration at t�. Since by
assumption the value of the order parameter at t� is bigger than R0 we are free to apply
the claim again with the same value of C to the corresponding shifted initial condition.
We can do this iteratively as many time as needed, provided that condition (ii) still holds
after the time translation.

To conclude this step, note that since R is bounded and the function h is positive
and increasing, then condition (ii) can hold consecutively after each time translation only
a finite number of times. Hence, after finitely many time shifts, condition (i) will hold.
Finally, once condition (i) holds, the global lower bound follows by applying Lemma 3.5.
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Step 2: We show the claim. For this purpose suppose that (i) does not hold, that is, the set®
t � 0 W PR.t/ � K

�3R30 cos2.˛/
4

¯
is not empty. To show that (ii) holds in this case, let us consider the smallest time t1 such
that PR.t1/ � K�3R30 cos2.˛/=4. Now let t2 denote the biggest time bigger than or equal
to t1, such that PR � K�3R30 cos2.˛/=4 in Œt1; t2�. Notice that the finiteness of t2 follows
from the boundedness of R. Now, observe that, by definition of t1, Lemma 3.5 implies
that R � �R0 in Œ0; t1�. Moreover, by construction,

PR � K
�3R30 cos2.˛/

4
in Œt1; t2�:

Consequently, R � R.t1/ � �R0 in Œt1; t2�. Now we consider two cases:

Case 1:R.t2/ �
p
2R0. In this case, observe that Lemma 3.2 implies that we can find

a constant d such that

R2.t2 C d/ �R
2.t2/ D

�4

40
R30:

Consequently, by our assumptions on �, we have

R.t2 C d/
2
D R.t2/

2
C
�4

40
R30

� �2R20 C
�4

40
R30

� R20 C
�4

40
R30 � .1 � �

2/R20

> R20 C
� 5

240
R0 � 2.1 � �/

�
R20

> R20 C
1

240
R30:

Here, on the third line, we have used the fact that �4 > 9=10.
Thus, the desired result follows by setting t� D t2 C d and

h.r/ WD
r3

240
:

Case 2: R.t2/ >
p
2R0. In this case, we obtain

R.t2/
2
�R20 > R

2
0 >

R30
240

:

Hence, the desired result holds for t� D t2.
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4. Instability of antipodal equilibria and sliding norms

We now start implementing the program outlined in Sections 2.3 and 2.4. To do this, we
first derive inequalities (2.7) and (2.10).

Proposition 4.1 (Instability of antipodal equilibria). Assume that f0 is contained in
C 1.T � R/ and g is compactly supported in Œ�W;W �. Consider the unique global-in-
time classical solution f D f .t; �; !/ to (1.2) and let ˛ be as specified in Section 2. Then
we have

d

dt
f 2.��˛ .t// � �KR sin.˛/f 2.��˛ .t//

C 4Kf 2.T /

�
W

K
C

s
2 PR

KR
C

1

R2
W 2

K2
�R cos.˛/

�C
and

d

dt
f 2.T / � KRf 2.T /: (4.1)

Moreover, with hypothesis (3.32) and notation from Lemma 3.5, if Œt1; t2� is a time interval
such that

PR � K
�3R30 cos2.˛/

4
in Œt1; t2�; (4.2)

then we have

d

dt
f 2.L�˛ .t// � �K�R0 sin.˛/f 2.L�˛ .t// in Œt1; t2�: (4.3)

Proof. We begin with the first inequality in the proposition. Arguing as in Step 1 of the
proof of Lemma 3.5 we obtain

d

dt

Z
��˛ .� � � C �/f

2 d� d!

D

Z
P���0˛ .� � � C �/f

2 d� d! C 2

Z
��˛ .� � � C �/f @tf d� d!

D

Z
Œ P� C 2! � 2KR sin.� � �/���0˛ .� � � C �/f

2 d� d!

C 2

Z
��˛ .� � � C �/Œ! �KR sin.� � �/�f @�f d� d!

�

Z
Œ P� C ! �KR sin.� � �/���0˛ .� � � C �/f

2 d� d!

�

Z
��˛ .� � � C �/KR sin.˛/f 2 d� d!: (4.4)

The first inequality in the proposition follows from Lemma 3.4 and the same arguments
as in Step 1 from Lemma 3.5. Inequality (4.1) follows from similar arguments to those of
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(4.4) by replacing �˛ with the constant function that is equal to 1 in T . Finally, to derive
inequality (4.3), recalling the notation introduced in Section 2.3, replacing ��˛ with ��˛;"
in (4.4), and arguing as in Step 1 from Lemma 3.5 we get

d

dt
f 2.��˛;".t// � �KR sin.˛/f 2.��˛;".t//

CKC";˛f
2.T /

�
W

K
C

s
2 PR

KR
C

1

R2
W 2

K2
�R cos.˛/

�C
:

Now we observe that, as in (3.39), the second term of the above inequality vanishes on the
interval Œt1; t2�. Consequently, such a term is independent of " and thus (4.3) follows by
letting "! 0.

A form of the above lemma was one of the main tools used to derive the main result
in [31]. However, to obtain our convergence rates, we work with a sliding version of the
L2 norm. Such sliding norms allow us to propagate the above estimate along the flow of
the continuity equation. This technique turns out to be one of the crucial components in
our arguments in Section 5.

Lemma 4.1 (Sliding norms). Assume that f0 is contained in C 1.T � R/ and g is com-
pactly supported. Consider the unique global-in-time classical solution f D f .t; �; !/ to
(1.2). Then, for any measurable set A, we have

d

dt
f 2.At0;t / � KR

�
sup

.�;!/2At0;t

cos.� � �.t//
�
f 2.At0;t /:

Proof. By the change of variable theorem, we have

d

dt

1

2

Z
At0;t

f 2 d� d! D
d

dt

ˇ̌̌
tDt0

1

2

Z
A

f 2t .‚t0;t .�; !/; !/@�‚t0;t d� d!

D

Z
A

ft .‚t0;t .�; !/; !/

�
�
@tf .‚t0;t .�; !/; !/C

P‚t0;t .�; !/@�f .‚t0;t0.�; !/; !/
�
@�‚t0;t d� d!

�
1

2
KR

Z
A

cos.‚t .�; !/ � �/@�‚t0;tf
2 d� d!

D

Z
A

ft .‚t0;t .�; !/; !/
�
�@� .!f �KR sin.‚t0;t .�; !/ � �/f /

C .! �KR sin.‚t0;t .�; !/ � �//@�f .‚t0;t .�; !/; !/
�
@�‚t0;t d� d!

C
1

2
KR

Z
A

cos.‚t0;t .�; !/ � �/f
2@�‚t0;t d� d!

D
1

2
KR

Z
A

cos.‚t0;t .�; !/ � �/f
2
t .�; !/@�‚t0;t d� d!;

where for t and each !, @�‚t0;t .�; !/ denotes the Jacobian of the map � ! ‚t0;t .�; !/.
Hence, the desired result follows.



On the trend to global equilibrium for Kuramoto oscillators 677

To make full use of the above control, we need to understand the dynamics of the
Lagrangian flow associated with the continuity equation. That is the objective of the next
part.

4.1. Emergence of attractors

In this section we will show the emergence of time-dependent sets that will act as attractors
along the characteristic flow. Such sets, in combination with our analysis on sliding norms
in the previous section, will allow us to propagate information between the different parts
of the system.

Before showing the emergence of attractor sets, we state the following lemma, which
we will repeatedly use throughout the rest of the paper. Additionally, in this part we will
use the notation introduced in Section 2.4.

Lemma 4.2 (Emergence of invariant sets). Assume that f0 is contained in C 1.T � R/,
g has compact support in Œ�W; W �, and consider the unique global-in-time classical
solution f D f .t; �; !/ to (1.2). Let t0 � 0 be an initial time in Œ0;1/ and L � T be an
interval. Now assume that initially we have

�t0.L/ � m and p D inf
�;� 02L

cos.� � � 0/

for some positive numbers m and p in .0; 1/. Additionally, suppose that

mp � .1 �m/ � � and
W 2

K2
�
.1 � p/�2

4
(4.5)

for some � > 0. Then, if we set

P .t/ D inf
�;� 02Lt0;t

cos.� � � 0/;

the following bounds hold true:
�.Lt0;t / � m; (4.6)

inf
�2Lt0;t

R cos.� � �/ � mP � .1 �m/; (4.7)

and

1 � P .t/ � max
�
.1 � p/e�

K�
4 .t�t0/;

4

�2
W 2

K2

�
(4.8)

for every t in Œt0;1/

Proof. The proof of (4.8) is based on a continuity method argument that holds under
condition (4.5). The argument is based on inequalities (4.6), (4.7), and

dP

dt
� 2K

p

1 � P 2
h
R
�

inf
�2Lt0;t

cos.� � �/
�r1 � P

2
�
W

K

i
for all t � t0; (4.9)
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which hold when
P D cos.‚s;t .�; !/ �‚s;t .� 0; !0// (4.10)

for any s � t0 such that t � s, and any couple of points .�; !/ and .� 0; !0/ contained in
Lt0;s � Œ�W;W �.

We will first prove inequality (4.8) and will prove the remaining inequalities after-
wards. Indeed, let us define t 0 as the supremum of the set of times t� � t0 such that
inequality (4.8) holds, for every t in Œt0; t��. We begin by noting that, by continuity,

1 � P .t 0/ D max
�
.1 � p/e�

K�
4 .t

0�t0/;
4

�2
W 2

K2

�
:

Now we must prove that there exists ı > 0 such that (4.8) holds in Œt0; t 0 C ı�. More
precisely, our goal is to show that there exists a uniform time ı > 0 such that for any pair
of characteristics starting at Lt0;t 0 � Œ�W;W � we have that the corresponding P (given by
(4.10)) satisfies that 1 � P is bounded by the right-hand side of (4.8) in Œt 0; t 0 C ı�.

To do this, let s D t 0 in the definition of P . Now observe that by (4.7) and (4.9), when
t D t 0, we have

dP

dt

ˇ̌̌
tDt 0
� 2K

p

1 � P 2
h
R
�

inf
�2Lt0;t 0

cos.� � �/
�r1 � P

2
�
W

K

i
� 2K

p

1 � P 2
h
ŒmP � .1 �m/�

r
1 � P

2
�
W

K

i
� 2K

p
1C P

hp2
2
�.1 � P / �

W

K

p
1 � P

i
: (4.11)

Here, all the time-dependent expressions are evaluated at t D t 0. Additionally, in the last
inequality, we have used our assumption that (4.8) holds on the interval Œt0; t 0�, which
together with (4.5) implies the uniform lower bound p � P . Now let .�; !/ and .� 0; !0/
be any couple of points contained in Lt0;t 0 � Œ�W; W � such that the corresponding P
satisfies

1 � P.t 0/ D 1 � P .t 0/ D max
�
.1 � p/e�

K�
4 .t

0�t0/;
4

�2
W 2

K2

�
: (4.12)

Note that since L is compact, then Lt0;t 0 � Œ�W;W � is compact as well. Thus, the set of
such pairs .�; !/ and .� 0; !0/ in Lt0;t 0 whose corresponding P (obtained via (4.10)) satis-
fies (4.12) is a compact set as well. We will denote such a set by P � Lt0;t 0 � Œ�W;W � �

Lt0;t 0 � Œ�W;W �: To continue our proof observe that by using assumption (4.12), we get

�
p
1 � P.t 0/

2
�
W

K

for any couple of characteristics in P and, consequently, by (4.11) we obtain

d

dt

ˇ̌̌
tDt 0

.1 � P / � �2K
p
1C P

hp2
2
�.1 � P / �

�.1 � P.t 0//

2

i
� �

2

5
K�.1 � P .t 0//
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<

8̂̂<̂
:̂
�
2

5
K�.1 � p/e�

K�
4 .t

0�t0/ if
4

�2
W 2

K2
< 1 � P .t 0/;

0 if
4

�2
W 2

K2
D 1 � P .t 0/:

Since the right-hand side of the above inequality is uniform in the set of pairs in P and
the set P is compact, we can find " > 0 such that if P" is an "-neighborhood of P , then
we have

d

dt

ˇ̌̌
tDt 0

.1 � cos.‚t 0;t .�; !/ �‚t 0;t .� 0; !0///

< �
1

3
K�..1 � P .t 0//

<

8̂̂<̂
:̂
�
K

4
�.1 � p/e�

K�
4 .t

0�t0/ if
4

�2
W 2

K2
< 1 � P .t 0/;

0 if
4

�2
W 2

K2
D 1 � P .t 0/

(4.13)

for any .�;!/, .� 0; !0/ in P". This implies the existence of ı and thus concludes the conti-
nuity method argument. Indeed, for characteristics with initial data in P" the existence of
the time interval Œt 0; t 0C ı/ follows by the fact that the inequality in (4.13) is strict and uni-
form in P". Similarly, for characteristics in .Lt0;t 0 � Œ�W;W � � Lt0;t 0 � Œ�W;W �/nP",
the existence of the uniform time ı follows by the fact that the characteristics have uni-
formly bounded speed and " provides a uniform separation distance.

(Indeed, by continuity and compactness, we can find a uniform time neighborhood
of t 0, in which the infimum for P is attained in P"=2, and we have already shown the
existence of ı in such a case.)

Hence, to complete the proof of the lemma it suffices to derive inequalities (4.6), (4.7),
and (4.9). We achieve this in the following steps:

Step 1: Proofs of inequalities (4.6) and (4.7). Inequality (4.6) follows from the fact that
the continuity equation preserves the mass of sets along the characteristic flow. To derive
inequality (4.7) we observe that

inf
�2Lt0;t

R cos.� � �/ D inf
�2Lt0;t

�
ei� ;

Z
ei�
0

f 0 d!0 d� 0
�

� inf
�2Lt0;t

Z
cos.� � � 0/f 0 d� 0 d!0

� inf
�2Lt0;t

�Z
.L�Œ�W;W �/t0;t

cos.� � � 0/f 0 d� 0 d!0

C

Z
T�Rn.L�Œ�W;W �/t0;t

cos.� � � 0/f 0 d� 0 d!0
�

� mP � .1 �m/: (4.14)

This completes Step 1.
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Step 2: Proof of inequality (4.9). To obtain (4.9) let us fix t in Œt0;1/, and let .�; !/ and
.� 0; !0/ be contained in L � Œ�W;W �. Additionally, let us set

‚.s/ WD ‚t0;s.�; !/ and ‚0.s/ WD ‚t0;s.�
0; !0/:

Then
d

ds

ˇ̌̌
sDt

cos.‚ �‚0/ D � sin.‚ �‚0/. P‚ � P‚0/

D � sin.‚ �‚0/
�
.! � !0/ �KR.sin.‚ � �/ � sin.‚0 � �//

�
D � sin.‚ �‚0/

h
.! � !0/ � 2KR cos

�‚C‚0
2

� �
�

sin
�‚ �‚0

2

�i
D �2 cos

�‚ �‚0
2

�h
.! � !0/ sin

�‚ �‚0
2

�
� 2KR cos

�‚C‚0
2

� �
�

sin2
�‚ �‚0

2

�i
� 4KR cos

�‚ �‚0
2

��
cos
�‚C‚0

2
� �

�1 � cos.‚ �‚0/
2

�
W

KR

r
1 � cos.‚ �‚0/

2

�
; (4.15)

where we have used several standard trigonometric formulas. Now, notice that

‚t0;t .�; !/C‚t0;t .�
0; !0/

2
is contained in Lt0;t ;

since it is a convex combination of two points in Lt0;t . Thus, when s D t0, (4.9) follows
by standard trigonometric identities. In the case when s is contained in Œt0; t � we can
easily derive (4.9) by the same argument and the semigroup property of the characteristic
flow.

As a first application of the above lemma, we quantify below the first time that the
system forms an attractor.

Lemma 4.3 (First invariant set). Assume that f0 is contained in C 1.T � R/ and g has
compact support in Œ�W; W �. Consider the unique global-in-time classical solution to
(1.2), f D f .t; �; !/, and let us set an angle 0 <  < �

2
so that

cos2./ D
1

30
R0: (4.16)

Then we can find a universal constant C such that if

W

K
� CR20; (4.17)

there exists then a positive time T�1 satisfying that

T�1 .
1

KR30
; (4.18)
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and the bounds

�.LC .T�1/t / �
1C 4

5
R0

2
; (4.19)

inf
�2LC .T�1/t

R cos.� � �/ �
3

5
R0; (4.20)

and
inf

�;� 02LC .T�1/t

cos.� � � 0/ � 1 �
1

15
R0 (4.21)

hold true for every t in ŒT�1;1/.

Proof. Define the time

T�1 WD inf
°
t � 0 W PR �

KR30
4 � 302

±
; (4.22)

and note that by construction, (4.18) follows from the fact that R is bounded by 1 and the
fundamental theorem of calculus.

The proof of the remaining parts of the lemma will follow directly from an applica-
tion of Lemma 4.2 by setting L D LC .T�1/ and t0 D T�1. To verify the corresponding
hypotheses, first, we begin by controlling the mass in LC .T�1/. Indeed, dividing the inte-
gral (1.15) in the definition of R into three parts LC , L� , and T n .LC [ L

�
 /, we obtain

the inequality

R � .1C sin.//�.LC / � sin./C 2 sin./�.T n .LC [ L
�
 //: (4.23)

Consequently, using (3.34) to control �.T n .LC [ L
�
 //, we deduce that

�.LC / �
RC sin./
1C sin./

�
2 sin./
1C sin./

�.T n .LC [ L
�
 //

�
1

1C sin./

h
RC sin./ � 2

� 1

KR2 cos2./
d

dt
R2 C

W 2

K2R2 cos2./

�i
D

1

1C sin./

h
RC 1C .sin./ � 1/ � 2

� 2 PR

KR cos2./
C

W 2

K2R2 cos2./

�i
for any t � 0. Then, evaluating the above expression at t D T�1, using the fact that by
construction R.T�1/ � R0, and selecting C < 1=30 in (4.17), we deduce that

�.LC .T�1// �
1

2

h
R0 C 1C .sin./ � 1/ � 2

� 2 PR.T�1/

KR cos2./
C

W 2

K2R2 cos2./

�i
�
1

2

h
R0 C 1 �

R0

30
� 2

�
30
2 PR.T�1/

KR20
C
30

R0

W 2

K2R20

�i
�
1

2

�
1C

4

5
R0

�
; (4.24)
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where we have used the fact that 1 � sin./ � 1 � sin.2/ D cos2./ D R0
30

. Second, we
estimate the infimum of the cosine of the difference of angles in LC .T�1/, that is,

inf
�;� 02LC .T�1/

cos.� � � 0/ D cos.� � 2/ D cos
�
2
��
2
� 

��
D 2 cos2

��
2
� 

�
� 1 D 2 sin2./ � 1 D 1 �

1

15
R0: (4.25)

Finally, considering Lemma 4.2 with m D �.LC .T�1// and p D cos.� � 2/, and using
the bounds in (4.24) and (4.25), we obtain

mp � .1 �m/ �
1C 4R0

5

2

�
1 �

1

15
R0

�
C

� 4R0
5
� 1

2

�
�
1

2

�8
5
R0 �

1

15
R0 �

4

75
R20

�
>
3

5
R0:

Thus, the desired result follows by applying Lemma 4.2 with � D 3
5
R0 and noticing that

the hypothesis in (4.5) follows by the assumption (4.17) after we take C small enough.

In the next corollary we will explain in which sense the sets whose formation we have
shown above have an attractive property. Before stating that, we will need the following
notation:

Definition 4.1. Given positive times t0 � t1, we will define the new time-dependent inter-
val in Œt1;1/, which will be a dynamic neighborhood of LC .t0/t1 , as follows. First, we
define

.LC .t0/t1/� WD
®
� 2 T W inf��2LC .t0/t1 cos.� � ��/ � 1 � �

¯
for any � in ŒR0=15; 1/. Second, using the notation in Section 2.4, for any t > t1 we will
denote the � -projection of the image of .LC .t0/t1/� under the characteristic flow, that is,
‚t1;t ..L

C
 .t0/t1/� � Œ�W;W �/, by .LC .t0/t1/�;t . When t0 is clear from the context, we

will avoid referring to it in the above notation.

Now we are ready to state the corollary.

Corollary 4.1 (Emergence of attractor sets). Consider non-negative times t � t1 � T�1
and let � D R0=15. Then there exists a universal constant C such that if

W

K
< CR20; (4.26)

then

�
�
.LC .T�1/t1/�;t

�
�
1C 4

5
R0

2
; (4.27)

inf
�2.LC .T�1/t1 /�;t

R cos.� � �/ �
1

2
R0; (4.28)
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and
inf

�;� 02.LC .T�1/t1 /�;t

cos.� � � 0/ � 1 �
1

3
R0 (4.29)

hold true for every t in Œt1;1/.

Proof. We will show how to select C appropriately at the end of the proof. For the
moment, let us make it small enough so that we can use Lemma 4.3. The proof will fol-
low directly from Lemma 4.2 by setting L WD LC .T�1/t1;� . To verify the corresponding
hypotheses, first we begin by controlling the mass in L. Indeed, by Lemma 4.3 we have

�.LC .T�1/t1;�/ � �.L
C
 .T�1/t1/ �

1C 4
5
R0

2
: (4.30)

Second, we estimate the infimum over the cosine of the difference of the angles in
LC .T�1/t1;� . For this purpose let N� be contained in LC .T�1/t1 . Then, for any � and � 0 in
.LC .T�1/t1/� , we have

cos.� � � 0/ D cos.� � N� C N� � � 0/

D cos.� � N�/ cos.� 0 � N�/ � sin.� � N�/ sin.� 0 � N�/

�

h
1 �

1

15
R0

i2
�

h
1 �

h
1 �

1

15
R0

i2i
� 2

h
1 �

1

15
R0

i2
� 1 � 1 �

1

3
R0:

Thus, since � and � 0 were arbitrary, we deduce that

inf
�;� 02LC .T�1/t1;�

cos.� � � 0/ � 1 �
1

3
R0: (4.31)

Finally, considering m D 1C 4
5R0
2

and p D 1 � 1
3
R0 and using the bounds in (4.30) and

(4.31), we obtain

mp � .1 �m/ �
1C 4R0

5

2

�
1 �

1

3
R0

�
C

� 4R0
5
� 1

2

�
�
1

2

�8
5
R0 �

1

3
R0 �

4

15
R20

�
>
1

2

�24 � 5 � 4
15

�
R0 D

1

2
R0:

Therefore, the desired result follows by choosing C appropriately in (4.26) so that (4.5)
holds and applying Lemma 4.2 with � D R0

2
.

4.2. Control of L2 norms outside the attractors

In the next lemma, we derive an estimate that we will use in Section 5. The estimate shows
that if the entropy production vanishes over sufficiently long intervals of time, then the L2

norm of the solution in Tn.LC .T�1/t /� will begin to decrease exponentially.
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Lemma 4.4. Let Œt1; t2� be a time interval in ŒT�1;1/, such that

PR � K
�3R30 cos2.˛/

4
and R < 2R0 in Œt1; t2�;

with ˛ as specified in Section 2. Assume that � D R0=15 and � is contained in .2=3; 1/.
Then there exists a universal constant C and some ı > 0 such that if

W

K
< C�2R20.1 � �/ and t2 � t1 � ı; (4.32)

then we have

f 2
�
Tn.LC .T�1/t /�

�
� f 2.L�˛ .t1//e

K.2ıR0�
.t�t1�ı/R0 sin.˛/

2 / in Œt1 C ı; t2�: (4.33)

Moreover, we can choose ı so that

ı .
1

K�R0 cos2.˛/
C

sin.˛/
K�R0

log
1

R0
: (4.34)

Proof. We will show how to select C appropriately at the end of the proof. For the
moment, let us make it small enough that we can use Lemmas 3.5 and 4.3. The proof is
based on Lemma 3.5, Proposition 4.1, Lemma 4.3, and the following differential inequal-
ities:

d

dt
P � K�R0

p
1 � P 2

�p
1 � P 2 �

4 cos.˛/
5

�
in Œt1; t2� \

®
jP j � sin.˛/

¯
;

d

dt
.1 � P / � �

1

4
sin.˛/K�R0.1 � P / in Œs; t2� \

®
P � 1� R0

15

¯
:

(4.35)

These inequalities hold when P D cos.‚r;t .�; !/� �/ for any r and for any � satisfying
cos.� � �.r// D � sin.˛/ in Œt1; t2�, and when P D cos.‚r 0;t .�; !/�‚T�1;t .�

0; !0// for
any r 0 in Œt1; t2� and any � and � 0 such that cos.� � �.r 0// � sin.˛/ and � 0 is contained in
LC .T�1/. Here, ! and !0 are contained in Œ�W;W �.

We claim that the inequalities imply that there exists ı > 0 satisfying (4.34) such that

Tn.LC .T�1/s/� � L
�
˛ .s � ı/s

for any s in Œt1 C ı; t2�. Here, we are using the notation introduced in Section 2.4 and in
Definition 4.1. We divide the proof into three steps, the second of which will be the proof
of the claim:

Step 1: We show that the claim implies (4.33). To achieve this let s be contained in Œt1 C
ı; t2�. Then, using Lemma 3.5 and Proposition 4.1, on the interval Œt1; s � ı� we obtain

f 2.L�˛ .s � ı// � f
2.L�˛ .t1//e

�K.
.s�ı�t1/KR0 sin.˛/

2 /:

Consequently, once the claim is proven, the lemma would follow by the above inequality
and Lemma 4.1.
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Step 2: We show how the inequalities in (4.35) imply the claim. Consider a time r con-
tained in Œt1; t2 � ı�. Since we are assuming that P .r/ D � sin.˛/, the first inequality in
(4.35) implies that there exists ı > 0 such that

d

dt
P �

K�R0 cos2.˛/
5

in Œr; r C ı�:

In particular, we can find ı such that the above property holds, P .r C ı/ D sin˛, and

ı �
10˛

K�R0 cos2.˛/
:

By the definition of P this implies that

TnLC˛ .s/ � L
�
˛ .s � ı/s

for any s in Œt1C ı; t2�. To derive this implication, we have set s D r C ı. Consequently, if
we let � be any element TnL�˛ .s � ı/s and we set r 0 D r C ı in the definition of P then,
by Lemma 4.3 and construction, we haveP.r 0/ >�1. Moreover, by integrating the second
inequality in (4.35) we have that we can find Nı > 0 such that P.s C ı C Nı/ � 1 � R0

15
and

Nı .
sin.˛/
K�R0

log
1

R0
:

Thus, by the construction of P we obtain

Tn.LC .T�1/rCıCNı/� � TnLC˛ .r C Nı/rCıCNı :

Consequently, the claim follows by selecting s D r C ı C Nı and ı D ı C Nı.

Step 3: We derive (4.35). Let us denote

‚ D ‚r;t .�; !/; ‚ D ‚r 0;t .�; !/; and ‚0 D ‚T�1;t .�
0; !/:

To derive the first inequality, observe that thanks to Lemma 3.4 and our assumption on PR,
we can select the constant in (4.32) appropriately so that we can guarantee that

d

dt
cos.‚ � �/ D � sin.‚ � �.t//. P‚ � P�/

D � sin.‚ � �/.! �KR sin.‚ � �/ � P�/

� �j sin.‚ � �/j
�
1

R

r
K
d

dt
R2 CW 2 CW �KRj sin.‚ � �/j

�
� j sin.‚ � �/j

�
KRj sin.‚ � �/j �

4K�R0 cos.˛/
5

�
:

Here, in the third inequality, we have used Lemma 3.4. Consequently, P satisfies the
inequality

d

dt
P � K�R0

p
1 � P 2

�p
1 � P 2 �

4 cos.˛/
5

�
:
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Thus, the first inequality in (4.35) follows. Finally, to derive the second inequality we use
the same argument as in the derivation of (4.9) to obtain

dP

dt
� 2K

p

1 � P 2
h
R cos

�‚C‚0
2

� �
�r1 � P

2
�
W

K

i
in Œt1; t2�:

Now, using the same arguments as in the proof of inequality (4.35) and equation (4.20),
we obtain

cos
�‚C‚0

2
� �

�
D cos

� .‚ � �/C .‚0 � �/
2

�
�

cos.‚ � �/C cos.‚0 � �/
2

�
sin.˛/C 3

5
R0

2
�

sin.˛/
2

:

Here, we have used the fact that the first inequality in (4.35) implies that cos.‚ � �/ �
sin.˛/ in Œr 0; t2�. Thus, we deduce that whenever 1 � P � R0=15, we have

dP

dt
� 2K

p

1 � P 2
�
�R0 sin.˛/

2

r
1 � P

2
�
W

K

�
� 2K

p
1C P

�p
2

4
�R0 sin.˛/.1 � P / �

W

K

p
1 � P

�
:

Consequently, by choosing C appropriately in (4.32) so that

W

K

p
1 � P < CR20 <

�R0 sin.˛/
20

.1 � P / whenever 1 � P �
R0

15
;

we can guarantee that

d

dt
P �

K�R0

4
.1 � P / whenever P � 1 �

R0

15
:

Hence, the desired result follows.

We close this section with a lemma that will allow us to control the L2 norm of the
solution in Tn.LC .T�1/t /� in the intervals of high entropy production.

Lemma 4.5. Let Œt1; t2� be a time interval contained in ŒT�1;1/ with the property that

R < 2R0 in Œt1; t2�:

Then we have

f 2.L�˛ .t// � f
2
�
Tn.LC .T�1/t1/�

�
e2KR0.t�t1/ in Œt1; t2�:

Proof. This lemma follows directly from Lemma 4.1 and Corollary 4.1.
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5. Average entropy production via differential inequalities

In this section we analyze the system of inequalities presented in Section 2.5 and derived
in Sections 3.3 and 4. We will demonstrate that this system provides enough control to
quantify the time T0 presented in Theorem 1.1. With this control in hand, we are able to
conclude the proof of Lemma 1.1, by quantifying the phase concentration phenomenon.
We begin by describing a subdivision of the interval Œ0; T0� inspired by the treatment in
[19].

5.1. The subdivision

Since this section is lengthy, we will first sketch the various steps and we will discuss their
role in the final quantification of T0. For clarity of the presentation, we also describe the
use of the main results developed in Sections 3.3 and 4 in each step of the proof.

Step A: Building the subdivision. In Section 5.1.1 we will build the time subdivision of
Œ0; T0�. It will consist of a family of maximal time intervals, which we classify as good
or bad depending on whether the dissipation of the system stays above or below a certain
threshold. For technical reasons (which will improve our estimate on T0), the intervals of
our subdivision will be subordinated to an initial division according to the different scales
of values of the order parameter. Namely, we will first divide the life span according to
the times when R2 doubles its value, yielding a “dyadic” hierarchy of intervals. Our final
subdivision will consist in splitting each element of the dyadic hierarchy into good and
bad subintervals. For later use, the threshold will be prescribed by the entropy production
principle in Lemma 3.2 and the instability estimate of antipodal equilibria in Proposition
4.1, and it will depend on the specific scale of the order parameter in between the various
doubling times.

Step B: Initial time of the subdivision. In Section 5.1.2 we will estimate the size of the
first time t0 of the subdivision. For the machinery in Section 4 to work, we will prescribe
t0 as the first time of formation of an attractor, according to Corollary 4.1. Then it will be
crucial to quantify the size of this first time t0. This will be the main objective of this step.

Step C: Gain vs loss on R. In Section 5.1.3 we will quantify the balance between the gain
on the order parameter along any good interval, and the eventual loss of order parameter
along any bad interval. To this end, we will exploit the entropy production principle in
Lemma 3.2 along good intervals, and the universal lower bound in Corollary 3.6 along
bad intervals. This control will be useful in the following Steps D and E.

Step D: Total number of good intervals. In Section 5.1.4 we will estimate an upper bound
on the total number of good intervals. We note that, by definition, after any bad interval
there must exist a good interval, so that the total number of bad intervals automatically
gets controlled by the total number of good intervals. This step requires sharp knowledge
of the gain vs loss of order parameter in Step C.
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Step E: Total length of good intervals. In Section 5.1.5 we will quantify the total length
of all good intervals. To this end, we will use the information that, by the definition of
good interval, the slope of the order parameter must stay above the threshold. This step
will exploit again the precise balance obtained in Step C.

Step F: Control of f 2.T n .LC .t0/t /�/. In Section 5.1.6 we will quantify a time-depen-
dent barrier which will serve as an upper bound for the evolution of the L2 norm outside
the attractor set. To this end, we will exploit the quantification in Section 4.2 for the
growth/decay of such a quantity along the various intervals of the subdivision. Specifically,
along long bad intervals we use the exponential decay estimate in Lemma 4.4. Otherwise,
if intervals are good, or bad and short, we use the growth estimate in Lemma 4.5. Note that
we do not know a priori the distribution of good and bad (either long or short) intervals.
However, it is clear that the worst situation is the one where all the early bad intervals are
short, since it does not allow for intermediate fall-off of the barrier.

Once we have all the above information, in Section 5.2 we will conclude the quantifi-
cation of T0 and the phase-concentration estimate in Lemma 1.1. Note that T0 comes as
the total length of the time intervals with a growing contribution in the above barrier for
f 2.T n .LC .t0/t /�/. In other words, we require a precise control on t0, the total length
of good intervals, and bad and short intervals, which we know by Steps B, D, and E.
After such a T0, the barrier decreases exponentially fast, which implies exponential phase
concentration thanks to Jensen’s inequality.

5.1.1. Defining the intervals of the subdivision. Here, we give the precise construction
of our subdivision. Before we enter into details, we will introduce further notation that we
will use throughout this part.

The dyadic hierarchy. Let us consider an auxiliary time partition into subintervals
Œrk ; rkC1/ whose endpoints are enumerated in the sequence ¹rkºk2N . The partition will
be used in this part and is set according to the dyadic behavior of the square of the order
parameterR2. Namely, the sequence provides the first times at whichR2 doubles its value.
To this end, let us set R0 D R.0/ and r0 D 0. Additionally, assume that Rk and rk are
given for certain k 2 N and let us define

R2kC1 WD 2R
2
k and rkC1 WD inf

®
t � rk W R

2.t/ � 2R2k D R
2
kC1

¯
: (5.1)

Since R is bounded by 1, then the sequence consists of finitely many terms

0 D r0 < r1 < � � � < rk� < rk�C1 D1:

Here and throughout this section, we will assume that

W

K
� CR30 and 1 � � �

cos2.˛/
180

R0; (5.2)

with C small enough that all the results in Sections 3.3 and 4 hold (note that our assump-
tion on � implies the lower bound � > 179=180 and thus we can suppress � from the
previous constraints on the universal constant C ).
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Now, let us set

�k WD
1

4
�3R3k cos2.˛/; dk WD

1

3KRk
log 10; and ık WD

1

KRk
log
� 1
Rk

�
: (5.3)

Observe that (5.2) implies W
K
� C�2.1 � �/R2

k
for any k D 0; : : : ; k�, with the same

universal constant C . In particular, we can use Lemma 3.5 to obtain

R.t/ � �Rk for all t in Œrk ; rkC1/: (5.4)

Initial time of the subdivision. Let us use Lemma 4.3 to define the corresponding times
of formation of attractors. That is, we set

T k�1 WD inf
®
t � rk W

dR
dt
� KQR3k

¯
; (5.5)

where k D 0; : : : ; k� and Q is chosen so that we meet condition (4.22) when one applies
Lemma 4.3 after translating the system in time. Here, for each k, we select the time trans-
lation so that the configuration of the system at time rk is the new initial condition (recall
that, by the definition of rk , we can use Lemma 4.3 with the same universal constant C ).
Then we define

t0 WD min
®
T k�1 W k D 0; : : : ; k�

¯
(5.6)

and
k0 WD max

®
k 2 ZC0 W rk � t0

¯
:

Notice that since t0 is the first time in the subdivision, Lemma 4.3 and Corollary 4.1 will
apply at any later step. Thus, we will obtain a controlled behavior of the characteristic
flow close to the attractor set .LC .t0/t /� . Here, and throughout the rest of this section, we
will choose  by the condition

cos2  D
1

30
Rk0 : (5.7)

We have done so according to condition (4.16).

The subdivision. Subordinated to the “dyadic” sequence ¹rkº
k�
kD0

, we will construct the
sequence of times ¹tlºl2N describing the subdivision in the following way. We start at the
time t0 specified in Lemma 5.1. Assume that for some l in N the time tl is given and
let us proceed with the construction of tlC1. First, consider the only k.l/ in ¹0; : : : ; k�º
such that tl is contained in Œrk.l/; rk.l/C1/. Then we will distinguish between two different
situations:

(1) If PR.tl / < K�k.l/, then we set

tlC1 WD sup
®
t 2 Œtl ; rk.l/C1/ W PR.s/ < K�k.l/ 8s 2 Œtl ; s/

¯
: (5.8)

(2) If PR.tl / � K�k.l/, then we first compute

QtlC1 WD sup
®
t 2 Œtl ; rk.l/C1/ W PR.s/ � K�k.l/ 8s 2 Œtl ; s/

¯
; (5.9)
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and set tlC1 via the following correction:

tlC1 D

´
QtlC1 C dk.l/ if QtlC1 C dk.l/ � rk.l/C1;

rk.l/C1 otherwise:
(5.10)

The good and the bad sets. We can think of the intervals Œtl ; tlC1/ obeying the above
first item as bad sets as they are subject to “small” slope of the order parameter. On the
contrary, those sets obeying the second item can be thought of as good sets, as they involve
“large” slope of the order parameter in comparison with the critical value K�k.l/. The
critical value itself depends on the size of R2

k.l/
in the above dyadic hierarchy as depicted

in (5.3). For this reason, we will collect all the indices l of good and bad sets associated
to the index k of the dyadic hierarchy as follows:

Gk WD
®
l 2 ZC0 W tl 2 Œrk ; rkC1/ and PR.tl / � K�k

¯
;

Bk WD
®
l 2 ZC0 W tl 2 Œrk ; rkC1/ and PR.tl / < K�k

¯
;

(5.11)

for every k D 0; : : : ; k�. Equivalently, we will say that Œtl ; tlC1/ is of type Gk if l 2 Gk
and it is of type Bk if l 2 Bk . For notational purposes, we will denote their sizes as

gk WD #Gk ;

bk WD #Bk ;
(5.12)

for every k D 0; : : : ; k�. Notice that as a consequence of definition (5.11), after any inter-
val of type Bk whose closure is properly contained in Œrk ; rkC1/ there is an interval of
type Gk . The reverse statement is not necessarily true. Namely, notice that for any l in
Gk , we need first to compute the interval Œtl ; QtlC1/ according to (5.9) and later we extend
it into the interval of type Gk Œtl ; tlC1/. Unfortunately, the slope PR can both grow or
decrease in ŒQttC1; tlC1/ and we then lose the control of what is next: either a Gk or Bk set.
Nevertheless, this is enough to show that

bk � gk C 1 for all k D 0; : : : ; k�: (5.13)

Of course, by definition, g0 D � � � D gk0�1 D 0. The size of gk for k D k0; : : : ; k� will be
estimated in Lemma 5.3. Finally, for notational simplicity, we will sometimes enumerate
the indices in Gk in an increasing manner, namely,

Gk D
®
lkm W m D 1; : : : ; gk

¯
;

where ¹lkmº1�m�gk is an increasing sequence for each k D 0; : : : ; k�.

5.1.2. Bound of the size of t0. By Lemma 4.3 we have that each T k�1 can be estimated via
(4.18). However, we will show that our dyadic choice allows us to get a sharper estimate
of t0. More specifically, the cubic exponent for R0 in (4.18) can be relaxed to a quadratic
one. This is the content of the following lemma.



On the trend to global equilibrium for Kuramoto oscillators 691

Lemma 5.1 (Bound of t0). Let t0 be defined as above and suppose condition (5.2) holds.
Then we have

t0 .
1

KR20
:

Proof. By construction, it is clear that k0 � k�. By the fundamental theorem of calculus
and the definition of t0, we obtain

R.rkC1/ �R.rk/ D

Z rkC1

rk

PR.t/ dt � KQR3k.rkC1 � rk/

and

R.t0/ �R.rk0/ D

Z t0

k0

PR.t/ dt � KQR3k0.t0 � rk0/;

for any k D 0; : : : ; k0 � 1. Here, we have used the fact that rk � t0 � T k�1 for every
k D 0; : : : ; k0. By estimate (5.6) and the definition of T k�1 in (5.5) we can control the time
derivative of the order parameter in the above integrals. Using the dyadic definition of rk
we arrive at the bounds

rkC1 � rk � Q
.R.rkC1/ �R.rk//

KR3
k

�
1

2

Q

KR2
k

(5.14)

and

t0 � rk0 �
Q.R.t0/ �R.rk0//

KR3
k0

�
1

2

Q

KR2
k0

; (5.15)

for any k D 0; : : : ; k0 � 1. To conclude the proof of the lemma, we represent t0 via a
telescopic sum

t0 D t0 � rk0 C

k0�1X
kD0

.rkC1 � rk/ �
1

2

Q

KR2
k0

k0X
kD0

�1
2

�k
�

Q

KR20
:

5.1.3. Gain vs loss. In the forthcoming parts, we compare the growth of the order param-
eterR along intervals of typeGk with its loss on intervals of type Bk . To do this precisely,
for each k in ¹k0; : : : ; k�º, we have to give special consideration to the last interval of the
subdivision in each Œrk ; rkC1/. We will denote such terminal intervals by Œtl.k/; tl.k/C1/ in
such a way that tl.k/ is in Œrk ; rkC1/ and tl.k/C1 D rkC1. We will use the ideas in Corol-
lary 3.6. In the following lemma, we will see that assumption (5.2) implies that the loss in
R2 is smaller than 4=5 of the gain (except for possibly the terminal interval Œtl.k/; tl.k/C1/).

Lemma 5.2 (Gain vs loss). Assume that condition (5.2) holds. Then we have

R2.tl / �R
2.tlC1/ �

4

5
.R2.tlkmC1/ �R

2.QtlkmC1// �
4

5
.R2.tlkmC1/ �R

2.tlkm//

for any l in Bk and any lkm in Gknl.k/.
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Proof. Thanks to Corollary 3.6 and Lemma 3.2 we have

R2.tl / �R
2.tlC1/ � .1 � �

2/R2.tl / � 4.1 � �/R
2
k

and

R2.tlkmC1/ �R
2.QtlkmC1/ �

1

40
�4R3k :

In particular, our thesis holds true as long as one checks the inequality

4.1 � �/ �
1

50
�4Rk :

The inequality is true due to our choice of �. Here we have used the fact that ˛ D �=6 and
condition (5.2) implies that � > 179=180.

5.1.4. Number of intervals of type Gk. Our objective here is to obtain an estimate of
the numbers gk for k D k0; : : : ; k�. Recall that due to (5.13), this will yield a control on
the number of sets of type Bk .

Lemma 5.3 (Bound on gk). Assume that condition (5.2) holds. Then we have

max.bk ; gk/ .
1

Rk
:

Proof. To prove this, recall that by Lemma 3.2, we haveX
lDGknl.k/

.R2.tlC1/ �R
2.tl // � .gk � �¹l.k/2Gkº/

�4R3
k

40
: (5.16)

Thus, Lemma 5.2 impliesX
l2Bk

.R2.tlC1/ �R
2.tl // � �gk

�4R3
k

50
: (5.17)

Taking the sum of both the oscillations at good and bad sets, we recover a telescopic sum
involving the evaluation of R2 at the largest and smallest of the times tl in Œrk ; rkC1/.
Recall that by construction, the oscillation of R2 in Œtl.k/; tl.k/C1/ is positive, indepen-
dently of whether l.k/ is in Bk or Gk . By doing this, we obtain

R2kC1 � �
2R2k �

gk

200
�4R3k �

1

40
�¹l.k/2Gkº�

4R3k :

Hence, we deduce the bound

gk �
200.2 � �2/R2

k

R3
k

C 5: (5.18)

Here, we have used the fact that assumption (5.2) implies that � > 179=180. Hence, the
desired result follows.
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5.1.5. Sum of lengths of intervals of type Gk. In this section we control the total diam-
eter of the intervals in Gk . To do this we will consider the sets VGk and VBk . The set VGk is
obtained by deleting the biggest element fromGk if the last interval in Œrk ; rkC1/ is of type
Gk . Otherwise, we let VGk D Gk . On the other hand, the set Bk is obtaining by deleting
the last element in Bk in the case where the intervals in Œrk ; rkC1/ do not end with two
or more intervals of type Gk . Otherwise, we let VBk D Bk . Now, we are ready to state our
control.

Lemma 5.4. The sum of the lengths of the intervals Œtlkm ; tlkmC1� satisfies

gkX
mD1

.tlkmC1 � tlkm/ .
1

KR2
k

:

Proof. Let us first bound the length of each time interval Œtlkm ; tlkmC1/ of type Gk for m D
1; : : : ; gk . Notice that, as defined in (5.10), we have the identity

tlkmC1 � tlkm D .
QtlkmC1 � tlkm/C dk : (5.19)

Our next goal is to estimate the first term. To this end, we will use the idea in Lemma 5.3
and the fundamental theorem of calculus to write

R.QtlkmC1/ �R.tlkm/ D

Z Qt
lkmC1

t
lkm

PR.t/ dt �
1

4
K�3R3k cos2.˛/.QtlkmC1 � tlkm/

for all m D 1; : : : ; gk . Here, we have used (5.9) to bound the time derivative of R. Hence,
we obtain

QtlkmC1 � tlkm �
4

K�3R3
k

cos2.˛/
.R.QtlkmC1/ �R.tlkm// (5.20)

for all m D 1; : : : ; gk . By summing over all the intervals of type VGk we obtainX
l2 VGk

.QtlC1 � tl /

�
4

K�3R3
k

cos2.˛/

X
l2 VGk

.R.QtlC1/ �R.tl //

D
4

K�3R3
k

cos2.˛/

X
l2 VGk

Œ.R.tlC1/ �R.tlkm// � .R.tlC1/ �R.
QtlC1//�: (5.21)

Let us add and subtract from the first term in (5.21) the oscillations of R over all the
sets of type VBk . Notice that after doing so the first term becomes a telescopic sum of
evaluations of R at points tl in Œrk ; rkC1/ and it can be easily bounded by the oscillation
of R between the largest and smallest tl that lie in Œrk ; rkC1/. In turn, it can be easily
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bounded by RkC1 � �Rk due to the definition of rkC1 in (5.1) and the lower bound on the
order parameter given by (5.4). Then we obtainX
l2 VGk

.QtlC1 � tl /

�
4

K�3R3
k

cos2.˛/
.RkC1 � �Rk/

�
4

K�3R3
k

cos2.˛/

� X
l2 VBk

.R.tl / �R.tlC1//C
X
l2 VGk

.R.tlC1/ �R.QtlC1//

�
: (5.22)

Our goal is to show that the term in the third line is non-positive. Indeed, let us use Lem-
mas 3.2 and 5.2 in the second term of (5.22) to obtainX

l2 VGk

.QtlC1 � tl / �
4.2 � �/

K�3R2
k

cos2.˛/
�

4

5 cos2.˛/K�3R3
k

X
l2 VGk

.R.tlC1/ �R.QtlC1//

�
4.2 � �/

K�3R2
k

cos2.˛/
:

Hence, by Lemmas 3.2 and 5.3 and (5.19) we deduce that

gkX
mD1

.tlkmC1 � tlkm/ � dkgk C
QtlkgkC1

� tlkgk
C

X
l2 VGk

.QtlC1 � tl / .
1

KR2
k

;

where we have used (5.20) and our usual bound on the oscillation to control the difference
.QtlkgkC1

� tlkgk
/. Thus, the desired result follows.

5.1.6. Growth of f 2.T n .LC
 .t0/t/�/. Our goal here is to control the growth of f 2.T n

.LC .t0/t /�/ in each interval Œrk ; rkC1/, where the parameter � of the neighborhood is set
once for all as

� WD
R0

15
:

Notice that � has been set so that the attractive property in Corollary 4.1 holds true. To
initialize the iterative method, we need to control f 2.T n .LC .t0/t /�/ at t D t0. Hence,
we begin by providing a control of the growth of f 2t .T / during the transient Œ0; t0�.

Lemma 5.5. Assume condition (5.2) holds. Then we have

kft0k
2
2 � kf0k

2
2e

4Q
R0 :

Proof. Thanks to Proposition 4.1 we obtain

kft0k
2
2 � kf0k

2
2 exp

�
K

Z t0

0

R.s/ ds

�
:
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Then the main objective is to estimate the time integral of the order parameter. To that
end, observe thatZ t0

0

R.s/ ds D

k0�1X
kD0

Z rkC1

rk

R.s/ ds C

Z t0

rk0

R.s/ ds

�

k0�1X
kD0

RkC1.rkC1 � rk/CRk0C1.t0 � rk0/

� Q

k0X
kD0

Rk

KR2
k

D Q

k0X
kD0

1

KR0

�p2
2

�k
�

4Q

KR0
:

Notice that we have used (5.14) and (5.15) to estimate the lengths of the intervals
Œrk ; rkC1/. Hence, the desired result follows.

Let us now begin our study of the primary goal of this section. To do this, let us
introduce the following notation that we will use in this part. Define the parameters

Dk WD max.bk ; gk/.ık C dk/C
gkX
lD1

.QtlkmC1 � tlkm/ (5.23)

for any k D k0; : : : ; k�. Notice that its size can be controlled in the following way due to
Lemmas 5.3 and 5.4 and the values in (5.3):

Dk .
1

KR2
k

C
1

Rk

h 1

KRk
log
� 1
Rk

�
C

1

KRk

i
.

1

KR2
k

log
�
1C

1

Rk

�
: (5.24)

Let us also introduce the following sequence of functions ¹Fkº
k�
kDk0

. We proceed by induc-
tion. For k D k0, we define

Fk0.t/ WD

8<: kf0k22e
4Q
R0 e2KRk0 .t�t0/ for t 2 Œt0; t0 CDk0 �;

kf0k
2
2e

4Q
R0 e2KRk0Dk0 e�K

Rk0
sin.˛/

2 .t�t0�Dk0 / for t 2 Œt0 CDk0 ; rk0C1/:

Assume that Fk�1 is given in the interval Œrk�1; rk/ and let us define Fk in the interval
Œrk ; rkC1/ through the formula

Fk.t/ WD

´
Fk�1.rk/e

2KRk.t�rk/ for t 2 Œrk ; rk CDk �;

Fk�1.rk/e
2KRkDke�K

Rk sin.˛/
2 .t�rk�Dk/ for t 2 Œrk CDk ; rkC1/:

Lemma 5.6. Assume condition (5.2) holds; then we have

Fk.t/ � kf0k
2
2e

B
KR0

log.1C 1
R0
/
; t 2 Œrk ; rkC1/;

for some universal constant B and for each k D k0; : : : ; k�.
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Proof. By definition, we note that

Fk.t/ � Fk�1.rk/e
2KRkDk for all t 2 Œrk ; rkC1/

and for every k D k0 C 1 : : : ; k�. Also, notice that by construction we have

Fk0.rk0C1/ � kf0k
2
2e

4Q
R0 e2KRk0Dk0 :

Then a simple induction shows that

Fk.t/ � kf0k
2
2e

4Q
R0

kY
qDk0

e2KRqDq D kf0k
2
2 exp

�
4Q

R0
C

kX
qDk0

2KRqDq

�
: (5.25)

Finally, let us use the bound (5.24) on the above sum to achieve

kX
qDk0

2KDqRq .
kX

qDk0

Rq

KR2q
log
�
1C

1

Rq

�
.

1

KR0
log
�
1C

1

R0

� kX
qDk0

�p2
2

�q
:

Hence, the desired result follows.

The sequence ¹Fkº
k�
kDk0

has been constructed as a barrier in order to control the map
t ! f 2.T n .LC .t0/t /�/ at each interval Œrk ; rkC1/. We achieve this in the following
theorem. This theorem is the main result in this section. As a by-product, we will derive
Corollary 5.1 below and we will prove Lemma 1.1.

Theorem 5.1. Assume that condition (5.2) holds; then we have

f 2
�
T n .LC .t0/t /�

�
� Fk.t/; t 2 Œrk ; rkC1/

for each k D k0; : : : ; k�.

Proof. We proceed by induction:

Step 1: Base case (k D k0). Notice that the inequality is true at t D t0 thanks to Lemma
5.5. Let us now look at each of the intervals of typeGk0 andBk0 and quantify the growth or
decay rate of f 2.T n .LC .t0/t /�/ via Lemmas 4.1, 4.4, and 4.5. Specifically, we will dis-
tinguish between three different scenarios for each interval Œtl ; tlC1/with tl in Œrk0 ; rk0C1/:

(1) If the interval is of type Gk0 , then PR.tl / � K�k0 and Lemma 4.4 cannot be used
to quantify a decrease estimate of the L2 norm. Fortunately, we can at least use
Lemma 4.5 on the sliding L2 norm in combination with Corollary 4.1 to obtain

f 2.L�˛ .t// � f
2
�
T n .LC .t0/tl /�;t

�
� f 2

�
T n .LC .t0/tl /�

�
e2KRk0 .t�tl /

� f 2
�
T n .LC .t0/tl

�
�
/e2KRk0 .tlC1�tl /

for every t in Œtl ; tlC1/.
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(2) If the interval is of type Bk0 , then there are two different possibilities: either
Œtl ; tlC1/ is small or it is large.

(a) If Œtl ; tlC1/ is small (i.e., tlC1 � tl � ık0 ), then Lemma 4.4 cannot be used
either. Then we have to rely on a similar argument to that of type Gk , and it
implies

f 2.L�˛ .t// � f
2
�
T n .LC .t0/tl /�

�
e2KRk0 .t�tl /

� f 2
�
T n .LC .t0/tl /�

�
e2KRk0ık0

for every t in Œtl ; tlC1/.

(b) Finally, if Œtl ; tlC1/ is large (i.e., tlC1 � tl > ık0 ) then we can apply Lemma
4.4. However, notice that it can only be applied for t in Œtl C ık0 ; tlC1/, and
in the remaining part of the interval Œtl ; tl C ık0/ we can only apply the same
argument as before, supported by Lemma 4.1 about the sliding L2 norm.
Specifically, for any t in Œtl ; tl C ık/ Lemma 4.1 implies

f 2.L�˛ .t// � f
2
�
T n .LC .t0/tl /�

�
e2Kık0Rk0 :

Now, for any t in Œtl C ık ; tlC1/, Lemmas 4.4 and 4.5 yield

f 2
�
T n .LC .t0/t /�

�
� f 2.L�˛ .tl //e

K
�
2Rk0ık0�

.t�tl�ık0
/Rk0

sin.˛/

2

�
� f 2tl

�
T n .LC .t0/tl /�

�
eK
�
2Rk0ık0�

.t�tl�ık0
/R0 sin.˛/

2

�
:

Bearing all these possibilities in mind, let us now show the inequality forFk0 in .t0; rk0C1/.
Fix any time t in .t0; rk0C1/ and consider the index

p WD max
®
l 2 N W tl � t

¯
:

Then we will repeat the above classification at each Œtl ; tlC1/ with l in ¹0; : : : ; p � 1º
ending with Œtp; t /. Also, let us split the indices of intervals of type Bk0 into two parts
corresponding to small or large intervals as in the above discussion, namely,

BSk0 WD
®
l 2 Bk0 W tlC1 � tl � ık0

¯
;

BLk0 WD
®
l 2 Bk0 W tlC1 � tl > ık0

¯
:

Notice that we then have the disjoint union

¹0; : : : ; p � 1º D Gk0;p [ B
S
k0;p
[ BLk0;p;

where Gk0;p D Gk0 \ ¹0; : : : ; p � 1º, B
S
k0;p
D BS

k0
\ ¹0; : : : ; p � 1º, and

BLk0;p D B
L
k0
\ ¹0; : : : ; p � 1º:
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By applying the above discussion in a recursive way, we obtain

f 2tp

�
T n .LC .t0/tp /�

�
� f 2t0.T / exp

²
2Rk0K

� X
l2Gk0;p

.tlC1 � tl /C
X

l2BS
k0;p

ık0

�

C

X
l2BL

k0;p

�
2Rk0ık0 �

.tlC1 � tl � ık0/Rk0 sin.˛/
2

�³
: (5.26)

Similarly, for any t in .tp; tp C ık0/ we have

f 2
�
T n .LC .t0/t /�

�
� f 2tp

�
T n .LC .t0/tp /�

�
� exp

®
2KRk0

�
.tpC1 � tp/�¹p2Gk0 º

C ık0�¹p2BS
k0
º
C ık0�¹p2BL

k0
º

�¯
� f 2tp

�
T n .LC .t0/tp /�

�
� exp

®
2KRk0

�
.tpC1 � tp/�¹p2Gk0 º

C ık0�¹p2Bk0 º
�¯
: (5.27)

Thus, for any t in Œtp C ık0 ; tpC1/ we obtain

f 2
�
T n .LC .t0/t /�

�
� f 2tp

�
T n .LC .t0/tp /�

�
� exp

°
2KRk0

h
.tpC1 � tp/�¹p2Gk0 º

C ık0�¹p2BS
k0
º

C

�
ık0 �

.t � tp � ık0/ sin.˛/
4

�
�
¹p2BL

k0
º

i±
� f 2tp

�
T n .LC .t0/tp /�

�
� exp

°
2KRk0

h
.tpC1 � tp/�¹p2Gk0 º

C ık0�¹p2Bk0 º

�
.t � tp � ık0/R0 sin.˛/

4
�
¹p2BL

k0
º

i±
: (5.28)

Putting (5.26), (5.27), and (5.28) together and recalling Dk in (5.23) implies

f 2t
�
T n .LC .t0/t /�

�
� f 2t0.T / exp

²
2KDk0Rk0 �

X
l2Bk0;p

K
.tlC1 � tl /Rk0 sin.˛/

2

�K
.t � tp/Rk0 sin.˛/

2
�¹p2Bk0 º

³
; (5.29)

where we have absorbed the ık0 in the last term into Dk0 .
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On the other hand, notice that we can recover t from the following telescopic sum:

t D t � tp C

p�1X
lD0

.tlC1 � tl /C t0

D t0 C .t � tp/�¹p2Gk0 º
C .t � tp/�¹p2Bk0 º

C

X
l2Gk0;p

.tlC1 � tl /C
X

l2Bk0;p

.tlC1 � tl /

� t0 CDk0 C .t � tp/�¹p2Bk0 º
C

X
l2Bk0;p

.tlC1 � tl /:

Consequently,

�.t � tp/�¹p2Bk0 º
�

X
l2Bk0;p

.tlC1 � tl / � �.t � t0 �Dk0/;

which can be used to bound the last two terms in the above exponential of (5.29). Then
we obtain

f 2t
�
T n .LC .t0/t /�

�
�

´
f 2t0.T /e

2KDk0 for t 2 .tp; tp C ık0/;

f 2t0.T /e
2KDk0�

KR0 sin.˛/
2 .t�t0�Dk0 / for t 2 Œtp C ık0 ; tpC1/:

(5.30)

Notice that the worst situation is the one where there is no intermediate fall-off, that is,
BL
k0;p
D ;. Since this scenario dominates all the other possibilities, we will restrict to it

without loss of generality. This amounts to the chain of inequalities

tp C ık0 D t0 C ık0 C
X

l2Gk0;p

.tlC1 � tl /C
X

l2BS
k0;p

.tlC1 � tl /C
X

l2BL
k0;p

.tlC1 � tl /

� t0 C
X
l2Gk0

.tlC1 � tl /Cmax.gk ; bk/ık � t0 CDk0 ;

that is, tp C ık0 � t0 CDk0 , which leads to restating (5.30) as

f 2t
�
T n .LC .t0/t /�

�
�

8<:f 2t0.T /e2KDk0Rk0 for t 2 .t0; t0 CDk0/;

f 2t0.T /e
2KDk0Rk0�

KRk0
sin.˛/

2 .t�t0�Dk0 / for t 2 Œt0 CDk0 ; rk0C1/:

Finally, use Lemma 5.5 to relate the L2 norm at t D t0 and at t D 0. Thus, we have shown
the claimed bound.

Step 2: Inductive hypothesis. Let us assume that for certain k0 < k < k� we have

f 2
�
T n .LC .t0/t /�

�
� Fq.t/; t 2 Œrq; rqC1/;

for any q < k.



J. Morales and D. Poyato 700

Step 3: Induction step. The proof for the index k becomes a simple consequence of the
inductive hypothesis where again we need to apply Lemmas 4.1, 4.4, and 4.5 repeatedly
in the spirit of Step 1 for the base step.

As a consequence of Theorem 5.1 we obtain the following corollary.

Corollary 5.1. Suppose assumption (5.2) holds. Then we have

rkC1 � rk .
1

KRk

1

R0
log
�
1C

1

R0
CW 1=2

kf0k2

�
for any k � k�.

Proof. Thanks to (5.24), we may assume without loss of generality that rkC1 � rk � Dk .
Now, observe that by Theorem 5.1 and (5.25) we have

f 2
�
Tn.LC .t0//�

�
� Fk.t/

� kf0k
2
2e

4Q
R0

� kY
qDk0

e2KRqDq
�
e�K

Rk sin.˛/
2 .t�rk�Dk/

� kf0k
2
2e

Q0

R0
log.1C 1

R0
/
e�K

Rk sin.˛/
2 .t�rk�Dk/

for every t in Œrk C Dk ; rkC1/ and some universal constant Q0. On the other hand, by
Jensen’s inequality we have

�
�
Tn.LC .t0/t /�

�
�

q
4�Wf 2

�
Tn.LC .t0/t /�

�
:

Consequently, if we let m.s/ D 1 � �.TnLC .t0/s/�/, using Theorem 5.1 we deduce that

1 �m.s/ � 2
p
�kf0k2e

Q0

2KR0
log.1C 1

R0
/
e�K

Rk sin.˛/
4 .s�rk�Dk/ (5.31)

for any s in ŒDk C rk ; rkC1�. On the other hand, by Lemmas 4.2, 4.3 and Corollary 4.1, if
we let

P.t/ D inf
�;� 02.LC .t0/s/�;t

cos.� � � 0/; (5.32)

we have

1 � P.t/ � max
h1
3
Rk0e

�K8 Rk0 .t�s/;
16

R2
k0

W 2

K2

i
for every t in Œs; rkC1�. Additionally, using Lemmas 4.2, 4.3, and Corollary 4.1, if we let
L D .LC .t0/s/� we have

R.t/ � inf
�;� 02Ls;t

R cos.� � � 0/

� m.s/P.t/ � .1 �m.s//

D
�
1 � .1 �m.s//

�
P.t/ � .1 �m.s//

� P.t/ � 2.1 �m.s//

� 1 � .1 � P.t// � 4
p
�W

1
2 kf0k2e

Q0

2R0
log.1C 1

R0
/
e�K

Rk sin.˛/
4 .s�rk�Dk/: (5.33)
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Now observe that, by construction,
p
2

2
� R in Œrk ; rkC1/:

Consequently, by (5.31) and (5.32), if we set t D rkC1 and s D rkC1 � 8
KRk0

log 1
10Rk0

in
(5.33), and make C smaller within the constraints of (5.2) if necessary, we obtain

1

3
Rk0e

� log 1
10Rk0

C 4
p
�W

1
2 kf0k2e

Q0

2R0
log.1C 1

R0
/
e
�K

Rk sin.˛/
4 .rkC1�rk�Dk�

8
KRk0

log 1
10Rk0

/

� 1 �

p
2

2
: (5.34)

Thus,

4
p
�kf0k2W

1=2e
C1
R0

log.1C 1
R0
/
e�K

Rk sin.˛/
4 .rkC1�rk�Dk/ � 1 �

p
2

2
�
1

30
�
1

10
;

for some universal constant C1.
Hence,

4

KRk sin.˛/
log.40

p
�W

1
2 kf0k2/C

4C1

KR0

1

Rk sin.˛/
log
�
1C

1

R0

�
CDk � rkC1 � rk :

Consequently, using (5.24) the desired result follows.

5.2. Proof of Lemma 1.1

We will prove the lemma by proving that

�
�
Tn.LC .t0/s/�;t

�
� e�

1
10K sin.˛/.t�T0/ (5.35)

and
.LC .t0/s/�;t � L

C

ˇ
.t/

for every t in ŒT0;1/. Here,

s D t �
8

KRk�
log

1

40Rk�
:

Additionally, recall that  was chosen in (5.7).
We begin by showing the first equation in (1.22). To do this, we control rk� via the

following telescopic sum and Corollary 5.1:

rk� D t0 C

k�X
kDk0

rkC1 � rk

.
1

KR20
C

k�X
kDk0

1

KRk

1

R0
log
�
1C

1

R0
CW 1=2

kf0k2

�
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.
1

KR20
C

k�X
kDk0

�p2
2

�k 1

KR20
log
�
1C

1

R0
CW 1=2

kf0k2

�
.

1

KR20
log
�
1C

1

R0
CW 1=2

kf0k2

�
:

Consequently, by construction, to guarantee the first equation in (1.22) it suffices to take

rk� � T0 .
1

KR20
log
�
1C

1

R0
CW 1=2

kf0k2

�
:

Indeed, recall that, by definition R.rk�/ �
p
2=2, and consequently, by (5.4), we have

R.t/ �

p
2

2
� �

3

5

for every t in Œrk� ;1/
Now we proceed to show that we can guarantee the second equation in (1.22) by

selecting T0 within the desired constraints. To achieve this, we argue as in equations (5.33)
and (5.34) from the proof of Corollary 5.1, with

s D t �
8

KRk�
log

1

40Rk�
;

to obtain

�
�
Tn.LC .t0/s/�;t

�
� 4
p
�W 1=2

kf0k2e
Q0

2R0
log.1C 1

R0
/

� e
�K

Rk�
sin.˛/
4 .t�rk��Dk��

8
KRk�

log 1
40Rk�

/
(5.36)

and

inf
�2.LC .t0/s/�;t

cos.� � �/ � 1 �
1

3
Rk�e

� log 1
40Rk� � 4

p
�W 1=2

kf0k2e
Q0

2R0
log.1C 1

R0
/

� e
�K

Rk�
sin.˛/
4 .t�rk��Dk��

8
KRk�

log 1
40Rk�

/
;

(5.37)

for any t in Œrk� CDk� C
8

KRk�
log 1

40Rk�
;1/.

Thus, since Rk� �
p
2=2, we see that choosing T0 in such a way that

1

KR20
log
�
1C

1

R0
CW 1=2

kf0k2

�
& T0 �

4

KRk� sin.˛/

h
log

4
p
�W 1=2kf0k2

Rk�=120

i
C
Q0 C 16

2KR0
log
�
1C

1

40R0

�
C rk� CDk� ; (5.38)
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we can guarantee that condition (5.35) holds for every t in ŒT0;1/. Indeed, by (5.36),
such a choice of T0, together with Lemma 4.2 and Corollary 4.1, implies that

inf
�2.LC .t0/s/�;t

cos.� � �/ �
59

60
(5.39)

and
�
�
Tn.LC .t0/s/�;t

�
�

1

120
e�K

Rk�
sin.˛/
4 .t�T0/;

for every t in ŒT0;1/. Consequently, the desired result follows from the fact that (5.39)
implies that .LC .t0/s/�;t � L

C

ˇ
.t/.

6. Wasserstein stability and applications to the particle system

The main objective of this section is to prove Corollary 1.1. Before we proceed with the
proof, let us introduce some necessary tools and notation. Throughout this section, we will
set a probability density f0 that belongs to C 1 and will assume that g has compact support
in Œ�W;W �. Indeed, we will assume that f0,K, andW satisfy the hypotheses of Theorem
1.1. Also, we will consider the unique global-in-time classical solution f D f .t; �; !/ to
(1.2).

Definition 6.1 (The random empirical measures). By the consistency theorem of Kol-
mogorov (see [56, Theorem 3.5]), let us consider a probability space .E;F ; P / and set
some sequence of random variables for k 2 N,

.�k.0/; !k.0//WE ! T �R;

that are i.i.d. with law f0. For every N 2 N, let us consider the random variables

t 7! .�N1 .t/; !1.0//; : : : ; .�
N
N .t/; !N .0//

solving the particle system (1.1) issued at the above random initial data. Then we define
the associated random empirical measures as

�Nt WD
1

N

NX
iD1

ı.�Ni .t/;!i .0//
.�; !/ (6.1)

for every t � 0.

The proof of Corollary 1.1 gathers three different tools:

• First, we will use our main Theorem 1.1, which quantifies the rate of convergence of
the solution f D f .t; �; !/ towards the global equilibrium f1 as t !1.

• Second, we require a concentration inequality to quantify the law of large numbers.
More specifically, we need to quantify the rate of convergence in probability P of �N0
towards f0 as the number of oscillators N tends to infinity.
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• Finally, in order to propagate the above quantification for larger times, we require
some stability estimate for the transportation distance between �Nt and ft .

Those tools will allow us to quantify a time in which a sufficient number of oscilla-
tors of the particle system is concentrated around a neighborhood of the support of the
global equilibrium f1. This, along with Lemma 4.2 (which also holds for the particle
system), will guarantee that the concentration property of oscillators propagates for larger
times. Additionally, we will derive the contraction of the diameter of the configuration of
oscillators. Before beginning the rigorous proof, let us elaborate on the concentration and
stability inequalities.

6.1. Wasserstein concentration inequality

It is apparent from the literature that the above random empirical measures �N0 in Defini-
tion 6.1 approximate the initial datum f0 as N !1. Specifically, by the strong law of
large numbers (see [55]) we obtain

�N0
�
* f0; P -a.s;

in the narrow topology of P .T �R/ asN !1. Unfortunately, this is not enough for our
purposes as we seek quantitative estimates for the rate of convergence. Such a quantitative
control is called concentration inequality and there have been many approaches to it in
the literature. Most of them require some special structure on the initial datum f0 and the
sequence of random empirical measures �N0 ; see [6–8]. Specifically, some transportation–
entropy inequality is required. To the best of our knowledge, the first result with those
assumptions removed was recently introduced in [26]. In our particular setting, it reads as
follows.

Lemma 6.1. Let f0 contained in P .T �R/ be any probability measure with a distribution
of natural frequencies g D .�!/#f0 and assume that

E.g/ WD

Z
R
e!

4

dg <1: (6.2)

Take any sequence ¹.�k.0/; !k.0//ºk2N of i.i.d. random variables with law f0 and set the
random empirical measures �N0 according to Definition 6.1. Then

P
�
W2.�

N
0 ; f0/ � "

�
� C1e

�C2N"
4

for every " > 0 and N in N. Here, C1 and C2 are two positive constants that do not
depend on either " or on N , but only depend on E.g/.

Proof. Take d D 2, p D 2,  D 1, and ˇ D 4 in [26, Theorem 2].

In the above result, we used the classical quadratic Wasserstein distance W2, namely,

W2.�
N
0 ; f0/ D

�
inf

2….�N0 ;f0/

Z
T2�R2

.d.�; � 0/2 C .! � !0/2/ d

�1=2
:
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However, as discussed in Remark 3.2, such a distance is not appropriate for this problem
due to the fact that the standard quadratic distance on the product Riemannian manifold
T �R provides a cost functional which is not dimensionally correct. Indeed, we corrected
this situation by scaling !. Let us recall the scaled quadratic Wasserstein distance (see
Definition 3.2)

SW2.�
N
0 ; f0/ D

�
inf

2….�;�/

Z
T2�R2

�
d.�; � 0/2 C

.! � !0/2

K2

�
d

�1=2
:

Let us note that by scaling, we can adapt the above Lemma 6.1 to the right transportation
distance SW2. Specifically, let us consider the dilation with respect to !,

DK.!/ WD
!

K
for ! 2 R:

Then we can define the following scaled objects:

f0;K WD .Id˝DK/#f0 and �N0;K WD .Id˝DK/#�
N
0 :

Notice that f0;K is contained in P .T � R/ and the empirical measures �N0;K are i.i.d.
variables with law f0;K . Interestingly, we obtain the relation

SW2.�
N
0 ; f0/ D W2.�

N
0;K ; f0;K/:

Then, applying Lemma 6.1 to the scaled objects, we obtain the following result.

Lemma 6.2. Let f0 be a probability density in C 1.T � R/, and assume that the distri-
bution of natural frequencies g D .�!/#f0 has compact support in Œ�W; W � and that
condition (1.20) in Theorem 1.1 holds true. Take any sequence ¹.�k.0/; !k.0//ºk2N of
i.i.d. random variables with law f0 and set the random empirical measures �N0 according
to Definition 6.1. Then

P
�
SW2.�

N
0 ; f0/ � "

�
� C1 exp.�C2N"4/ (6.3)

for every " > 0 and N in N. Here, C1 and C2 are two positive universal constants.

Remark 6.1. Notice that, according to Lemma 6.1, the above C1 and C2 only depend
upon E.gK/ where gK WD DK#g. Since g has compact support in Œ�W;W � we obtain

1 � E.gK/ � e
W4

K4 ;

so that C1 and C2 will ultimately depend only on W
K

. However, under assumptions (1.20)
in Theorem 1.1, W

K
is smaller than a universal constant. Consequently, E.gK/ can be made

smaller than a universal constant arbitrarily close to 1. This justifies considering C1 and
C2 to be universal constants.
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6.2. Wasserstein stability estimate

The study of Wasserstein stability estimates or Dobrušin-type estimates for measure-
valued solutions to kinetic equations is a classical topic. Depending on the degree of
regularity of the interaction kernel, an appropriate transportation distance has to be con-
sidered. In particular, the starting works by Dobrušin and Neunzert (see [24, 44]) show
that the bounded-Lipschitz distance is appropriate for Lipschitz-continuous interaction
kernels. This type of inequality has been generalized to some specific kernels with more
limited regularity. In particular, the right transportation distance for gradient flows associ-
ated with ��-convex is the quadratic Wasserstein distance W2 (see [14]). Indeed, we do
not necessarily need an underlying gradient structure, but only require that the interaction
kernel is one-sided Lipschitz-continuous. This was proven in [49, Theorem 4.7] for the
Kuramoto model with weakly singular weights, which in our case provides the following
stability estimate for W2:

W2.ft ; Nft / � e
.2KC 1

2 /tW2.f0; Nf0/; (6.4)

which holds for any two measured-valued solutions to (1.2). Notice that units are not
correct in the above inequality, and this is again due to the fact thatW2 is not dimensionally
correct in this problem (recall 3.2). Instead, we can replace W2 with SW2 (see Definition
3.2) to recover the following result.

Lemma 6.3. Consider K > 0 and let f and Nf be weak measured-valued solutions to
(1.2) with initial datum f0 and Nf0 2 P2.T �R/. Then we have

SW2.ft ; Nft / � e
5
2Kt SW2.f0; Nf0/

for every t � 0.

Proof. Consider an optimal transference plan 0 joining f0 to Nf0, that is,

0 2 ….f0; Nf0/ WD
®
 2 P ..T �R/ � .T �R// W .�1/# D f0 and .�2/# D Nf0

¯
;

such that

SW2.f0; Nf0/
2
D

Z
T�R

Z
T�R

dK..�1; !1/; .�2; !2//
2 d..�1;!1/;.�2;!2//0:

Here �1 and �2 represent the projections

�1..�; !/; .�
0; !0// D .�; !/;

�2..�; !/; .�
0; !0// D .� 0; !0/:

Let us consider the following competitor at time t via push-forward, namely,

t WD .X0;t ˝ xX0;t /#0 2 P ..T �R/ � .T �R//;
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where X0;t .�;!/D .‚0;t .�;!/;!/ and xX0;t .�;!/D .x‚0;t .�;!/;!/ are the characteristic
flows associated with the transport fields vŒf �. Since t 2 ….ft ; Nft /,

1

2
SW2.ft ; Nft /

2
�

Z
T�R

Z
T�R

1

2
dK..�1; !1/; .�2; !2//

2 d..�1;!1/;.�2;!2//t

D

Z
T�R

Z
T�R

1

2
dK.X0;t .�1; !1/; xX0;t .�2; !2//

2 d..�1;!1/;.�2;!2//0

DW I.t/:

Our final goal is to derive some Grönwall-type inequality for I . Fix .�1; !1/; .�2; !2/ 2
T �R and define the following curves in T :

‚.t/ WD ‚0;t .�1; !1/ and x‚.t/ WD x‚0;t .�2; !2/;

and the associated characteristic curves in T �R,

X.t/ WD X0;t .�1; !1/ D .‚.t/; !1/;

xX.t/ WD xX0;t .�2; !2/ D .x‚.t/; !2/:

Set a minimizing geodesic xt W Œ0; 1�! T �R joining X.t/ to xX.t/ for every fixed t > 0.
Notice that the function

t 7!
1

2
d2K.X.t/; xX.t//

is Lipschitz continuous. Then we can take derivatives and show that

d

dt

1

2
d2K.X.t/; xX.t// � �

˝�
vŒft �.X.t//; 0

�
; x0t .0/

˛
�
˝�
vŒ Nft �.xX.t//; 0

�
;�x0t .1/

˛
(6.5)

for almost every t � 0. Let us now consider �.t/ WD x‚.t/ �‚.t/, the representative of
x‚.t/ �‚.t/ modulo 2� that lies in .��; ��. We find two different cases:

Case 1: �.t/ 2 .��; �/. In this case, the only minimizing geodesic reads

xt .s/ D .e
i.‚.t/Cs�.t//; !1 C s.!2 � !1//; s 2 Œ0; 1�:

Then (6.5) reads

d

dt

1

2
d2K.X.t/; xX.t// �

�
vŒ Nft �.x‚.t/; !2/ � vŒft �.‚.t/; !1/

�
�.t/

for almost every t � 0.

Case 2: �.t/ D � . In this second case there are exactly two minimizing geodesics

xt;˙.s/ D .e
i.‚.t/˙�s/; !1 C s.!2 � !1//; s 2 Œ0; 1�:

Then we restate (6.5) as

d

dt

1

2
d2K.X.t/; xX.t// �

�
vŒ Nft �.x‚.t/; !2/ � vŒft �.‚.t/; !1/

�
.˙�/
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for almost every t � 0. To sum up, we achieve the following estimate:

d

dt

1

2
d2K.X0;t .�1; !1/; xX0;t .�2; !2//

�
�
vŒft �.‚0;t .�1; !1/; !1/ � vŒ Nft �.x‚0;t .�2; !2/; !2/

�
‚0;t .�1; !1/ � x‚0;t .�2; !2/

for every �1; �2 2 T , each !1; !2 2 R, and almost every t � 0. Using the dominated con-
vergence theorem, we show that I is absolutely continuous and taking derivatives under
the integral sign implies

dI

dt
�

Z
T�R

Z
T�R

�
vŒft �.‚0;t .�1; !1/; !1/ � vŒ Nft �.x‚0;t .�2; !2/; !2/

�
�‚0;t .�1; !1/ � x‚0;t .�1; !2/ d..�1;!1/;.�2;!2/0 (6.6)

for almost every t � 0. Also, note that

vŒft �.�; !/ D ! �K

Z
T�R

sin.� �‚0;t .� 01; !
0
1// d.� 01;!

0
1/
f0;

vŒ Nft �.�; !/ D ! �K

Z
T�R

sin.� � x‚0;t .� 02; !
0
2// d.� 02;!

0
2/
Nf0:

Since .�1/#0 D f0 and .�2/#0 D Nf0,

vŒft �.�; !/ D ! �K

Z
T�R

Z
T�R

sin.� �‚0;t .� 01; !
0
1// d..� 01;!

0
1/;.�

0
2;!
0
2//
0; (6.7)

vŒ Nft �.�; !/ D ! �K

Z
T�R

Z
T�R

sin.� � x‚0;t .� 02; !
0
2// d..� 01;!

0
1/;.�

0
2;!
0
2//
0: (6.8)

Putting (6.7)–(6.8) into (6.6) amounts to

dI

dt
�

Z
.T�R/4

.!1 � !2/‚0;t .�1; !1/ � x‚0;t .�2; !2/ (6.9)

� d..�1;!1/;.�2;!2//0 d..� 01;!
0
1/;.�

0
2;!
0
2//
0

�K

Z
.T�R/4

�
sin.‚0;t .�1; !1/�‚0;t .� 01; !

0
1// � sin.x‚0;t .�2; !2/� x‚0;t .� 02; !

0
2//
�

�‚0;t .�1; !1/ � x‚0;t .�2; !2/ d..�1;!1/;.�2;!2//0 d..� 01;!
0
1/;.�

0
2;!
0
2//
0

for almost every t � 0. By Young’s inequality, it is clear that

.!1 � !2/‚0;t .�1; !1/ � x‚0;t .�2; !2/ �
K

2
‚0;t .�1; !1/ � x‚0;t .�2; !2/

2
C
.!1 � !2/

2

2K

D
K

2
dK.X0;t .�1; !1/;X0;t .�2; !2//

2:
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This, along with a clear symmetrization argument in the second term, implies

dI

dt
� KI.t/

�
K

2

Z
.T�R/4

.sin.‚0;t .�1; !1/�‚0;t .� 01; !
0
1//� sin.x‚0;t .�2; !2/�‚0;t .� 02; !

0
2///

�
�
‚0;t .�1; !1/ � x‚0;t .�2; !2/ �‚0;t .�

0
1; !

0
1/ �

x‚0;t .�
0
2; !

0
2/
�

� d..�1;!1/;.�2;!2//0 d..� 01;!
0
1/;.�

0
2;!
0
2//
0

for almost every t � 0. Now, using the Lipschitz property of the sine function we achieve
the inequality

dI

dt
� .K C 4K/I for a.e. t � 0:

Integrating the inequality and using that

I.0/ D

Z
T�R

Z
T�R

1

2
dK..�1; !1/; .�2; !2//

2 d..�1;!1/;.�2;!2//0 D
1

2
SW2.f0; Nf0/

2;

yields the desired result.

6.3. Probability of mass concentration and diameter contraction

Now we are ready to begin the proof of Corollary 1.1. Let L and L1=2 be intervals of
diameter 2=5 and 1=5 centered around the order parameter �1 of f1. Recall that by
formula (1.22) we obtain

R1 D lim
t!1

R.t/ � 3=5:

Looking at the structure of the stable equilibria f1 in (1.18) (which corresponds to g� D
0, that is, no antipodal mass), we observe that for any .�; !/ in supp f1 we have the
relation

� D �1 C arcsin
� !

KR1

�
:

In particular,

j� � �1j � arcsin
� W

KR1

�
� arcsin

�5
3

W

K

�
:

Then we can select C in (1.20), so that we have

suppf1 � L 1
2
� Œ�W;W �: (6.10)

Notice that the choice of the diameter ofL is somehow arbitrary and is subordinated to the
size of the universal constant C in Theorem 1.1 (the smaller C , the smaller the diameter
of L). For simplicity, we have set it to 2=5 but it can be generalized to sharper values. We
divide the proof into the following steps:
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Step a. We control the mass of �Nt and ft in TnL, namely,

�Nt ..TnL/ �R/ � 25SW2.�
N
t ; f1/

2; (6.11)

�t .TnL/ � 25SW2.ft ; f1/
2; (6.12)

for any t > 0.
Fix t > 0 and let t 2 P ..T � R/ � .T � R// be an optimal transport plan between

�Nt and f1 for the scaled Wasserstein distance SW2. Then we have

SW2.�
N
t ; f1/

2

D

Z
.T�R/2

dK..�; !/; .�
0; !0//2 dt

�

Z
..TnL/�R/�.L1=2�R/

d.�; � 0/2 dt

�
1

25
t
�
..T n L/ �R/ � .L1=2 �R/

�
D

1

25

�
t
�
..TnL/ �R/ � .T �R/

�
� t

�
..TnL/ �R/ � ..TnL1=2/ �R/

��
�
1

25

�
t
�
..TnL/ �R/ � .T �R/

�
� t

�
.T �R/ � ..TnL1=2/ �R/

��
D

1

25

�
�Nt ..TnL/ �R/ � f1..TnL1=2/ �R/

�
:

Thus, using the inclusion (6.10), we observe that the second term in the last line of the
above inequality vanishes and we obtain (6.11). Similarly, using the above argument with
�Nt replaced by ft , we deduce (6.12).

Step b. We claim that we can select T0 satisfying

T0 .
1

KR20
log
�
1CW 1=2

kf0k2 C
1

R0

�
; (6.13)

and with the additional property that

SW2.ft ; f1/ �
1
p
500

e�
1
40K.t�T0/ (6.14)

for every t in ŒT0;1/.
To show this, take Q1 large enough and T0 verifying

T0 �
Q1

KR20
log
�
1CW 1=2

kf0k2 C
1

R0

�
;

so that we meet the constraints in Theorem 1.1. Then, using (3.24) and Proposition 3.2 we
obtain

SW2.ft ; f1/ � Q2e
� 1
40K.t�T0/ (6.15)

for all t in ŒT0;1/ and some universal constant Q2. Notice that by taking Q1 large
enough, we can make Q2 arbitrarily small (e.g., Q2 D 1p

500
). This concludes the proof

of the claim.
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Step c. We compute N in N and dN > 0 for each N � N � so that

P
�

SW2.�
N
t ; ft / �

1
p
500

e�
1
40K.t�T0/

�
� 1 � C1e

�C2N
1
2 (6.16)

for any t in ŒT0; T0 C dN � and any N � N �.
First, for each N in N let us set the scale

"N WD N
� 18 : (6.17)

Now we define N � as

N � WD min
®
N 2 N W "N e

5K
2 T0 �

1p
500

¯
; (6.18)

so that, by definition, we get the bound

N � � 5004e20KT0 :

Fix any N � N �. Notice that N � has been defined in (6.18) so that there exists dN > 0

with the property

"N e
5K
2 .T0CdN / D

1
p
500

e�
1
40KdN : (6.19)

Indeed, by dividing (6.19) over (6.18), we can quantify dN in terms of N � as
"N

"N�
e
5K
2 dN � e�

1
40KdN :

Consequently, we have

dN �
5

101K
log

N

N �
:

By construction, letting " D "N in the concentration inequality (6.3) of Lemma 6.2, we
obtain the following quantification:

P
�
SW2.�

N
0 ; f0/ � "N

�
� C1e

�C2N
1
2 (6.20)

for everyN 2N. Thus, by monotonicity of the exponential function, we conclude that for
any t 2 ŒT0; T0 C dN � we have

C1e
�C2N

1
2
� P

�
SW2.�

N
0 ; f0/ � "N

�
� P

�
SW2.�

N
t ; ft / � "N e

5K
2 t
�

� P
�
SW2.�

N
t ; ft / � "N e

5K
2 .T0CdN /

�
D P

�
SW2.�

N
t ; ft / �

1
p
500

e�
1
40KdN

�
� P

�
SW2.�

N
t ; ft / �

1
p
500

e�
1
40K.t�T0/

�
;

where in the first inequality we have used the concentration inequality (6.20), in the second
one we have used the stability estimate in Lemma 6.3, and the remainder follow from our
choice of dN in (6.19) and t in ŒT0; T0 C dN �. That ends the proof of (6.16).
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Step d. We quantify the probability of mass concentration of�Nt in the intervalL, namely,

P
�
�Nt .L �R/ � 1 �

1

5
e�

1
20K.t�T0/

�
� 1 � C1e

�C2N
1
2 (6.21)

for every t in ŒT0; T0 C dN / and any N � N �.
Now, by (6.11), (6.14), and the triangular inequality we have

�Nt ..TnL/ �R/ � 25SW2.�
N
t ; f1/

2

� 50
�
SW2.�

N
t ; ft /

2
C SW2.ft ; f1/

2
�

� 50
h
SW2.�

N
t ; ft /

2
C

1

500
e�

1
20K.t�T0/

i
for every t in ŒT0; T0 C dN /. Hence, we obtain

�Nt .L �R/ � 1 �
1

10
e�

3
10K.t�T0/ � 50SW2.�

N
t ; ft /

2

for each t in ŒT0; T0 C dN �. This, along with (6.16), concludes the proof of (6.21).

Step e. We quantify the probability of mass concentration and diameter contraction along
the time interval Œs;1/ for any s in ŒT0; T0 C dN �.

We are now ready to finish the proof of Corollary 1.1. Let us consider N � N �, s in
ŒT0; T0 C dN �, and any realization of the random empirical measure �N (recall Defini-
tion 6.1) so that the condition within (6.21) holds. Hence, by construction, we obtain that
at such a realization,

p WD inf
�;� 02L

cos.� � � 0/ �
4

5
and m WD �Ns .L �R/ � 1 �

1

5
e�

1
20K.s�T0/ �

4

5
:

Then we obtain the relation

mp � .1 �m/ D
4

5
�
4

5
�

�
1 �

4

5

�
D
11

25
:

In particular, take � WD 2=5 and notice that the above relations along with assumption
(1.20) in Theorem 1.1 guarantee condition (4.5) within the hypotheses of Lemma 4.2.
Notice that the result also holds true for the particle system. Consequently, it asserts that
for such a realization of �N we can consider a time-dependent interval LNs .t/ with t � s
so that LNs .s/ D L and

�Nt .L
N
s .t/ �R/ � 1 �

1

5
e�

1
20K.s�T0/;

1 � inf
�;� 02LNs .t/

cos.� � � 0/ � max
°1
5
e�

K
10 .t�s/; 25

W 2

K2

±
;

(6.22)

for any t � s. Indeed, we have LNs .t/ D �� .X
N
s;t .L � Œ�W;W �//, where XNs;t represents

the flow of the particle system, that is, the flow of vŒ�N �. Our final goal is to simplify the
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last condition in (6.22). To this end, let us consider DN
s .t/ WD diam.LNs .t// and notice

that the inequality implies

2
.DN

s .t//
2

5
� 1 � cos.DN

s .t// � max
°1
5
e�

K
10 .t�s/; 25

W 2

K2

±
(6.23)

for any t � s. In particular, we obtain (D). Thus, Corollary 1.1 follows.
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