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Abstract 

Catalysis is crucial in many reactions in the chemical industry. The presence of a 

heterogeneous catalyst is often required. For example, in the reformation reaction, the 

dehydrogation of alkanes occurs on the platinum surface. Solid surfaces prove to be a 

significant computational challenge. Conventionally, they are studied using Density Functional 

Theory (DFT). It performs well (in many cases) but fails to account for the dispersion 

interaction, important for the adsorption of alkanes. To describe the dispersion, these density 

functionals must be augmented via a kernel (vdW-functionals) or by additive, dispersion 

corrections (DFT+D). This is reasonable for many systems, such as zeolites, and metal 

organic frameworks. However, for metal surfaces they break down, failing to accurately 

describe the dispersion interaction. Post-HF methods have shown promise here, with recent 

advances in computational power making them affordable. One suitable method is the 

Random Phase Approximation (RPA). The adsorption of alkanes on the Pt(111) surface is 

studied using RPA.  

RPA is first benchmarked with respect to technical parameters and tested for methane 

adsorption on Pt(111). It is found to perform well relative to the Perdew–Burke–Ernzerhof 

(PBE) functional augmented with the many-body dispersion scheme of Tkatchenko 

(PBE+MBD). It also compares well relative to experimentally derived adsorption energies at 

physically relevant coverages. RPA correctly assigns the adsorption of methane to the hcp 

(hexagonal close packed) hollow tripod site, matching vibrational spectra, whereas PBE+MBD 

found another site. Adsorption energies within chemical accuracy (±4 kJ mol-1) of experiment 

are found.  

Given the high cost of periodic RPA, a high-level: low-level QM:QM (QM = quantum 

mechanics) hybrid approach is applied using RPA (RPA:PBE(+D)), which has also been 

tested with several dispersion corrections, with RPA:PBE and RPA:PBE+MBD performing 

best. This extends the QM:QM hybrid approach to the study of adsorption on metal surfaces, 

resulting in high accuracy at significantly reduced cost. 

Finally we test the performance of the low-scaling RPA algorithm of Kresse and co-workers. 

This algorithm enables the study of larger systems and is applied to the first four n-alkanes 

(C1-C4) on the Pt(111) surface. Comparison against experiment indicates that RPA offers the 

best agreement, consistently better than any studied DFT+D or vdW-functional. RPA 

underbinds slightly but is still found to be the best method for studying adsorption on metal 

surfaces and is the current benchmark for such systems.
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Kurzzusammenfassung 

Katalyse ist wichtig für viele Reaktionen in der chemischen Industrie. Oft werden Feststoff‒

Katalysatoren verwendet, z.B. im Reforming-Prozess, in dem Alkane an der Platinoberfläche 

dehydriert werden. Die Beschreibung von Oberflächen ist eine enorme Herausforderung für 

gängige Rechenmethoden (der Quantenchemie). Normalerweise wird Dichtefunktionaltheorie 

(DFT) verwendet. Diese funktioniert meist gut, beschreibt z.B. aber nicht die London-

Dispersion, die bei der Adsorption der Alkane einen großen Einfluss hat. Um 

Dispersionseffekte einzubeziehen, müssen die Dichtefunktionale entweder mit einem 

Integraloperator (vdW-Funktionale) oder einer additiven Dispersionskorrektur (DFT+D) 

erweitert werden. Diese Korrekturen sind für viele Systeme hinreichend genau, z.B. Zeolithe 

und metallorganische Gerüstverbindungen. Allerdings scheitern sie an Metalloberflächen, für 

die sie nur eine schlechte Beschreibung der Dispersion liefern. Post-Hartree-Fock-Methoden 

sind eine vielversprechende Alternative, besonders weil sie durch Fortschritte in der 

verfügbaren Rechenleistung besser zugänglich werden. Eine geeignete Methode ist die 

Random-Phase-Approximation (RPA). Die Alkanadsorption an der Pt(111)-Oberfläche wird 

mit RPA untersucht.  

RPA wird zuerst im Hinblick auf relevante technische Parameter evaluiert und für die 

Methanadsorption an der Pt(111)-Oberfläche getestet. Im Vergleich zum Perdew-Burke-

Ernzerhof-Funktional (PBE) mit Tkatchenkos Many-Body-Dispersionskorrektur (PBE+MBD) 

liefert RPA gute Ergebnisse. Auch reproduziert RPA experimentelle Adsorptionsenergien bei 

verschiedenen, physikalisch sinnvollen Beladungsstufen der Pt(111) Oberfläche mit 

Alkanmolekülen. Für Platin in der hexagonal dichtesten Kugelpackung sagt RPA 

richtigerweise die Methanadsorption an der hollow-tripod-Stelle voraus, während mit 

PBE+MBD die Adsorption an einer anderen Stelle bevorzugt wäre. Dies geht aus 

Schwingungsspektren hervor. Die berechneten Adsorptionsenergien erreichen  chemische 

Genauigkeit, d.h. weniger als ±4 kJ mol-1 Abweichung zu experimentellen Werten.  

Da periodisches RPA sehr rechenaufwändig ist, wird  ein QM:QM Hybridansatz 

(QM=Quantenmechanik) angewendet, wobei periodisches PBE(+D) mithilfe von RPA 

Rechnungen an Clustern korrigiert wird (RPA:PBE(+D)). In einem Test verschiedener 

Dispersionskorrekturen schneiden RPA:PBE und RPA:PBE+MBD am besten ab. Diese Arbeit 

ist wegbereitend für die Anwendung des QM:QM Hybridansatzes zur Beschreibung der 

Adsorptionsprozesse an Metalloberflächen ‒ bei hoher Genauigkeit und deutlich verringertem 

Rechenaufwand.  

Auch Kresses low-scaling RPA Algorithmus wird getestet. Dieser Algorithmus ermöglicht, 

große Systeme, wie z.B. die Methan-, Ethan-, Propan- und n-Butanadsorption an Pt(111), zu 

untersuchen. Der Vergleich mit experimentellen Daten zeigt, dass mit RPA stets die beste  
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Übereinstimmung erreicht wird. Dabei wird eine deutliche Verbesserung gegenüber allen 

untersuchten DFT+D oder vdW-Funktionalen erzielt. Obwohl Bindungen mit RPA etwas zu 

schwach vorhergesagt werden, ist es die derzeit beste Methode zur Untersuchung der 

Adsorption an Metalloberflächen und damit der Benchmark für diese Systeme. 
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Introduction 

Investigating reactions between molecules is the crux of chemistry. The experimentalist does 

this by transforming simple, precursors into complex molecules, whether those be medicines, 

or materials, or any manufactured component that makes up our modern world. Theory tries 

to make sense of the observation of experimentalists, whether that is an unexpected reaction 

product or unusual lines in a spectrum. The reverse can also be true, with theory predicting a 

reaction and experiment confirming or disproving this. In this sense, experiment tests theory 

and theory describes experiment, this being the realm of “normal science”.1 One without the 

other, leaves both lacking, while their inverse is also true, complementing each other and 

progressing the field as a whole. In the adapted words of Kant, “experiment without theory is 

blind, but theory without experiment is mere intellectual play.” Often seen antagonistically, the 

greatest success is achieved when they are viewed as inseparable converses. The chief goal 

of theoretical chemistry is to model reactions to sufficient accuracy that the results are then 

useful to experimentalists to, known as chemical accuracy (± 4 kJ mol-1). Quantum chemistry 

may be applied to model useful chemical problems. This is done by accurately modelling the 

wave function (or its square, the density) of electrons interacting with each other and with 

nuclei. Many approximations must be made and the problem split up into manageable 

components. The starting point for much of quantum chemistry is the Hartree-Fock method, 

where non-interacting particles are taken and their pairwise interactions are averaged out 

iteratively.2 This approximation works reasonably well for the simplest systems but can quickly 

break down, even for small molecules, as not all the energy is considered. This missing 

correlation energy is described by the so-called post-HF methods. These apply various 

perturbations to the HF wavefunction and enable accurate description of many chemical 

systems. This accuracy comes at a cost. Even the simplest post-HF method, MP2 (Second-

order Møller-Plesset Perturbation Theory) scales at a rate of O(N5) where N is the indicative 

of the size of the system, making it challenging to apply to large molecules or periodic systems, 

while the current “gold standard”, CCSD(T) (Coupled Cluster Singles, Doubles, and 

Perturbative Triples) scales at O(N7), infeasible for even many mid-sized systems. Periodic 

systems introduce its own set of problems. A good solution is to consider the electron density 

directly instead of the wave function. This is the basis of Density Functional Theory (DFT) and 

enables the study of large systems that would be otherwise infeasible, with scaling beginning 

at a more reasonable O(N3), less than even the O(N4) seen for HF. It is particularly suitable 

for application to metals, which opens up much of surface chemistry. 

Many processes in the chemical industry benefit greatly from the presence of a catalyst. 

One of the most common, the reformation reaction (used in fuel refinery) dehydrogenates 

alkanes on the (111) surface of platinum. The first step of this process is the adsorption of the 
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alkane onto the Pt(111) surface. Alkanes adsorb largely via the dispersion interaction. This is 

not accounted for by HF or DFT. This is resolved by modifying the density functional, which 

may be done in two ways  One, by adding a posteriori the sum over interactions between pairs 

of atom-centred dipoles Eq. (1) 

 

𝐸𝑑𝑖𝑠𝑝  =  − ∑ ∑ 𝑓𝑑𝑎𝑚𝑝(𝑅𝑖𝑗)
𝐶6

𝑖𝑗

𝑅𝑖𝑗
6

Nat 

𝑗=𝑖+1

Nat−1

𝑖

 

(1) 

where 𝐸𝑑𝑖𝑠𝑝 is the dispersion energy, 𝑁𝑎𝑡 is the number of atoms, 𝑖 and 𝑗 are pairs of atoms, 

𝑓𝑑𝑎𝑚𝑝(𝑅𝑖𝑗) is a damping function to avoid excessive repulsion in the already well-described 

short-range, 𝐶6
𝑖𝑗

 is a dipole-dipole dispersion coefficient, and 𝑅𝑖𝑗 is the distance between two 

atoms. 

 

This is the basis for many dispersion corrections (+D) added to DFT, hence DFT+D. It is a 

simple pairwise summation of the system’s atoms. This describes the dispersion interaction 

well for many organic molecules, with D2 being one of the most prevalent.3 Alternative 

methods may also include dipole-quadrupole terms, quadrupole-quadrupole terms, 

corresponding to C8 and C10 coefficients;4 The rapid decay of these terms R-8 and R-10, 

respectively, makes it possible to omit these terms. Alternatively, more than pairwise terms 

may be included, such as 3-body,5 or as many as N-body.6 

The other DFT approach is to modify the density functional to directly take the dispersion 

interaction into account. This is done by calculating the non-local correlation energy 𝐸𝑐
𝑛𝑙 

 

𝐸𝑐
𝑛𝑙[𝑛] = ∫ 𝑑3𝒓 ∫ 𝑑3𝒓′𝑛(𝒓)Φ(𝒓, 𝒓′)𝑛(𝒓′) 

(2) 

where 𝑛(𝒓) is the electron density and Φ(𝒓, 𝒓′) is a non-local interaction kernel. 

 

The various vdW-functionals differ by the underlying density functional and including additional 

terms in Eq. (2).  

Alternatively to DFT, post-HF methods may be used. Metals are difficult to model with them 

due to their delocalised electrons and zero-width band gap. In particular he zero-width band 

gap means that applying any finite-order perturbative method (e.g. MP2) will result in divergent 

correlation energies.7,8 However, suitable post-HF methods, such as the Random Phase 

Approximation (RPA), which will be use in this thesis, have shown promising results. The 
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correlation energy is derived from the response of the electrons to an electric field (i.e. other 

electrons), via the non-interacting density-density response function 𝜒0 (typically using DFT 

orbitals), and applying the Adiabatic Connection Fluctuation-Dissipation Theorem (ACFDT), 

cf. Eq. (3) 

 

𝐸𝐶 = ∫
𝑑𝜔

2𝜋
Tr{ln[1 − χ0(𝑖𝜔)𝜈] + χ0(𝑖𝜔)𝜈 }

∞

0

 

(3)  

where 𝐸𝐶  is the RPA correlation energy, 𝜔 is the frequency, and 𝜈 is the Coulomb interaction. 

 

It may be conceived of in several ways: in terms of Time-Dependent DFT with the exchange-

correlation kernel set to zero, as an approximation of ring Coupled Cluster Doubles (rCCD), 

or in terms of collective plasmonic oscillations of electrons. An overview of the theory is given 

in Appendix 1. RPA has already been successfully applied to solve the “CO adsorption 

problem?”,9 with RPA able to correctly distinguish between the top and hcp (hexagonal cubic 

packed) adsorption sites of CO on Pt(111), which non-hybrid DFT had previously failed to 

do.10 The adsorption of several small molecules has also been studied,11 as well as benzene 

on several transition metal surfaces.12 A summary of RPA adsorption is given in Appendix 2.  

 

In this thesis, the dispersive adsorption of alkanes on the Pt(111) surface is studied using DFT 

and RPA. 

 

 In Chapter 1, RPA is benchmarked for the adsorption of methane on Pt(111). It is found to 

perform well relative to the Perdew–Burke–Ernzerhof (PBE) functional with dispersion 

corrections (PBE+D). Two physically relevant coverages are examined and calculated 

adsorption energies are compared directly to experiment, with thermal and Zero-Point 

Vibrational Energy (ZPVE) corrections being made. The adsorption of methane is assigned to 

the hcp (hexagonal close packed) hollow tripod site, in agreement with vibrational spectra, 

whereas PBE+D struggled to distinguish between two sites of similar energy. Convergence is 

achieved with respect to the plane wave energy cutoff, k-point mesh, vacuum height, and 

number of platinum layers, resulting in RPA adsorption energies within chemical accuracy of 

experiment.  

 

In Chapter 2, the strengths ofRPA and DFT+D are combined, by taking a hybrid of the two 

methods. A metal cluster is taken from the surface to apply a high-level, RPA correction to the 

low-level, PBE+D periodic surface-adsorbate system. This high-level:low-level, QM:QM hybrid 
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approach is applied to study the adsorption of methane, ethane, and carbon monoxide on the 

Pt(111) surface. The RPA:PBE hybrid is found to offer significantly improved description of 

methane and ethane adsorption relative to  PBE+MBD (Many-Body Dispersion),6 reproducing 

periodic RPA values almost exactly, at significantly reduced cost. RPA:PBE+MBD is found to 

reproduce experiment to within chemical accuracy. CO/Pt(111) adsorption is also qualitatively 

described using RPA:PBE, with the top site correctly described as the minimum, agreeing with 

experiment. The hybrid approach is thus extended to metal surfaces. 

 

The adsorption of the C1-C4 n-alkanes (methane, ethane, propane, and n-butane) on the 

Pt(111) surface is investigated in Chapter 3. RPA is applied using a recently released, low-

scaling implementation.13-15 This is used as a reference to compare other methods to when 

experimental data is unavailable. Experimental adsorption energies are derived to enable 

better comparison with theory. Potential energy surfaces (PES) were produced for RPA, with 

the minimum point obtained by fitting to modified Lennard-Jones type potentials. This indicated 

that RPA underbinds slightly with respect to experimental energies. Various DFT+D and vdW-

functionals are studied and compared. DFT+D is found to consistently overbind, as well as 

underestimating the platinum-carbon distance. The vdW-functionals are found to be more 

variable, with most overbinding energetically while underestimating the distance. No vdW-

functional is found to match well with experiment or RPA for both energy and distance. RPA 

is confirmed to be the best method currently available.  

 

Tables, Figures, Equations, References, and Supporting Information are labelled separately 

for each section for readability’s sake. All structures, input and output files are available 

online.  
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Theory and Implementation of the Random Phase Approximation in 

VASP 

1. Introduction 

The Random Phase Approximation (RPA) originated in the early days of electronic structure 

theory and was first applied to describe the free electron gas, and metals shortly thereafter.1-

4 The idea was that, with interacting particles, the motion of the individual particles is 

essentially random, such that, with sufficiently many particles interacting, the relative phase of 

their individual motion averages out to zero.2 This is the Random Phase Approximation. We 

discuss here some of the theory of RPA, in particular those parts relevant to its implementation 

in the Vienna Ab Initio Simulation Package (VASP); for a more detailed analysis of the theory 

an how it relates to other methods, we refer the interested reader to Appendix 1. RPA has 

been applied to various problems by the VASP developers, including graphite sheets, lattice 

constants, and atomisation energies.5,6 These were all performed using an algorithm that 

scales at O(NG
4), where NG is the number of plane waves, which hereafter referred to as the 

original algorithm.7,8 This enabled correct assignment of the adsorption of CO to the top site 

on the Pt(111) surface,9 solving the problem proposed by Feibelman.10 It also indicated that 

RPA offered a significantly improved description of the dispersion interaction for noble gases.8 

However, its high cost limited its usability to small test systems. In this work, we apply it to the 

adsorption of CH4 on Pt(111) (cf. Chapter 1) and it has been applied by another group to the 

adsorption of H on Pt(111).11 The release of a newer algorithm that scales at O(NG
3), hereafter 

referred to as the low-scaling algorithm, opens up many new possibilities.12,13 It has, at 

present, been applied to Si defects and vacancies,12 while in this work, we apply it to the 

adsorption of the first for n-alkanes (cf. Chapter 3). We shall go through the theory of the two 

algorithms, starting with the original algorithm, and then the low-scaling algorithm. 

 

2. Original RPA Algorithm 

This takes the ground state as non-interacting particles and then turn on the interaction via a 

coupling strength parameter 𝜆 scaling the non-interacting (𝜆 = 0) to the fully-interacting (𝜆 =

1) system.14 This is the Adiabatic Connection. When combined with fluctuations in the density, 

this results in the Adiabatic Connection-Fluctuation Dissipation Theorem (ACFDT), which 

enables the calculation of the correlation energy.14 The coupling strength parameter may be 

integrated over analytically,15 resulting in a correlation energy 𝐸𝐶 expressed by an integral 

over the KS density-density response function 𝜒0 

 



Original Algorithm 
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𝐸𝐶[𝜌] = ∫
𝑑𝜔

2𝜋

∞

0

Tr{ln[1 − 𝜒0(𝑖𝜔)𝜈] + 𝜒0(𝑖𝜔)𝜈} 

(1) 

where  𝜈 is the Coulomb potential (1/|𝒓 − 𝒓′|) and the trace is defined as8 

Tr{A(𝐪)B(𝐪)} ≔  ∑ g𝐪

𝐪∈𝐵𝑍

∑ 𝐴𝐠𝐠′(𝐪)𝐵𝐠′𝒈(𝐪)

|𝐠+𝐪|<𝐺𝑐𝑢𝑡
𝜒

|𝐠′+𝐪|<𝐺𝑐𝑢𝑡
𝜒

 

 (2) 

where 𝐪 are the crystal momentum vectors within the first Brillouin zone inside the cell of 

volume 𝑉, 𝐠 is the reciprocal lattice vector, g𝐤 are the k-point weights, and 𝐺𝑐𝑢𝑡
𝜒

 is the maximum 

reciprocal lattice vector used to evaluate the response function. 

 

𝜒0 is relatively easy to express under periodic boundary conditions, with the Adler-Wiser 

formula typically being used5,16 

 

𝜒0,𝐆𝐆′(𝑖𝜔, 𝐪) =
1

𝑉
∑ 2g𝐤(𝑓𝑛′𝐤+𝐪 − 𝑓𝑛𝐤)

𝑛𝑛′𝐤

⟨𝜓𝑛′𝐤+𝐪 |𝑒𝑖(𝐪+𝐆)𝐫|𝜓𝑛𝐤⟩⟨𝜓𝑛𝐤 |𝑒−𝑖(𝐪+𝐆′)𝐫′
|𝜓𝑛′𝐤+𝐪⟩

𝜖𝑛′𝐤+𝐪 − 𝜖𝑛𝐤 − 𝑖𝜔
  

(3) 

where 𝐆 is the reciprocal lattice vector, g𝐤 are the k-point weights, 𝑓𝑛𝐤, 𝜓𝑛𝐤, and 𝜖𝑛𝐤 are the 

occupancies, KS one-electron orbitals, and the energies of state 𝑛, respectively, and 𝐤 and 𝐪 

are crystal momentum vectors within the first Brillouin zone within the cell of volume 𝑉.  

 

The evaluation of 𝜒0 is rate-limiting step of the implementation and results in a scaling of 

𝑂(𝑁𝜔𝑁𝐺
4𝑁𝑘

2), where 𝑁𝜔, 𝑁𝐺, and 𝑁𝑘 are the number of frequency integration points, plane 

waves, and k-points. This evaluation of 𝜒0 is where differences with the low-scaling 

implementation originate.  

The integration of Eq. (1) over imaginary frequency is done using a Gaussian-Legendre 

with typically fewer than 20 frequency integration points. Achieving convergence of 𝐸𝑐𝑜𝑟𝑟 with 

respect to the number of frequency points is important, although rarely difficult. Greater 

numbers of frequency points are required for conductors than insulators (cf. VASP keyword: 

NOMEGA).17 When integrating, it is not over 𝜒0 directly, instead it is re-expressed 

 

Tr{ln[1 − 𝜒0𝜈] + 𝜒0𝜈} 

= Tr {ln [1 − 𝜈
1
2𝜒0𝜈

1
2] + 𝜈

1
2𝜒0𝜈

1
2} 
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= ∑ ln[1 − ε̅i] + ε̅i

i

 

(4) 

where ε̅i are the eigenvalues of the Hermitian matrix 𝜈
1

2𝜒0𝜈
1

2 

 

Convergence must be tested with respect to several other parameters beyond the number of 

frequency points. In practice, these are found to be the more significant. When calculating 𝜒0, 

one must integrate over the wave function 𝜓𝑛𝐤, which is modelled using a plane wave basis. 

These, unlike LCAOs (Linear Combination of Atomic Orbitals), are independent of atomic 

position. Instead of there being a defined set of functions within a basis set, an infinite number 

may be chosen. A plane wave has a momentum, which may be expressed as an energy. 

Plane waves of energies less than the energy cut-off 𝐸𝑐𝑢𝑡 (cf. ENCUT in VASP) are then 

used.17 These are used to describe only the valence electrons in a periodic system, as the 

core would require so many plane waves as to become inefficient. Instead, the core electrons 

up to a certain radius are modelled by a core-centred potential (cf. POTCAR).18-20 In VASP, 

GW Projector Augmented Wave (PAW) with improved scattering properties for unoccupied 

states are used.21 Integration must also be performed over the first Brillouin zone, the primitive 

cell in reciprocal space. This is done using a set of points known as k-points, cf. Eq. (3). As 𝜒0 

is a density-density response, this must be done for each set of densities to get the full 

response, resulting in integration at each k-point 𝐪 over another k-point grid 𝐤. This also 

requires integration over an auxiliary set of plane waves 𝐸𝑐𝑢𝑡
𝜒

, which is extrapolated to the 

infinite basis set, as 𝐸𝑐𝑜𝑟𝑟 is strongly dependent on,5 

 

𝐸𝑐𝑜𝑟𝑟(𝐸𝑐𝑢𝑡
𝜒

) = 𝐸𝑐𝑜𝑟𝑟
∞ +

𝐴

(𝐺𝑐𝑢𝑡
𝜒

)
3

 
= 𝐸𝑐𝑜𝑟𝑟

∞ +
𝐴′

(𝐸𝑐𝑢𝑡
𝜒

)
3/2 

 
 

(5) 

where 𝐸𝑐𝑜𝑟𝑟
∞  is the correlation energy with a complete basis set, 𝐴 and 𝐴′ are constants, and 

𝐸𝑐𝑢𝑡
𝜒

 is the auxiliary plane wave basis set, where the requirement for the maximum reciprocal 

lattice vector in Eq. (5) is defined as 

 

ℏ2

2m
(𝐆 + 𝐪)2 < 𝐸𝑐𝑢𝑡

𝜒
≔  

ℏ2

2m
(𝐺𝑐𝑢𝑡

𝜒
)

2
 

(6) 

 

𝐸𝑐𝑜𝑟𝑟 is then evaluated at several different 𝐸𝑐𝑢𝑡
𝜒

 and a linear regression using Eq. (5) applied 

to obtain 𝐸𝑐𝑜𝑟𝑟
∞ .16 After extrapolation, the correlation energy obtained is converged with respect 
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to the auxiliary plane wave basis set. When it is converged with the k-point mesh, plane wave 

energy cut-off, and frequency points, the correlation energy is reliable and the energies  

obtained may be relied upon as precise RPA energies. We perform such convergences for 

CH4/Pt(111) in Chapter 1 of this work. 

 

3. Low-Scaling RPA Algorithm 

As mentioned previously, the original RPA algorithm has found only limited application, due to 

its high computational cost. By changing the equation by which the response function is 

calculated (cf. Eq. (3)), the scaling may be reduced to 𝑂(𝑁𝜔𝑁𝐺
3𝑁𝑘). This is done by calculating 

the response function from Green’s functions 𝐺.12,13 Eq. (7) is valid for all coupling strength, 

but we choose to express it for the non-interacting, KS system here for the sake of consistency. 

 

𝜒(𝑖𝜏, 𝒓, 𝒓′) = −𝐺(𝑖𝜏, 𝒓, 𝒓′)𝐺∗(−𝑖𝜏, 𝒓′, 𝒓) 

(7) 

where 𝑖𝜏 is imaginary time and the 𝒓 is real space.  

 

This is only true in space-time domain, which makes it inappropriate to use for calculating the 

correlation energy. Instead, several steps must be performed to obtain the reciprocal space- 

frequency domain required by Eq. (1). This consists of several Fourier transformations and a 

“Cosine transformation”, as illustrated by Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Scheme for calculating the RPA correlation energy 𝐸𝑐𝑜𝑟𝑟, via Fast Fourier 

Transforms (FFT – Eq. (11) and Eq. (12)), contraction of Green’s functions (GG – Eq. (7)), 

Cosine Transformation (CT – Eq. (9)), and the Adiabatic Connection-Fluctuation Dissipation 

Theorem (ACFDT – Eq. (1)). This is a reproduction of Figure 1 in Ref. 12.
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3.1 Cosine Transformation 

The Cosine transformation recognises that 𝜒 is an even function with respect to time and 

frequency, i.e. 𝜒(𝑖𝜏) = 𝜒(−𝑖𝜏) and 𝜒(𝑖𝜔) = 𝜒(−𝑖𝜔), so the Fourier transformation between the 

two13 

𝜒(𝑖𝜔) = ∫ 𝑑𝜏 𝜒(𝑖𝜏)

∞

−∞

e𝑖𝜏𝜔 

(8) 

may be written in terms of only cosine 

𝜒(𝑖𝜔) = 2 ∫ 𝑑𝜏 𝜒(𝑖𝜏)

∞

0

cos(𝜏𝜔) 

(9) 

 

This is integrated numerically using the non-uniform cosine transformation.13 Since this is an 

automated procedure, we will not dwell on it here but instead refer the curious reader to Ref. 

13 for details. 

 

3.2 Fast Fourier Transformations 

The two Fast Fourier Transformations (FFT) in Figure 1 are analogous but, being inverses of 

one another, require slightly different equations. The first, from Green’s function in reciprocal 

space 𝐺(𝒈, 𝒈′, 𝑖𝜏) to real space 𝐺(𝒓, 𝒓′, 𝑖𝜏), and the second from the response function in real 

space 𝜒(𝒓, 𝒓′, 𝑖𝜏) to reciprocal space 𝜒(𝒈, 𝒈′, 𝑖𝜏).  

The implementation uses supercells (or “superlattices”) in real and reciprocal space, as this 

enables a reduction in scaling with respect to the number of k-points from quadratic to linear.12 

The real space superlattice Green’s function 𝐺(𝑹, 𝑹′) is expressed directly as a reduced strip 

𝐺(𝒓, 𝑹′) directly from 𝐺(𝒓, 𝒓′) 

 

𝐺(𝒓, 𝑹′) = 𝑒−𝑖𝒌𝒂𝐺𝒌(𝒓, 𝒓′) 

(10) 

where 𝒂 is the lattice parameter and 𝑹′ = 𝒓′ + 𝒂  

 

The Fourier transformation is then done one variable at a time 

𝐺(𝒓, 𝑮′) = ∑ 𝐺𝒌(𝒈, 𝒈′)𝑒−𝑖𝒌𝒂

𝒈

 

(11a) 

𝐺(𝒓, 𝑹′) = ∑ 𝑒−𝑖𝑮′𝑹𝐺(𝒓, 𝑮′)

𝑮′
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(11b) 

where 𝑮′ = 𝒌 + 𝒈′, and 𝐺𝒌 is the Green’s function within the primitive cell. 

 

This is the first Fourier transformation in Figure 1, the second, for the response function 𝜒, 

may be obtained by analogous equations 

 

𝜒(𝒓, 𝑮′) = ∑ 𝜒(𝒓, 𝑹′)𝑒𝑖𝑮′𝑹′

𝑹′

 

(12a) 

𝜒𝒌(𝒈, 𝒈′) = ∑ 𝑒−𝑖𝑮𝒓𝜒(𝒓, 𝑮′)

𝒓

 

(12b) 

where 𝜒𝒌 is the response function within the primitive cell. 

 

This completes all of the steps in Figure 1 for calculating the correlation energy. The only 

remaining difficulty remains in calculating the Green’s and response functions in the PAW 

basis.  

 

3.3 Evaluating Green’s Functions in the PAW Basis 

One recalls that within the PAW, the all-electron orbitals |𝜓𝑖⟩ are represented via pseudo-

orbitals |�̃�𝑖⟩ which interact with the augmentation sphere Ω𝑅 (the pseudopotential surrounding 

the nuclei). 

|𝜓𝑖⟩ = |�̃�𝑖⟩ + ∑(|𝜙𝜇⟩ − |�̃�𝜇⟩)⟨�̃�𝜇|�̃�𝑖⟩

𝜇

 

(13) 

where |𝜙𝜇⟩ are the solutions for an isolated atom to the Schrödinger equation with respect to 

𝜇 (𝑹𝜇 , 𝑛𝜇 , 𝑙𝜇 , and 𝑚𝑙,𝜇, the atomic site, and principle, orbital angular momentum, and magnetic 

quantum numbers), |�̃�𝜇⟩ are the solutions only outside of Ω𝑅, and ⟨�̃�𝜇| are the projectors within 

Ω𝑅. N.B. ⟨�̃�𝜇|�̃�𝜈⟩ = 𝛿𝜇𝜈, i.e. are dual, cf. Ref. 18,20 for further details.  

 

The evaluation of the response function then becomes more complex, with the all-electron 

(bra-ket) terms in Eq. (3) being evaluated as12,22 

 

⟨𝜓𝑛′𝐤+𝐪 |𝑒𝑖(𝐪+𝐠)𝐫|𝜓𝑛𝐤⟩ = ⟨�̃�𝑛′𝐤+𝐪 |𝑒𝑖(𝐪+𝐠)𝐫|�̃�𝑛𝐤⟩ + ∑ 𝑒𝑖(𝐪+𝐠)𝐫

𝒓

∑⟨�̃�𝑛′𝐤+𝐪|�̃�𝜇⟩𝑄𝜇𝜈(𝒓)⟨�̃�𝜈|�̃�𝑛𝐤⟩

𝜇𝜈
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(14) 

where 𝑄𝜇𝜈(𝒓) is the auxiliary function describes the difference between the charge density of 

the pseudopartial and all-electron partial waves 

 

𝑄𝜇𝜈(𝒓) = 𝜙𝜇
∗(𝒓)𝜙𝜈(𝒓) − �̃�𝜇

∗(𝒓)�̃�𝜈(𝒓) 

(15) 

 

Fourier transforming the response function from Eq. (3) into real space and imaginary time, 

and substituting in Eq. (14), gives 

 

𝜒(𝒓, 𝑹′, 𝑖𝜏) = ∑ 𝜒(𝑗)(𝒓, 𝑹′, 𝑖𝜏)

4

𝑗=1

 

(16) 

consisting of pseudoterms only 𝜒(1) 

 

𝜒(1)(𝒓, 𝑹′, 𝑖𝜏) ∝ �̃�𝑛′𝐤+𝐪(𝒓)�̃�∗
𝑛′𝐤+𝐪

(𝑹′)�̃�∗
𝑛′𝐤

(𝒓)�̃�𝑛′𝐤(𝑹′) 

(17) 

 

consisting of terms with pseudoterms and only one augmentation sphere, 𝜒(2) and 𝜒(3) 

 

𝜒(2)(𝒓, 𝑹′, 𝑖𝜏) ∝ �̃�𝑛′𝐤+𝐪(𝒓)�̃�∗
𝑛𝐤

(𝒓) ∑⟨�̃�𝑛′𝐤+𝐪|�̃�𝛼⟩𝑄𝛼𝛽(𝑹′)⟨�̃�𝛽|�̃�𝑛𝐤⟩

𝛼𝛽

 

 (18a) 

𝜒(3)(𝒓, 𝑹′, 𝑖𝜏) ∝ �̃�∗
𝑛′𝐤+𝐪

(𝒓)�̃�𝑛𝐤(𝒓) ∑⟨�̃�𝑛𝐤|�̃�𝜇⟩𝑄𝜇𝜈(𝒓)⟨�̃�𝜈|�̃�𝑛𝐤+𝐪⟩

𝜇𝜈

 

 (18b) 

 

and only augmentation spheres 𝜒(4) 

𝜒(4)(𝒓, 𝑹′, 𝑖𝜏) ∝ ∑⟨�̃�𝑛𝐤|�̃�𝜇⟩𝑄𝜇𝜈(𝒓)⟨�̃�𝜈|�̃�𝑛𝐤+𝐪⟩

𝜇𝜈

∑⟨�̃�𝑛′𝐤+𝐪|�̃�𝛼⟩𝑄𝛼𝛽(𝑹′)⟨�̃�𝛽|�̃�𝑛𝐤⟩

𝛼𝛽

 

(19) 
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There is an analogous set of equations for the Green’s functions 

𝐺𝒌
(1)

(𝒈, 𝑮′, 𝑖𝜏) = ∑⟨�̃�𝑛𝒌|𝒈⟩⟨𝑮′|�̃�𝑛𝒌⟩𝑒−𝜖𝑛𝐤𝜏

𝑛

              𝐺𝒌
(2)

(𝜇, 𝑮′, 𝑖𝜏) = ∑⟨�̃�𝑛𝒌|�̃�𝜇⟩⟨𝑮′|�̃�𝑛𝒌⟩𝑒−𝜖𝑛𝐤𝜏

𝑛

 

𝐺𝒌
(3)

(𝒈, 𝛼, 𝑖𝜏) = ∑⟨�̃�𝑛𝒌|𝒈⟩⟨�̃�𝛼|�̃�𝑛𝒌⟩𝑒−𝜖𝑛𝐤𝜏

𝑛

               𝐺𝒌
(4)

(𝜇, 𝛼, 𝑖𝜏) = ∑⟨�̃�𝑛𝒌|�̃�𝜇⟩⟨�̃�𝛼|�̃�𝑛𝒌⟩𝑒−𝜖𝑛𝐤𝜏

𝑛

 

(20) 

where  

⟨�̃�𝑛𝒌|𝒈⟩ = ∑ �̃�𝑛𝒌
∗ (𝒓)𝑒+𝑖(𝒌+𝒈)𝒓

𝒓

 

(21a) 

⟨�̃�𝑛𝒌|𝑮′⟩ = ∑ �̃�𝑛𝒌
∗ (𝑹′)𝑒+𝑖𝑮′𝑹′

𝑹′

 

(21b) 

For each 𝐺(𝑗), this is split into occupied �̅�(𝑗) and unoccupied states �̿�(𝑗), evaluated in the 

negative and positive time axes, respectively, and combine with Eq. (7) to yield 

𝜒(𝒓, 𝑹′, 𝑖𝜏) = �̅�(1)(𝒓, 𝑹′, 𝑖𝜏)�̿�∗(1)(𝒓, 𝑹′, −𝑖𝜏) 

+ ∑ �̅�(2)(𝜇, 𝑹′, 𝑖𝜏)�̿�∗(2)(𝜈, 𝑹′, −𝑖𝜏)

𝜇𝜈

𝑄𝜇𝜈(𝒓) 

+ ∑ �̅�(3)(𝒓, 𝛼, 𝑖𝜏)�̿�∗(3)(𝒓, 𝛽, −𝑖𝜏)

𝛼𝛽

𝑄𝛼𝛽(𝑹′) 

+ ∑ �̅�(4)(𝜇, 𝛼, 𝑖𝜏)�̿�∗(4)(𝜈, 𝛽, −𝑖𝜏)

𝜇𝜈𝛼𝛽

𝑄𝜇𝜈(𝒓)𝑄𝛼𝛽(𝑹′) 

(22) 

N.B. 𝑹𝜇 and 𝑹𝜈 are within the unit cell, while 𝑹𝛼 and 𝑹𝛽 are within the supercell.  

 

Calculating each 𝐺(𝑗) term scales at 𝑂(𝑁𝜔𝑁𝐺
3𝑁𝑘), i.e. the overall scaling for the algorithm, it 

being the limiting step. Eq. (22) is then inserted into Eq. (12a) and (12b) to obtain 𝜒𝒌(𝒈, 𝒈′) 

and then the RPA correlation energy from Eq. (1), as for the original algorithm. This reduced 

scaling is of great benefit, although this is only significant for large cells. The limiting factor for 

the low-scaling algorithm is not in the scaling of the method but in storing the Green’s 

functions, which are extremely memory intensive.  
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3.4 Finite-Temperature RPA 

The equations thus far are sufficient to calculate the correlation energy for insulators using the 

low-scaling algorithm at zero-tempterature. For zero- or small band gaps systems, e.g. metal, 

a finite-temperature form of the algorithm must be used (cf. LFINITE_TEMPERATURE).23 In 

this implementation, a compressed Matsubara-frequency grid is used for integrations over 

frequency in (9), (11), (12), and (20), i.e. the Non-uniform Cosine and Fourier transformations, 

and calculating the Green’s function.23 The effect of temperature on the population of bands 

is performed by using a Fermi distribution, which then necessitates the use of Fermi smearing 

(cf. ISMEAR). Instead of the usual correlation energy, the finite-temperature analogue grand 

potential Ω𝑐𝑜𝑟𝑟 is calculated. This is similar to Eq. (1) but with an additional factor of reciprocal 

𝛽 and it is expressed as a summation, rather than an integral 

 

Ω𝑐𝑜𝑟𝑟 =
1

2

1

𝛽
∑ Tr{ln[1 − 𝜒0(𝑖𝜔𝑛)𝜈] + 𝜒0(𝑖𝜔𝑛)𝜈}

𝑛

 

(23)  

where 𝛽 = 1/𝑘𝐵𝑇 with the Boltzmann constant 𝑘𝐵 and the temperature 𝑇. 

 

This introduces one additional parameter to test convergence against, 𝛽. A suitable smearing 

width (cf. SIGMA) must be determined. A smaller smearing width approximates the zero-

temperature algorithm, though this is never exact for narrow gap systems due to issues with 

the zero-temperature algorithm.23 A larger smearing width compensates for this but will distort 

the electronic structure away from the physical system if excessive. A suitable smearing width 

must be chosen to balance these two competing factors. We have performed this for narrow 

band-gap systems in the Supplementary Material of Chapter 3. When calculations are 

performed with the smearing width, frequency grid, k-point mesh, and plane wave cut-off 

correctly tested, converged RPA energies may be calculated and used to test the finite-

temperature, low-scaling RPA algorithm itself.  

 

4. Conclusion 

We have discussed the different implementations of the original and low-scaling algorithms. 

The algorithms themselves are identical for the correlation energy equation but differ greatly 

in the calculation of the response function, with either the Adler-Wiser equation used for the 

former and the Green’s function-approach for the latter. On application to metals, the low-

scaling algorithm requires a finite-temperature implementation, which results in a final 

difference between the two algorithms. Overall, both methods are suitable for broad 

application. In this work we will apply both of them to the adsorption of alkanes on the Pt(111) 
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surface, and we refer to Chapter 1 and 3, respectively, for details of their testing and their 

practical application. 
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Chapter 1: Adsorption of CH4 on the Pt(111) Surface: Random Phase 

Approximation Compared to Density Functional Theory 

 

 

 

___________________________________________________________________ 

We investigate adsorption of CH4 on the Pt(111) surface for two adsorption modes, hcp 

(hexagonal closed packed) hollow tripod and top monopod in a (√3x√3)R30° surface cell which 

corresponds to experimental surface coverage. Surface structures are optimised with density 

functional theory using the Perdew-Burke-Ernzerhof (PBE) functional augmented with the 

Many-Body Dispersion scheme of Tkatchenko (PBE+MBD). Whereas the Random Phase 

Approximation (RPA) predicts a clear preference of about 5 kJ mol-1 for the hcp tripod 

compared to the top monopod structure, in agreement with vibrational spectra, PBE+MBD 

predicts about equal stability of the two adsorption structures. For the hcp tripod, RPA yields 

an adsorption energy of -14.5 kJ mol-1, which is converged to within 1.0±0.5 kJ mol-1 with 

respect to the plane wave energy cut-off (500 eV), the  k-point mesh (4x4x1), the vacuum 

layer (about 10.3 Å, with extrapolation to infinite distance), and the number of Pt layers (3). 

Increments for increasing the number of Pt layers to 4 (+1.6 kJ mol-1) and the k-point mesh to  

6x6x1 (-0.6 kJ mol-1) yield a final estimate of -13.5±2.1 kJ mol-1  which agrees to within 2.2±2.1 

kJ mol-1 with experiment (-15.7 ± 1.6), well within the chemical accuracy range. 

¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 
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1. Introduction 

The initial step in heterogeneous catalysis is adsorption. This directly affects measured rates 

and reaction barriers, and heats of adsorption are an indispensable input for microkinetic 

models of catalytic processes, but rarely available from experiment. Here, we are interested 

in the adsorption of small alkanes on the Pt(111) single crystal surface as the model system 

of reduced complexity for the industrial dehydrogenation of propane using supported Pt 

catalysts.1 This process converts propane as a component of natural/ shale gas into propene 

- a key chemical intermediate, e.g. for polymerisation.2   

To be useful, quantum chemical predictions have to reach chemical accuracy (4 kJ mol-1), 

which is not the case for the “work horse” of computational catalysis, density functional theory 

(DFT) with some account of dispersion (DFT+D).3-9 For adsorption and reactions on Pt(111), 

mean absolute errors (MAE) of about 25 kJ mol-1 have been reported,10 whereas maximum 

errors (ME) can be as large as 55 kJ mol-1. Even advanced variants like the Bayesian error 

estimation functional with van der Waals correlation contributions (BEEF–vdW)11 show MAE 

of around 30 kJ mol-1 for reactions on transition metal surfaces and MEs as large as 115 – 

130 kJ mol-1.10,12 This benchmark set contains experimental adsorption energies that the 

authors believed to be “particularly accurate” and suitable for “benchmarking theoretical 

methods” against.12 

The alternative to modifying DFT+D are post-Hartree-Fock wavefunction methods, which 

show the correct decay of the binding energy with the molecule-surface distance and do not 

suffer from the self-interaction errors (SIE). However, they are expensive, prohibitively so for 

periodic systems with more than a few atoms in the respective cell. Moreover, for metals, any 

“finite-order” perturbation theory breaks down when applied to systems with vanishing energy 

gaps.13,14  

For metallic systems, the Random Phase Approximation (RPA) was developed,15,16 which 

represents a subset of coupled-cluster-doubles (CCD) ring-type diagrams.17 Two recent 

reviews on RPA-based electronic structure methods (including some post-RPA approaches) 

have been published by Chen et al. and, with emphasis on material science, Ren et al.18,19 

Our interest in RPA stems from it correctly describing the asymptotic tail of dispersion 

interactions, where DFT fails;20 Dobson and Gould published a detailed review on the theory 

of calculating dispersion energies, which discusses the RPA approximation extensively.21 RPA 

has already been applied to adsorption of H,22 CO,22-25 Xe,26 3,4,9,10-perylene-tetracarboxylic-

dianhydride,26 and C6H6
27 on transition metal surfaces, as well as on solids and other 

surfaces.28-31 

Our interest in RPA stems from it correctly describing the asymptotic tail of dispersion 

interactions, where DFT fails.20 However, its use is not widespread due to its high cost. From 

a user’s perspective, one needs to consider the scaling with respect to system size in terms 
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of the number of plane waves NG (which is related to the number of atoms, and therefore 

electrons in the unit cell), as well as the number of k-points, Nk. The overall scaling is 

O(Nk
2NG

4), with respect to floating point operations.32 This is particularly unfortunate for metals, 

which require dense k-point grids to describe the band structure correctly. We would like 

mention here that, during our study, a newer, low scaling O(NkNG
3) algorithm was released 

and is available as of VASP 6.33  

In this paper, we study the adsorption of CH4 on the Pt(111) surface and test the  

convergence of RPA results with respect to model choice and technical parameters in view of 

generating a benchmark. Comparison is made with experiment by taking nuclear motion 

effects into account and agreement is reached within 2.2-2.7 kJ mol-1, well within the 4 kJ mol-

1 chemical accuracy limits. The RPA calculations on CH4/Pt(111) used surface structures 

optimised with Perdew-Burke-Ernzerhof (PBE)34,35 augmented with the Many-Body Dispersion 

(MBD) scheme of Tkatchenko (PBE+MBD).6,7  

 

 

Figure 1. Repeated slab models with (2x2) and (√3x√3)R30° supercells used, including four 
and three Pt atoms in the surface layer, respectively. With one CH4 molecule per cell, this 
corresponds to coverages of 1/4 and 1/3 ML, respectively. The C–C distances are 561 and 485 
pm, respectively. The slabs contain four layers of Pt atoms. The hcp tripod (left) and top 
monopod (right) adsorption modes are shown for the (√3x√3)R30° supercell. 
 

CH4 can interact with different sites on the Pt(111) surface in different ways. We found that, 

among the many possible, the hcp (hexagonal closed packed) hollow tripod and the top 

monopod (see Figure 1) are the two lowest energy structures with the hcp tripod being the 

most stable; details are given in Sections 4.3 and 5.4. We will use the hcp tripod adsorption 

structure for studying the RPA adsorption energy. 
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2. Comparison with Experiment: Coverage and Heats of Adsorption 

Surface coverage is an important issue when comparison is made between calculations with 

periodic boundary conditions as performed here and experiments. We define one monolayer 

(ML) as one CH4 molecule per surface Pt atom (CH4/Ptsurface) and assume a saturated 

coverage of 1/3 ML, which corresponds to one molecule in a (√3x√3)R30° supercell (see Figure 

1) and matches the value of 0.33±0.05 ML derived from XPS.36 

Tait et al.37 report desorption energies as function of coverage with respect to monolayer 

saturation coverage (Eq. 7 of Ref. 37). Therefore, 1/4 and 1/3 ML in terms of CH4/Ptsurface will 

correspond to 3/4 and 1 ML of the saturated coverage reported by Tait et al.,37 which yields 

(Eq. 7 of Ref. 37) observed adsorption enthalpies of -15.5 and -15.7 kJ mol-1, respectively. For 

visualisation of these coverages, see Figure 1. The result reported in Table III of Ref. 37 (-15.2 

kJ mol-1) corresponds to 1/6 ML of CH4/Ptsurface and would require surface cells for which 

converged RPA results are much harder to obtain than for 1/4 or 1/3 ML of CH4/Ptsurface.  

For comparison with quantum mechanical energies (i.e. the bottom of the potential energy 

surface), we firstly need to convert the experimental desorption energies,37 which represent 

Arrhenius  energies of activation, EA, into heats of adsorption,38  

 

ΔHads(T) = - EA(T) + RT          

(1) 

where T is the temperature and R the gas constant, and then into “experimentally derived” 

reference energies,39  

 

ΔEref = ΔHads(T) - ΔEZPV - ΔEtherm(T) + RT = - EA(T) - ΔEZPV - ΔEtherm(T) + 2 RT   

(2) 

taking the zero-point vibrational energy, ΔEZPV, and the thermal corrections to the energy, 

ΔEtherm, into account.  

 

We calculated the latter from vibrational partition functions using harmonic frequencies 

obtained with PBE+MBD (see below). For T = 63 K, this yields (2 RT = 1.04 kJ mol-1) 

 

ΔEref (1/3 ML) = -15.7 – 0.57 – 0.45 + 1.04 = - 15.7 kJ mol-1  

ΔEref (1/4 ML) = -15.5 – 0.77 – 0.35 + 1.04 = - 15.6 kJ mol-1 

 

The difference between EA and Eref is very small, only 0.1 kJ mol-1, but this is not always the 

case. For example, for adsorption of CH4 on the MgO(100) surface the difference was - 2.7 kJ 

mol-1.38  
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3. Models  

“Repeated slab” models were produced by cutting an optimised bulk cell along the (111) plane 

(see Supplementary Material, Section S1 for more information on bulk). Figure 1 shows the 

(√3x√3)R30°, and (2x2) surface cells studied. If there were one CH4 in each cell, would 

correspond to coverages of 1/3, and 1/4 ML, respectively, where one monolayer (ML) is formally 

defined as one adsorbed molecule per surface Pt atom.  

The (1x1) cell was not considered for CH4 adsorption. In accordance with the experimental 

saturation coverage of 1/3 ML, the PBE+MBD adsorption energy was +130.2 kJ mol-1, i.e. 

strongly repulsive, see Supplementary Material, Figure S2.1 and Table S2.2 for more details.  

 

 

Figure 2. Repeated slab model (only one layer of the upper slab along the 'non-periodic' 
direction is shown): molecule-surface distance (red), RCH4, and surface-slab distance (blue), 
Rvac.  
 

Figure 2 shows the vacuum height definition between repeated slabs. The molecule-surface 

distance is shown in red and the surface-slab distance in blue. The positions of the atoms in 

the bottom two Pt layers were frozen to simulate the bulk, with the remaining free to move; 

exceptions are specifically noted. 

-centred k-point meshes were used for the Pt(111) surface calculations. The grids were 

chosen according to the cell vectors to ensure a sampling with nearly constant k-point density 

along a certain direction in reciprocal space,  

 

kdensity = Nk‧|b|/2π        

  (3) 

where Nk is the number of k-points and b is the reciprocal lattice vector. 
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We also define the k-point spacing along a certain direction in reciprocal space: 

 

kspacing = |b|/(Nk‧2π)         

(4) 

 

Isolated CH4 molecules were modelled using cubic cells (203 Å3) to avoid image interactions, 

unless otherwise indicated, and the calculations used only the -point.  

 

4. DFT Calculations 

In addition to the Many-Body Dispersion (MBD) scheme of Tkatchenko,6,7 the density 

dependent dispersion correction of Steinmann and Corminbouef (dDsC)8,9  was used with 

PBE34,35 in structure optimisations of the hcp hollow tripod and top monopod structures, see 

Figure 1. Based on subsequent frequency analysis we assign the structure by comparison 

with observed IRAS (Infrared Reflection-Adsorption Spectroscopy) spectra.40,41  

 

4.1. Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,42,43 as 

implemented in the Vienna ab initio simulation package (VASP).44 The PAW pseudopotential 

used to describe the electron-ion interaction for Pt includes the 4f electrons resulting in 10 

valence electrons: [Xe,4f14]5d96s1. Two partial waves were used for each orbital and their cut-

off radius was 2.5 au for both the 5d and 6s states. For C, 4 valence electrons ([He]2s22p2) 

were considered. The partial wave cut-off radii were 1.2 and 1.5 au for 2s and 2p, respectively. 

For the 1s orbital of H, a partial wave cut-off radius of 1.1 au was used. These 

pseudopotentials were used for all structural optimisations.  

An electronic energy threshold of 1x10-6 eV, a 6x6x1 k-point mesh, and a plane wave 

energy cut-off, Ecut-off, of 400 eV were applied. N.B., to simplify notation, subsequently we omit 

the final k-point along the 'non-periodic' direction, and write e.g. 8x8x1 as 8x8, 6x6x1 as 6x6. 

All calculations with dispersion terms used Ewald summations.45 Calculations involving Pt 

used 1st order Methfessel-Paxton smearing with a smearing width of 0.2 eV, while those on 

isolated alkanes used Gaussian smearing with a smearing width of 0.05 eV. 

Structure optimisations, unless otherwise stated, were performed until all forces on relaxed 

atoms were converged to below 0.01 eV Å-1 (0.194 mEh bohr-1). The conjugate gradient 

method was used with cell shape and volume kept constant. Structure optimisations using the 

DFT with the density-dependent dispersion correction from Steinmann and Corminboeuf 

(DFT+dDsC) were performed until an energy difference between structures of 1x10-6 eV had 

been achieved. Vibrational frequencies used central differences for the force derivative with 
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atomic displacements of ±1.5 pm and electronic energy threshold of 1x10-8 eV. Frequency 

calculations were performed using PBE+MBD optimised structures of 4-layered slabs. 

 

4.2. DFT Results  

The optimized PBE+MBD structures for the 3-layered (√3x√3)R30° and (2x2) surface cells 

used for the RPA calculations are given in Table 1, see also Figure 1. Among several possible 

(top, hcp, fcc) the top and hcp sites were the lowest in energy whereas the monopod and 

tripod adsorption modes are the only ones compatible with the IRAS results.40,41  

 

Table 1. Selected structure parameters of 3-layered, PBE+MBD optimised (√3x√3)R30° and 
(2x2) cells for the hcp tripod and top monopod adsorption models in pm, lattice parameters, a 
and c (b=a for hexagonal cells), and bond distances, r(X).a  

 hcp tripod top monopod 

r(X) / pm (√3x√3)R30° (2x2) (√3x√3)R30° (2x2) 

a, c 485, 1486 561, 1458 485, 1486 561, 1458 

r(Pt-C) 385, 381, 387 385, 386, 387 357 348 

r(Pt-H) 344, 338, 344 324, 325, 326 246 237 

a  For all systems the distance between Pt atoms in the fixed, bottom layer is 281 pm and the 
distance between Pt atoms of the surface and first subsurface layer is 279 pm. 
 

Table 2 shows the PBE+MBD and PBE+dDsC adsorption energies for the (√3x√3)R30° cell. 

With either DFT+D method, the energies of the two structures differ less than 1 kJ mol-1, but 

the energetically favoured structure depends on which dispersion correction is applied.   

 

Table 2. Adsorption energy, ΔEads (kJ mol-1) of the top monopod and hcp tripod structures 
(PBE and dispersion contributions in parentheses) for a 4-layered (√3x√3)R30° slab optimized 
with the respective method,a  see Figure 1 for details.  

Method top monopod hcp tripod 

PBE+dDsC -21.3 (-0.3; -21.0) -22.0 (+0.9; -22.9) 

PBE+MBD -17.9 (-0.5; -17.4) -16.9 (+1.2; -18.1) 

a A Ecut-off of 400 eV, a 6x6 k mesh, and 14.0 Å vacuum height. 

 

Determining which structure is physically favoured requires careful analysis of the available 

experimental data. Small redshifts of ~20 cm-1 for C-H vibrational modes have been reported 

for alkane monolayers on Pt(111).46 Unlike other alkanes,40,46 CH4 only shows a small redshift 

upon adsorption on Pt(111). The Td symmetry of the isolated CH4 reduces to C3v on the 
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surface, making the IR-inactive symmetric stretch mode 𝜈ଵ IRAS active, associated with a shift 

of 37 cm-1 from 2917 cm-1 to 2882 cm-1.40,41  

We performed frequency calculations with PBE+MBD for the top monopod and hcp tripod 

structures, which yielded scaled redshifts of 101 cm-1 and 17 cm-1, respectively. For scaling, f 

= νexp/νcalc =0.984, we have used the symmetric (in-phase) C-H stretch of gas phase CH4.40 

The experimental red-shift of 37 cm-1 differs significantly from the top monopod’s predicted 

101 cm-1, while being far closer to the hcp tripod’s 17 cm-1. This indicates that the hcp tripod 

structure is observed physically, but not the top monopod. This conclusion does not agree with 

the study of Öström et al. who assigned their angle-resolved x-ray adsorption spectrum (XAS) 

of CH4/Pt(977) to the top monopod structure.47 Their assignment was based on BP8648,49  

calculations on a Pt10 cluster model of the Pt(111) surface. The transition moments between 

the 1s orbital and the virtual states have been calculated (IGLO-III basis set) by putting “half 

an electron charge” in the 1s orbital.50 They investigated the monopod and tripod 

configurations at the top site, but the limited cluster size did not allow them to investigate the 

hcp tripod structure. 

 

5. RPA Calculations 

5.1. Computational Details 

The RPA calculations were performed using the projector-augmented wave (PAW) 

method,42,43 as implemented in the Vienna ab initio simulation package (VASP).44 All 

calculations used an electronic energy threshold of 1x10-8 eV and a Ecut-off of 500 eV, unless 

otherwise specified. Calculations involving Pt used 1st order Methfessel-Paxton smearing with 

a smearing width of 0.2 eV, while those on isolated alkanes used Gaussian smearing with a 

smearing width of 0.05 eV.  

For RPA, GW PAW pseudopotentials51 were used with identical core and valence 

definitions as the above but improved scattering properties for unoccupied states (PBE cores, 

as of VASP 5.4). These pseudopotentials have thus slightly higher minimally required energy 

cut-offs, e.g. 413 eV for C, rather than 400 eV. Being aware of that, we began our convergence 

tests with 400 eV, but also included 500 and 600 eV which are well above the minimal technical 

boundary. For Pt, the partial wave cut-off radii were 2.4 au for both the 5d and 6s states. For 

C, the partial wave cut-off radii were 1.2 and 1.5 au for 2s and 2p, respectively. For the 1s 

orbital of H, a cut-off radius of 0.95 au was used.  

RPA calculations were performed in four steps, following the VASP manual.52 Initially, a 

PBE calculation was performed to obtain orbitals and orbital energies. A Hartree-Fock energy 

calculation was performed using these orbitals, leaving them unchanged. All of the virtual 

states are then obtained by diagonalisation of the Fock operator. Finally, the ACFDT-RPA 

(Adiabatic Connection Fluctuation-Dissipation Theorem - Random Phase Approximation) 
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correlation energy53-55 is calculated. A frequency integration grid density containing 18 points 

was required for technical convergence for Pt calculations, while a grid of 12 points was 

sufficient for isolated CH4. The correlation energy in VASP is automatically extrapolated to 

convergence with respect to the auxiliary plane wave basis set used for calculating the 

response function; these correlation energies have been used consistently throughout. All 

calculations, besides CH4, neglected the long-wavelength contributions to speed up k-point 

convergence.28 The number of plane waves is set by the number of maximal plane waves in 

the step generating the orbitals. Additionally, we include the contribution of the automated 

VASP extrapolation with respect to the auxiliary plane wave basis set used for calculating the 

response function 𝐸௖௨௧ି௢௙௙
ఞ .32 

 

5.2. RPA Calculations for the Pt(111) Surface 

Using surface structures optimised with PBE+MBD, we investigated the convergence of the 

RPA surface energy with respect to the number of Pt layers, the distance between periodic 

images, the number of k-points and the plane wave energy cut-off, Ecut-off. 

The surface energy is defined as 

 

γsurf = ½‧(Esurf – Nat‧Ebulk)/A              

  (5) 

where Nat is the number of atoms in the surface model. Esurf and Ebulk are the electronic 

energies of the metal surface with Nat atoms and of the primitive bulk unit cell (single atom), 

respectively. A is one of the two (relaxed and unrelaxed) surface areas of the cell. 

 

Table 3. Dependence of the PBE and RPA surface energies (J m-2) on the number of Pt layers, 
Nlayer, for the (1x1) slab model.a PBE+MBD optimised structures were used in both cases.  

Nlayer PBE RPA 

2 1.58 2.01 

3 1.61 2.02 

4 1.57 1.98 

 1.5823, b 2.0323, b 

5 1.63 1.96 

6 1.65 2.01 

Obsd.c 2.49c 

a Ecut-off: 500 eV; 8x8 k-point mesh; vacuum height: 10.3 Å. 
b Converted from eV atom-1 to J m-2. 
c Observed value.56 
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For the (1x1) cell, Table 3 shows that there is no significant effect of the number of Pt layers 

on the surface energy. The PBE and RPA results vary over 0.08 and 0.06 J m-2, respectively, 

without a systematic trend with increasing number of layers.  

Our results for the 4-layered slab, 1.57 and 1.98 J m-2 for PBE and RPA, respectively, are 

in close agreement with the results of Kresse and co-workers,23 1.58 and 2.03 J m-2, 

respectively. The results of Olsen and Thygesen,57 1.35 and 2.20 J m-2, respectively, show 

much larger deviations (about 0.2 J m-2) from both our and Kresse’s results, which reflects the 

sensitivity of RPA with respect to the choice of computational parameters.  

Usually, in DFT slab calculations, four layers are used to mimic the metal surface, with the 

two bottom-most being frozen in the positions of the bulk solid. However, the cost of RPA is 

high, scaling at O(N4) relative to PBE with O(N3), in addition to a much larger pre-factor. We 

therefore decided that three layers of Pt atoms are sufficient and can be used without 

compromising on accuracy as Table 3 shows. 

Both PBE and RPA significantly underestimate the observed surface energy which is 

measured at the melting point (2.20 J m-2) and then extrapolated to absolute zero.56 PBE 

underestimates the surface energy more than RPA. 

 

Table 4. Dependence of surface energy γsurf (J m-2) on vacuum height Rvac (Å) for a 3-layered, 
PBE+MBD (1x1) cell.a 

 

 

 

 

 

 

 

 

 

a A Ecut-off of 500 eV and an 8x8 k-point mesh were used. 
 

We tested the impact of the k-point density on the surface energy (see Table S3.1) and found 

an 8x8 mesh was sufficient to achieve convergence, and so it was chosen as standard for use 

with the (1x1) cell. Additionally, the Ecut-off was found to have virtually no impact on the surface 

energy (Supplementary Material, Table S3.2).  

Rvac  PBE RPA 

4.0 1.54 1.70 

5.0 1.61 1.91 

6.0 1.61 1.96 

7.0 1.61 1.99 

8.0 1.61 2.00 

10.0 1.61 2.02 

12.0 1.61 2.03 

14.0 1.61 2.04 

16.0 1.61 2.05 

18.0 1.61 2.06 
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The larger the cell, the costlier the calculation, so it is of interest to minimise this, where 

possible. The surface area must be kept constant, being dependent on the repeated surface 

image. However, the vacuum height of the cell (see Figure 2) can be modified. Table 4 shows 

that, once the vacuum height has reached ~10 Å, the surface energy is well-converged for 

RPA and fully so for PBE. This results from PBE to failing to properly describe long-range 

interactions. Beyond 10 Å, little additional precision can be obtained but at increasingly high 

cost, and we have chosen this value as a suitable vacuum height.   

These preliminary investigations on the (1x1) cell have been useful for determining suitable 

settings but the cell is too small for application to surface chemistry. Therefore, we performed 

further convergence tests for the (√3x√3)R30° supercell. The change of the surface energy 

was below 0.01 J m -2 when the Ecut-off was varied between 400 and 600 eV for the settings of 

Table 4 with 4x4 k points, see Supplementary Material, Table S3.2. 

The dependence on the k-point grid (Table 5) is stronger than for the (1x1) cell. This is due 

to the differences in k-point density, with much higher densities (0.045 Å-1 for the 8x8 mesh) 

more readily affordable for the (1x1) cell. While passing from a 4x4 to a 6x6 mesh changes 

the RPA surface energy by as much as 0.26 J m-2 (towards experiment), the corresponding 

change of the CH4 adsorption energy is much smaller, just 0.2 kJ mol-1 for a 500 eV Ecut-off, 

see Table 6 below.  

 

Table 5. Surface energy of a 3-layered (√3x√3)R30° cell, γsurf (J m-2), for different k-point 
meshes.a The linear k-point densityb and the k-point spacingc are given in Å-1. 

k-points kdensity
b  kspacing

c  γsurf
 

   PBE RPA 

2x2 0.476 0.119 2.12 1.56 

4x4 0.952 0.060 1.50 1.68 

6x6 1.428 0.040 1.54 1.94 

a 10.3 Å vacuum height, 500 eV Ecut-off; b Eq. 3; c Eq. 4 

 

5.3. RPA Results for CH4 Adsorbed on the Pt(111) Surface 

Having investigated the convergence of technical settings for the Pt(111) surface energy, and 

for the energy of the isolated CH4 molecule, see Supplementary Material, Section S5 for 

details, we turn to the adsorption of CH4. Our RPA calculations on CH4/Pt(111) use surface 

structures optimised with PBE+MBD. 

Table 6 shows the variation of the adsorption energy, ΔEads, with the Ecut-off and k-point 

meshes. The adsorption energy changed significantly between the 2x2 and 4x4 k-point 

meshes, but there is little effect between the denser 4x4 and 6x6 meshes. Hence, the 4x4 k-
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point mesh is chosen in further calculations. Table 6 also confirms that adsorption energies 

are sufficiently converged for a Ecut-off of 500 eV.  

Table 6. RPA adsorption energies, ΔEads, as well as their Hartree-Fock, ΔEHF, and correlation 
energy components, ΔEcorr, in kJ mol-1 for different Ecut-off (eV) and k-point meshes.a  

a A 3-layered (√3x√3)R30° cell with 10.3 Å vacuum height was used; b Eq. 3; c Eq. 4; d For 
limitations of 400 eV, see the computational section. 

The RPA adsorption energy can be split into the Hartree-Fock energy, EHF, (including the 

energy corrections28 relating to partial occupancies in the metal) and correlation energy 

components, Ecorr. Table 6 shows that the effect of increasing k-point meshes is not uniform 

for these two parts. Whereas the correlation energy is converged within ~2 kJ mol-1 using only 

a, relatively sparse, 2x2 k-point mesh, the Hartree-Fock component requires the denser 4x4 

mesh at least. For both components though, passing from the 4x4 to the 6x6 k-point mesh 

offers only a small change, of the order of 0.1 kJ mol-1. The adsorption energy is suitably 

converged to within 0.5 kJ mol-1 by the 4x4 mesh (Table 6). Additionally, the Ecut-off has limited 

impact on the correlation energy and only a slightly more significantly one of ~0.5 kJ mol-1 on 

EHF between 400 and 500 eV, after which convergence has been reached to within 0.1 kJ mol-

1. With this, we have converged the settings in terms of the ab initio parameters, i.e. the Ecut-

off and k-point density, at 500 eV and 0.95 Å-1, respectively.

kdensity
b kspacing

c ΔEads ΔEHF ΔEcorr 

Ecut-off 400d 500 600 400d 500 600 400d 500 600 

2x2 0.476 0.119 -24.2 -24.7 -24.7 -0.2 -0.6 -0.6 -24.0 -24.0 -24.1

4x4 0.952 0.060 -16.7 -17.1 -17.1 9.4 9.0 9.1 -26.1 -26.1 -26.1

6x6 1.428 0.040 -17.2 -17.3 - 9.1 8.9 8.9 -26.3 -26.2 -
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Table 7. RPA adsorption energy, ΔEads (kJ mol-1), for varying number of Pt layers, Nlayer, and 
surface coverage θ (ML).a 

a Both cells use a 4x4 k-point mesh, 500 eV Ecut-off, and a 10.3 Å vacuum height; the k-point 
density is given in Å-1; b Eq. 3 

The parameters of the slab model need yet to be tested. Thus far, we have used 3-layered 

structures due to cost but, if fewer layers were suitable, it would enable the study of larger 

cells and so the coverage effect on the adsorption could be investigated. In this vein, we have 

calculated the adsorption energies for the (2x2) and (√3x√3)R30° cells, corresponding to 1/4 

and 1/3 ML a coverages, respectively. The latter matches the observed saturated coverage, 

see Section 2.36 Although two layers were sufficient for convergence with respect to the 

surface energy (cf. Table 3), Table 7 shows that this is not the case for the adsorption energy. 

We find three layers to be an acceptable compromise between accuracy and computational 

cost. However, there is still a difference of ~1 kJ mol-1 between three and four layers, which 

should be included in the final quantum mechanical estimate.  

The other parameter that defines the slab model is the vacuum height. The results plotted 

in Figure 3a show a more significant dependence of the adsorption energy on the vacuum 

height than previously observed for the k-point mesh or the Ecut-off, cf. Table 6. The surface 

energy was virtually converged by a vacuum height of ~7 Å, whereas the adsorption energy 

still shows a noticeable difference between 10.3 Å and 14.3 Å. This reflects the fact that the 

surface energy is essentially unaffected by dispersion interactions whereas the adsorption 

energy of CH4/Pt(111) is chiefly a dispersive effect. At a vacuum height of ~10 Å the adsorption 

energy is converged to within ~2 kJ mol-1 only which is insufficient for a benchmark study. 

Cell (√3x√3)R30° (2x2) 

θ 1/3 1/4 

kdensity
b 0.952 0.823 

Nlayer ΔEads 

2 -10.6 -11.2

3 -17.1 -16.8

4 -15.9 -
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Figure 3. RPA adsorption energy ΔEads for the (√3x√3)R30° cell with given k-point meshes 
plotted a) against the surface-slab vacuum height Rvac . b) against the reciprocal vacuum 
height raised to the fourth power Rvac

-4; extrapolations are shown based on the three shaded 
points. See Table S6.1 for tabulated values and Section S6 for additional extrapolations. 
 

To find the adsorption energy limit for slab models with large (“infinite”) vacuum height, we 

attempted a linear extrapolation of the adsorption energy with respect to a reciprocal power, 

R-n, of the vacuum height. For the dispersion interaction between metal slabs, theory58 

suggests a decay with R-2.5,58 but we saw the best fitting for R-4, in line with the reported R-4 

dependence of the RPA energy between graphene sheets, which dominates at short 

distances.59,60 We show the R-4 extrapolation in Figure 3b. 

If we instead extrapolate with respect to the height from the CH4 centre (C nucleus) to the 

repeated Pt slab (the top of the supercell), RCH4 (Figure 2), we achieve the best fitting for 

RCH4
-3, with R2 =0.9992 (Figure S6.1). The R-3 dependence matches the power law theory 

suggests for the interaction between a neutral atom and the solid surface.61 Both of these 

extrapolations yield virtually identical “infinite” vacuum values, -14.47 and -14.57 kJ mol-1 for 

the R-4 and R-3 extrapolations, respectively (Section S6), and we arrive at -14.5±0.1 kJ mol-1 

as average value for the adsorption energy. 

Since the calculations for the cells with the largest vacuum height are the computationally 

most demanding (13.3. and 14.3 Å) we tested if only three distances, 10.3, 11.3 and 12.3 Å, 

are sufficient for the extrapolation. The results, -14.46 and -14.62 kJ mol-1 for the R-4 and R-3 

extrapolations, respectively, are virtually identical which is an important finding in view of future 

applications to larger adsorbates. It made it also possible to extrapolate the adsorption energy 

obtained with a 6x6 k-point mesh for Rvac =10.3, 10.8 and 11.3 Å, see Figure 3b and 

Supplementary Material, Figure S6.2. The Rvac
-4 and RCH4

-3 extrapolations yield -14.90 and -

15.12 kJ mol-1, respectively, for “infinite” vacuum adsorption energy, with -15.0±0.1 kJ mol-1 

as average. 
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For the (2x2) cell, using a 4x4 k-point mesh extrapolated with respect to the vacuum height 

gave values of -13.8 and -13.9 kJ mol-1 for the Rvac
-4 and RCH4

-3, respectively (see Table S6.2), 

averaging to 13.8 kJ mol-1. 

Table 8 summarizes the results of our convergence studies. We found that a 4x4 k-point 

mesh is sufficient for both (√3x√3)R30° and (2x2) cells. A k-point density of 0.95 and 0.82 Å-

1, respectively, was found to be converged. Further, we recommend Ecut-off = 500 eV. The slab 

model should consist of at least three layers of Pt atoms for a dispersion-bound adsorbate like 

methane, and extrapolation with respect to vacuum height beyond 10.3 Å for the surface slab 

distance should be performed. This requires two additional calculations with 11.3 and 12.3 Å 

vacuum heights.  

 

Table 8. Dependence of the RPA adsorption energies (kJ mol-1) on the k-point mesh, the 
number of Pt layers of the slab, Nlayer, and the vacuum height, Rvac, for a Ecut-off of 500 eV. 

cell k points Nlayer Rvac   

   10.3 Å   

(√3x√3)R30° 4x4 3 -17.1 -14.5 Figure 3 

  4 -15.9 -12.9 Table S6.3 

layer   +1.2 +1.6  

 6x6 3 -17.3 -15.1 Figure 3 

k-points   -0.2 -0.6  

estimated    -13.5±0.5   

(2x2) 4x4 3 -16.8 -13.8 Table 7  

estimated    -12.8±0.5   

 

Adding a fourth Pt layer to the slab for the (√3x√3)R30° cell changes the adsorption energy by 

+1.2 and 1.6 kJ mol-1 for Rvac = 10.3 Å and  (extrapolated), respectively. Passing from a 4x4 

to a 6x6 k-point mesh changes the result for Rvac = 10.3 Å and  (extrapolated) by -0.2 and -0.6 

kJ mol-1, respectively. 

 

Our best estimate is obtained as: 



EadsEads (500 eV, 4x4, 3 layers, Rvac= ) + layer + k-points. 

 

There is a partial compensation between layer and k-points which results in the same 

combined effect (+1.0 kJ mol-1) for both Rvac = 10.3 Å and the extrapolated value. This finding 
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may be specific for the chosen slab model. Taking half of this value as uncertainty we get 

estimates of - 14.5 + 1.0 = - 13.5 ± 0.5 and - 13.8 + 1.0 = - 12.8 ± 0.5 kJ mol-1 for the 

(√3x√3)R30° and (2x2) cells, respectively.  

 

5.4. Lateral Interactions 

Adsorption energies have two components: the molecule-surface interactions and the lateral 

interactions between the adsorbed molecules. The lateral interaction energy, ΔElat, is defined 

as: 

 

ΔElat = [E(MN//MN‧S) – NM‧E(M)]/NM      

                          

(6) 

where E(MN//MN‧S) is the energy of the adsorbate layer at the structure of the adsorbate-

surface system, NM is the number of molecules in that system, and E(M) is the energy of an 

isolated adsorbate molecule. 

 

Table 9 shows the lateral interaction energies for the (√3x√3)R30° and (2x2) cells. The (1x1) 

cell showed a PBE+MBD adsorption energy of +130 kJ mol-1 and a lateral interaction of 146 

kJ mol-1 indicating strong repulsion; we will not discuss it further here but this data is presented 

in the Supplementary Material, Table S2.2. Extrapolation of the adsorption energy to “infinite” 

vacuum heights was also done for the lateral interactions in z-direction, Rz, i.e., the same 

direction as when the slab was present. Only the Hartree-Fock component was extrapolated 

with respect to Rz
-3, as the correlation energy component is already well-converged to within 

0.1 kJ mol-1, see Supplementary Material, Section S8. For the smallest cells, corresponding 

to the CH4/Pt(111) supercells with 10.3 Å vacuum heights, see Supplementary Material, Table 

S7.1. 

 

Table 9. RPA adsorption, lateral interaction and molecule-slab interaction energies (kJ mol-
1),a ΔEads, ΔElat, and ΔEM-slab, respectively, extrapolated to “infinite” vacuum height for two 
surface coverages. The distance between the CH4 molecules, RCC (pm), is also given.  

θ / ML Cell k-points RCC  ΔEads ΔElat  ΔEM-slab 

1/3 (√3x√3)R30° 4x4 485 -14.5 -3.3 -11.2 
  6x6 485 -15.1 -2.5 -12.6 

1/4 (2x2) 4x4 561 -13.8 -1.6 -12.2 
  6x6 561 - -1.1 - 

a 500 eV Ecut-off. 
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For the (√3x√3)R30° cell, with C-C distances of 485 pm between the CH4 molecules in the 

adsorbate layer, the lateral interactions contribute 15-20 % to the total adsorption energy. This 

drops to about 10% if the C-C distance increases to 561 pm for the (2x2) cell. Passing from a 

4x4 to a 6x6 k-mesh, the lateral interactions become weaker (+0.8 kJ mol-1) whereas the 

molecule surface interaction become stronger (-1.4 kJ mol-1). There is a partial compensation 

and the total adsorption energy changes by -0.6 kJ mol-1. 

 

5.5. RPA Adsorption Mode 

In Section 4.3, we used DFT+D and compared with experimental vibrational spectra to 

determine which of the two adsorption structures, top monopod or hcp tripod was likely to be 

more stable. Table 10 shows RPA results for 1/3 and 1/4 ML coverages which have been 

obtained at PBE+MBD structures. 

 

Table 10. RPA adsorption energies, ΔEads, and their Hartree-Fock and correlation energy 
components (kJ mol-1), ΔEHF and ΔEcorr, respectively,a for the top monopod and hcp tripod 
adsorption structures. 

θ / ML Cell k-
points 

top monopod hcp tripod 

   ΔEads ΔEHF ΔEcorr ΔEads ΔEHF ΔEcorr 
1/3 (√3x√3)R30° 4x4 -12.0 14.1 -26.1 -17.1 9.0 -26.1 
1/4 (2x2) 4x4 -8.3 21.0 -29.3 -16.8 9.0 -25.8 

a With a 3-layered slab, 500 eV Ecut-off, and 10.3 Å vacuum heights. 

 

In contrast to the DFT+D methods which predict about equal energies for both structures, see 

Table 2, with RPA the hcp tripod is clearly the lower energy structure, favoured 5.1 and 8.5 kJ 

mol-1 for θ = 1/3 and 1/4 ML, respectively.  

For (√3x√3)R30 cell, the predicted energy difference between the two structures comes 

entirely from the Hartree-Fock contribution, whereas for the (2x2) cell the Hartree-Fock 

difference of 12.0 kJ mol-1 is partially compensated by a correlation energy difference of -3.5 

kJ mol-1.  

 

5.6. Comparison with Experimental Heats of Adsorption 

For comparison with experiment (Table 11) we make use of the experimentally derived 

adsorption energies, Eref, as defined in Section 2.  Table 11 shows the comparison with the 

final estimate from RPA calculations.  
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Table 11. Comparison of RPA results with experiment.37  

  - EA
 a EZPV Etherm Eref

b ERPA Eest
c Eest - Eref 

 Obsd. Calcd. Calcd. Obsd.a Calcd. Estd.  

1/3  -15.7 ± 1.6 0.57 0.45 -15.7± 1.6 -14.5 -13.5 ± 0.5 + 2.2 ± 2.1 
1/4 -15.5 ± 1.6 0.77 0.35 -15.6± 1.6 -13.8 -12.8 ± 0.5 + 2.7 ± 2.1 

a Ref. 37; 10% uncertainty of the inversion analysis.62 b Experimentally derived reference 
energy.     c cf. Table 8 

 

Our RPA adsorption energy estimates are 2.2 and 2.7 kJ mol-1 less binding than the reference 

energies derived from experiment. This deviation is not much larger than the combined 

uncertainties of experiment and RPA calculation (2.1 kJ mol-1) and well within chemical 

accuracy limits of 4 kJ mol-1. Note that the directly calculated RPA adsorption energies, without 

the correction for 4 layers (instead of 3 slab layers) and a 6x6 k-point mesh (instead of a 4x4 

one), with deviations of 1.2 and 1.7 kJ mol-1, are apparently in better agreement with 

experiment. This underlines the need for convergence studies to get “the right answer for the 

right reason”.  

The RPA results are a substantial improvement compared to DFT+D. Whereas PBE+dDsC 

correctly predicts the hcp tripod structure, the adsorption energy is 6.3 kJ mol-1 more negative 

than the experimental reference. In contrast, PBE+MBD deviates only 2.2 kJ mol-1 from 

experiment but predicts the wrong adsorption mode (top monopod).  

RPA results have been reported for other adsorbates on Pt(111), see Table 12. For 

benzene on Pt(111), the RPA result (θ= 0.8),27 -168 kJ mol-1, is also close to experiment, -162 

kJ mol-1. In this case, also PBE+dDsC performs very well (-170 kJ mol-1).10  

The good agreement for CH4 and benzene indicates that the RPA provides a good 

description for molecule – surface interactions with dominating dispersive interaction. For CO 

and H which form chemical bonds with the surface the deviations of the RPA results from 

experiment are much larger than for CH4 and benzene, but still a significant improvement over 

PBE+dDsC. This corroborates the previous finding that RPA underestimates atomisation 

energies of molecules.63 
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Table 12. RPA and PBE+dDsC energies (kJ mol-1) for adsorption on Pt(111) compared to 
experiment. 

  CH4 C6H6 CO H 

  θ 1/3 1/9 (0.8) 1/4 1/4 

Exp.a  -E 15.7 162 117 35 

RPAb -E 13.5 16827 13122 4922 

PBE+dDsCc -E 22.0 170 179 53 

a Derived from Ref. 37  using vibrational corrections for CH4; Ref. 64 without corrections for 
others. 
b CO/M(111) values are for top site adsorption. 
c This work for CH4/Pt(111), Ref. 10 for others. 
 

6. Conclusions 

For adsorption of CH4 on the Pt(111) surface, RPA yields adsorption energies that are 2.2 – 

2.7 kJ mol-1 less binding than experimental reference values, well within chemical accuracy 

limits. This provides further evidence that RPA describes interactions of molecules with metal 

surfaces such as Pt(111) well when the binding is dominated by dispersion (CH4, benzene), 

whereas much larger errors are reported for cases with chemical bonding (H, CO). 

For CH4 on Pt(111), the RPA results are a major improvement over DFT+dispersion 

approaches. Whereas RPA predicts a clear preference for the hcp tripod structure compared 

to the top monopod structure, in agreement with vibrational spectra, PBE+MBD and 

PBE+dDsC predict about equal stability of the two adsorption structures. 

  

Supplementary Material 

Details of bulk calculations, DFT optimised structures, Pt(111) surface energies, CH4 

atomisation energies, isolated CH4 calculations, vacuum height extrapolations, RPA 

adsorption energy results, and lateral interactions. 
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Chapter 1: Supplementary Material 

S1. Bulk Calculations 

Method Details 

Primitive fcc unit cells were used for all Pt bulk calculations. The calculations were performed 

using the projector-augmented wave (PAW) method,1,2 as implemented in the Vienna ab initio 

simulation package (VASP).3 All calculations used an electronic energy threshold of 1x10-8 eV 

and a plane wave energy cut-off, Ecut-off, of 500 eV. Calculations used 1st order Methfessel-

Paxton smearing with a smearing width of 0.2 eV. -centred k-point meshes were used 

throughout. 16x16x16 k-point meshes were used for all calculations on the primitive bulk unit 

cell.  

 

Bulk Platinum 

The Pt bulk was optimised by taking six frozen cell parameters around the observed lattice 

parameter (three either side and the observed value itself) and then performing a Murnaghan 

fit.4 For PBE, two additional points were taken above the observed lattice parameter to improve 

the symmetry of the plot. This determined the optimised lattice parameter for the primitive fcc 

cell. Using PBE, we performed this and obtained a lattice parameter of 3.969 Å, close to the 

literature PBE value of 3.965 Å.5 PBE overbinds relative to the observed lattice parameter of 

3.921 Å (corrected for anharmonic expansion).6,7 RPA gave a lattice parameter of 3.939 Å, 

once again close to the literature RPA value of 3.936 Å.8 Even when using PBE orbitals, RPA 

can be seen to offer a significant improvement over PBE.  

In addition to RPA and PBE,9,10 the SCAN,11 PBE0,12 and HSE0613 density functionals were 

used. The optimised lattice constants obtained are compiled in Table S1.1 and the Murnaghan 

plots are shown in Figure S1.1. In Table S1.1, the observed value has been corrected for the 

anharmonic expansion, as in Equation 18 of Ref. 14. The observed bulk modulus B0 and its 

first derivative with respect to pressure B1, a0, and the Debye temperature ΘD taken Ref. 15, 

Ref. 6, and Ref. 16, respectively. We find good comparison to literature, usually within only a 

few mÅ of the literature calculation.  
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Table S1.1. Murnaghan fitted lattice constants, a0 (Å) for different functionals compared to that 

observed. 

Method This work Literature 

Obsd.b -   3.9216,7 

PBE 3.969 3.9655 

PBE0 3.930 3.9325 

HSE06 3.928  3.92717 

SCAN 3.899  3.91918 

RPA 3.939 3.9368 

a Ecut-off: 500 eV, 16x16x16 k-point mesh. 

b The observed value has been corrected for the anharmonic expansion removed, following 

Ref. 14. 

 

Murnaghan equation of state fitted plots for PBE, PBE0, HSE06, SCAN, and RPA, a-e, 

respectively.  

 
Figure S1.1. Energy of the bulk Ebulk against unit cell volume per atom V0 PBE, PBE0, HSE06, 

SCAN, and RPA, a-e, respectively. Seven points have been plotted to fit to the Murnaghan 

equation of state. 
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S2. DFT Optimisation 

The series of different surface cells studied is shown in Figure S2.1.  

 

Figure S2.1. a) The vacuum height definition: surface-slab distance (red) and the molecule-

slab distance (blue). b) Repeated slab model with (2x2), (√3x√3)R30°, and (1x1) supercells 

used, corresponding to 1/4, 1/3, and 1 ML respectively. The C – C distances are 561, 485, and 

280 pm, respectively. The supercells shown contain four layers of Pt atoms.  

 

The key hcp tripod and top monopod, 4-layered, (√3x√3)R30° cell distances are presented in 

Table S2.1.  

 

Table S2.1. Pt-C and Pt-H distances r(X) (in pm) for PBE+D at the top monopod and hcp 

tripod adsorption sites. Pt-Pt distances are the same as for Table S2.1. See DFT section for 

calculation details. These correspond to the structures used in Figure 2 and Table 10. 

 r(Pt-C)  r(Pt-H)  

 top monopod hcp tripod top monopod hcp tripod 

PBE+dDsC 352 377, 378, 380 241 314, 314, 314 

PBE+MBD 353 376, 376, 376 242 311, 312, 312 
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Table S2.2 presents a breakdown of the PBE+MBD adsorption energy with respect to the 

lateral interaction for the (1x1), (√3x√3)R30°, and (2x2) cells.  

 

Table S2.2. PBE+MBD adsorption energies, ΔEads, and lateral interaction energies, ΔElat, for 

surface coverages θ = 1, 1/3, and 1/4 monolayers. All energies are in kJ mol-1. The distance 

between the CH4 molecules, RCC (Å), is also given.a 

θ / ML Cell k-points RCC / Å ΔEads ΔElat  ΔElat % 

1 (1x1) 6x6 3.97 +130.2 +146.0 112.2 

1/3 (√3x√3)R30° 6x6 4.85 -16.9 -3.3 19.2 

1/4 (2x2) 6x6 5.61 -14.7 -1.2 7.9 

a 4-layered cells with a 400 eV Ecut-off were used. 

 

S3. Surface Energy 

The surface energy convergence for (1x1) cells of Pt(111) with respect to k-points and Ecut-off 

are shown in Tables S3.1 and S3.2, respectively. Table S3.2 also contains comparison to a 

(√3x√3)R30° cell. 

 

Table S3.1. Surface energy γsurf for a 3-layered (1x1) cell using different k-point meshes.a The 

linear k-point density and the k-point spacing (in reciprocal space) are also shown.  

 

 

 

 

 

 

 
a A 500 eV Ecut-off and a 10.3 Å vacuum height were used. 

 

 

 

 

 

 

 

 

   γsurf  / J m-2  

k-points k-density /  Å-1 k-spacing /  Å-1 PBE RPA 

4x4 1.426 0.089 1.01 0.91 

6x6 2.140 0.059 1.46 1.75 

8x8 2.853 0.045 1.61 2.02 

10x10 3.566 0.036 1.56 2.03 
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Table S3.2. Surface energy γsurf / J m-2  as function of the Ecut-off / eV for a 3-layered (1x1) and 

(√3x√3)R30° cells.a  

 (1x1) cella  (√3x√3)R30° cellb 

Ecut-off PBE RPA  PBE RPA 

400 1.60 2.02  1.50 1.67 

500 1.61 2.02  1.50 1.68 

600 1.60 2.03  1.50 1.68 

a 8x8 k-point mesh and a 10.0 Å vacuum height; b 4x4 k-point mesh; and a 10.3 Å vacuum 

height. 

 

S4. CH4 Atomisation Energies 

The so-called “hard” pseudopotentials were used here. Three partial waves were used for 

each orbital, with cut-off radii of 1.0 and 1.1 au for the 2s and 2p states of carbon, respectively. 

For the 1s orbital of hydrogen, a partial wave cut-off radius of 0.8 au was used. A Ecut-off of 

1000 eV was used and the non-spherical contributions to the exchange-correlation potential 

in the PAW spheres was included. Spin-polarised calculations were performed for the carbon 

and hydrogen atoms. Due to C and H atoms being open-shell, orthorhombic cells were used 

for RPA correlation calculations.  

The Hartree-Fock, using PBE orbitals, energy EHF was extrapolated for the three different 

species with respect to the inverse cell volume. The energies are given in Table S4.1 and the 

extrapolations are shown in Figure S4.1. Large cubic cells were required to perform these 

extrapolations, so the open-shell occupancies were fixed for the PBE and HF calculations, 

while this is not an option for RPA. 
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Table S4.1. Hartree-Fock, using PBE orbitals, energies EHF for C, H, and CH4 in cubic cells 

with given volume, V. Extrapolation of EHF for each species was done against V-1 and the 

extrapolated values are given at the bottom of the table. These extrapolations are shown in 

Figure S4.1 below.a 

V / Å3 

EHF / eV 

C H CH4 

216 -10.30929 -3.70241 - 

343 -10.17190 -3.64417 - 

512 -10.08911 -3.61634 - 

729 -10.03769 -3.60031 -38.59606 

1000 -10.00408 -3.59016 -38.53461 

1331 -9.981707 -3.58338 -38.49346 

1728 - - -38.46487 

2744 - - -38.42937 

Extrapolated -9.92109 -3.55853 -38.36911 

a A 1000 eV Ecut-off was used. 

 

Figure S4.1. Extrapolation of EHF against the reciprocal volume for H, C, and CH4 (a, b, and 

c, respectively).  

 

The RPA correlation energy Ecorr for each species is shown in Table S4.2, with the energy 

difference ΔEcorr extrapolated against the inverse volume squared V-2 to give a value of -

3.37223 eV, as shown in Figure S4.2. N.B. in contrast to the Hartree-Fock energy, 

extrapolation was done against correlation energy differences and not the correlation energy 

itself, as in Ref. 19.  
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Table S4.2. RPA correlation energies Ecorr in eV for orthorhombic cells. The dimensions and 

the volume of the cell are given in each case.a 

  Ecorr / eV   

Cell Volume / Å3 C H CH4 

5.0x5.5x6.0 125.000 -5.27844 -0.57382 -11.02706 

5.5x6.0x6.5 166.375 -5.28799 -0.57354 -10.99842 

6.0x6.5x7.0 216.000 -5.29288 -0.57316 -10.98584 

6.5x7.0x7.5 274.625 -5.29537 -0.57287 -10.98009 

a A 1000 eV Ecut-off was used. 

 

 

Figure S4.2. Correlation energy difference against inverse volume squared. 

 

The atomisation energy ΔEatom for methane extrapolated to infinite volume is shown in Table 

S4.3, along with its constituent parts. The atomisation energy being the difference between 

the  

 

 

Table S4.3. The Hartree-Fock energy, using PBE orbitals, EHF is given for each of the species. 

The RPA correlation energy difference ΔEcorr is also given (i.e. the RPA correlation energy 

contribution to the atomisation energy), as well as the atomisation energy ΔEatom between CH4 

and its constituent atoms. All energies in eV, except for ΔEatom in eV and kJ mol-1. All values 

are for the extrapolated infinite-volume limit.  

C H CH4  CH4 – 4H - C 

EHF / eV    ΔEcorr / eV ΔEatom / eV ΔEatom / kJ mol-1 

-9.92109 -3.55853 -38.36911  -3.37223 -17.58611 -1696.79583 
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S5. Isolated Methane 

For calculating the adsorption energy, the energy of an isolated CH4 molecule is required. To 

test the accuracy of the RPA calculations, the bond dissociation energy of the CH4 molecule 

with respect to separate atoms, i.e. the atomisation energy, was computed at the PBE+MBD 

structure. The RPA results use supercell volume, Vcell, extrapolations for the Hartree-Fock 

energy EHF (“1/Vcell”) and the RPA correlation energy difference contribution (“1/Vcell
2”). We 

found an atomisation energy of -1697 kJ mol-1, see S4 for the extrapolations, comparable to 

those obtained by atom-centred Gaussian-type basis sets -1693 kJ mol-1 (see supplementary 

material of Ref. 20). This shows that close agreement between plane wave and 

pseudopotential and Gaussian basis sets can be achieved if both are converged with respect 

to computational parameters. The remaining difference can be attributed to the extrapolation 

procedure. 

For the total energy of CH4 supercell volume extrapolation has been done for the Hartree-

Fock energy. The correlation energy was not extrapolated (“1/Vcell
2”), as no linear relationship 

was seen, in contrast to the atomisation energy.19 Instead, the correlation energy of the largest 

affordable cell (10x10x10 Å3) was used. Correlation energy differences showed a linear 

relationship with 1/V2 for atomisation energies but we did not see this for the surface, so we 

did not extrapolate.  

 

EHF and Ecorr values with extrapolated EHF for Ecut-off of 400, 500, and 600 eV in Tables S5.1, 

S5.2, and S5.3, respectively. All are for cubic supercells. 

 

Table S5.1. EHF energy and Ecorr for difference cells for methane with a 400 eV Ecut-off.a  

Volume / Å3 EHF / eV Ecorr / eV 

125.000 - -10.89867 

166.375 - -10.88015 

216.000 - -10.83767 

274.625 - -10.83777 

343.000 - -10.81775 

1000.000 -40.39765 -10.81913 

1728.000 -40.33688 - 

2744.000 -40.30152 - 

4096.000 -40.27782 - 

Extrapolated -40.24285 - 

d For limitations of 400 eV, see the main computational section. 
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Table S5.2. EHF energy and correlation energy Ecorr for difference cells for methane with a 500 

eV Ecut-off. 

Volume / Å3 EHF / eV Ecorr / eV 

125.000 - -10.95272 

166.375 - -10.87645 

216.000 - -10.86247 

274.625 - -10.84833 

343.000 - -10.84162 

1000.000 -40.46711 -10.83787 

1728.000 -40.39682 - 

2744.000 -40.36192 - 

4096.000 -40.34146 - 

Extrapolated -40.30108 - 

 

 

Table S5.3. EHF energy and correlation energy for difference cells for methane with a 600 eV 

Ecut-off. 

Volume / Å3 EHF / eV Ecorr / eV 

125.000 - -10.94330 

166.375 - -10.88700 

216.000 - -10.86078 

274.625 - -10.84634 

343.000 - -10.84518 

1000.000 -40.48294 -10.83891 

1728.000 -40.41325 - 

2744.000 -40.37762 - 

4096.000 -40.35761 - 

Extrapolated -40.31720 - 
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S6. Extrapolation of Adsorption Energy with Respect to the Vacuum Height 

The adsorption energy ΔEads was calculated at various vacuum heights and shown in Figure 

3 of the main text. The adsorption energies are presented in Table S6.1.  

 

Table S6.1. RPA adsorption energy ΔEads with respect to vacuum height Rvac and k-point 

mesh.a The linear k-point density and the k-point spacing (in reciprocal space) are given in Å-

1, see Eq. (1) and (2) in the main text for their respective definitions.  

 ΔEads 

Rvac / Å k-points 

 4x4 6x6 

10.3 -17.1 -17.3 

10.8 - -16.9 

11.3 -16.2 -16.6 

11.8 - -16.3 

12.3 -15.8 -16.1 

13.3 -15.4 - 

14.3 -15.2 - 

a A 3-layered (√3x√3)R30° cell was used with a Ecut-off of 500 eV. 

 

The adsorption energy for the (√3x√3)R30° cell was extrapolated against the reciprocal slab-

surface distance to the fourth power Rvac
-4 and the reciprocal molecule-slab distance to the 

third power RCH4
-3 (cf. Figure 1a). The slab-surface distance extrapolation for a 4x4 k-point 

mesh is given in Figure 4 of the main text, while the molecule-slab distance is presented in 

Figure S6.1 below. Figure S6.2 shows the same extrapolations for the 6x6 k-point mesh. 

 

 

Figure S6.1. Adsorption energy ΔEads against the reciprocal molecule-slab distance raised to 

the third power RCH4
-3 for the (√3x√3)R30° cell with a 4x4 k-point mesh. 
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Figure S6.2. Adsorption energy ΔEads against the reciprocal molecule-slab distance raised to 

the third power RCH4
-3 for the (√3x√3)R30° cell with a 6x6 k-point mesh. 

 

The adsorption energies in a (2x2) cell have been extrapolated with respect to the vacuum 

height and molecule-slab distance; this is shown in Table S6.2. 

 

Table S6.2. RPA adsorption energy ΔEads for a (2x2) cell with respect to surface-slab Rvac and 

molecule-slab distance RCH4, extrapolated to the reciprocal fourth and reciprocal third powers, 

respectively.a 

ΔEads / kJ mol-1 Rvac / Å RCH4 / Å 

-16.8 10.3 6.8 

-16.2 11.3 7.8 

-15.8 12.3 8.8 

-15.4 13.3 9.8 

-15.2 14.3 10.8 

Extrapolated ΔEads -13.8 -13.9 

R2 0.9966 0.9958 

a A 3-layered cell and a 500 eV Ecut-off were used. 

 

The adsorption energies for 3- and 4-layered (√3x√3)R30° cells have been extrapolated with 

respect to the vacuum height and molecule-slab distance; this is shown in Table S6.3. 
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Table S6.3. RPA adsorption energy ΔEads for 3- and 4-layered (√3x√3)R30° cells with respect 

to vacuum height, Rvac, and molecule-slab distance, RCH4, extrapolated to the reciprocal fourth 

and reciprocal third powers, respectively.a 

3-layered   4-layered   

ΔEads / kJ mol-1 Rvac / Å RCH4 / Å ΔEads / kJ mol-1 Rvac / Å RCH4 / Å 

-17.1 10.3 6.8 -15.9 10.3 6.8 

-16.2 11.3 7.8 -14.9 11.3 7.8 

-15.8 12.3 8.8 -14.3 12.3 8.8 

-15.4 13.3 9.8 - - - 

-15.2 14.3 10.8 - - - 

Extrapolated ΔEads -14.5 -14.6  -12.8 -13.0 

R2 0.9991 0.9947  0.9998 1.0000 

a 4x4 k-point meshes and a 500 eV Ecut-off were used. 

S7. RPA Summary 

The RPA adsorption energies and lateral interactions before extrapolation (~10 Å surface-slab 

distance and equivalent cell for lateral interactions) are presented in Table S7.1, cf. Table 8 

for extrapolated results. 

 

Table S7.1. RPA adsorption energy, ΔEads (kJ mol-1), and the lateral interactions, ΔElat (in kJ 

mol-1), for surface coverages θ = 1/3  and 1/4 monolayers.a 

θ / ML Cell k-points ΔEads
 ΔElat  ΔElat % 

1/3 (√3x√3)R30° 4x4 -17.1 -4.5 26.3 

  6x6 -17.3 -3.0 17.3 

1/4 (2x2) 4x4 -16.8 -2.6 6.5 

  6x6 - -1.5 - 

a 3-layered cells, a 500 eV Ecut-off, and 10.3 Å vacuum heights were used. 

S8. Lateral Interactions 

The lateral interaction energies in (√3x√3)R30° and (2x2) cells have been extrapolated with 

respect to the vacuum height and molecule-slab distance; these are shown in Table S8.1 and 

S8.2. 
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Table S8.1. HF component ΔEHF-lat of the RPA lateral interaction energy ΔElat for (√3x√3)R30° 

cell with respect to the distance between molecules Rz, extrapolated to the reciprocal fourth 

power, and the k-point mesh. The correlation energy component ΔEcorr-lat is also shown, for 

the sake of reference but only the longest distance was used. All energies are in kJ mol-1. 

Rz / Å 4x4  6x6  

 ΔEHF-lat ΔEcorr-lat ΔEHF-lat ΔEcorr-lat 

14.9 -2.05 -2.47 -0.17 -2.82 

15.9 -1.82 -2.51 -0.09 -2.85 

16.9 -1.64 -2.56 -0.01 -2.87 

17.9 -1.45 -2.59 0.07 -2.88 

18.9 -1.34 -2.64 0.14 -2.90 

Extrapolated ΔEads -0.66 - 0.42 - 

R2 0.9976 - 0.9886 - 

a A 500 eV Ecut-off were used. 

Table S8.2. HF component ΔEHF-lat of the RPA lateral interaction energy ΔElat for (2x2) cell 

with respect to distance between molecules Rz, extrapolated to the reciprocal fourth power, 

and the k-point mesh. The correlation energy component ΔEcorr-lat is also shown, for the sake 

of reference but only the longest distance was used. All energies are in kJ mol-1. 

Rz / Å 4x4  6x6  

 ΔEHF-lat ΔEcorr-lat ΔEHF-lat ΔEcorr-lat 

14.9 -1.91 -0.65 -0.51 -0.94 

15.9 -1.73 -0.69 -0.45 -0.98 

16.9 -1.58 -0.71 -0.39 -0.99 

17.9 -1.45 -0.73 -0.32 -0.99 

18.9 -1.37 -0.78 -0.27 -1.01 

Extrapolated ΔEads -0.85 - -0.05 - 

R2 0.9987 - 0.9838 - 

a A 500 eV Ecut-off were used. 
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Chapter 2: Hybrid RPA and DFT: Embedding for Adsorption on 

Pt(111) 

 

 

 

___________________________________________________________________ 

The hybrid QM:QM approach is extended to metal surfaces via the application of metal 

clusters. The Random Phase Approximation (RPA) is used as a high-level method and 

combines with density functional theory both with and without dispersion corrections 

(PBE(+D)) as a low-level method. RPA:PBE(+D) is applied to methane, ethane, and CO 

adsorption on the Pt(111) surface. Experimental adsorption energies at physically meaningful 

coverages are compared to calculated values and quantitatively reproduce experiment for 

methane and ethane, while qualitative prediction of the top-site is shown with CO. Calculated 

hybrid RPA:PBE for methane show agreement with periodic RPA at equilibrium (RPA:PBE – 

-14.3 kJ mol-1; RPA – -13.8 kJ mol-1) at significantly reduced computational cost. Final 

adsorption energies for RPA:PBE (CH4 – -14.3 kJ mol-1; C2H6 – -17.8 kJ mol-1) indicate a slight 

underbinding relative to experiment (CH4 – -15.6 kJ mol-1; C2H6 – -27.2 kJ mol-1), while 

RPA:PBE+MBD matches experiment well (CH4 – -16.0 kJ mol-1; C2H6 – -24.9 kJ mol-1). 

Experimental energies are derived from measured desorption energies of activation and 

corrected for zero point vibrational energy (ZPVE) and thermal enthalpic contributions.  

¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 
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1. Introduction 

Modelling chemical reaction from first principles is a chief goal of quantum chemistry. This can 

be a challenge for some of the most useful reactions in the chemical industry, e.g. those on 

metal surfaces. Such heterogeneous catalytic reactions occur at the surface, the interface 

between the solid and gas phase. Good methods exist for both of these but the space where 

they meet remains elusive. For solids, Density Functional Theory (DFT) well describes solids, 

in particular the bulk metal. Generally, DFT offers a reasonable description of many properties 

at low cost, while wave function methods offer a better description but at an increased cost. 

This is particularly acute for periodic systems, where the cost of wave function methods is so 

prohibitive that only a few special cases exist.1 This limits the accuracy and, therefore, the 

reliability of results in the solid phases.  

A solution arises in the form of a hybrid approach, however, where the efficiency of DFT 

can be applied to the whole system, and a subset taken of the surface in the form of a cluster 

to which higher level methods may be applied. This is known as hybrid QM:QM and has been 

successfully applied to many periodic systems.2,3 This offers an improved description at 

relatively low cost, with MP2:DFT offering equivalent accuracy as periodic MP2 but with a 3 

order magnitude reduction in cost.4,5 Such “mechanical” embedding may be readily applied to 

covalent systems or those containing only a few heavier atoms but great difficulty comes as 

soon as more metal atoms are added, where many spin states may lie close in energy, 

necessitating even more costly multi-reference methods.  

This preclusion of metals is unfortunate, as many important chemical reactions occur on 

metal surfaces. One exemplar reaction is the reformation process, the dehydrogenation step 

of which occurs on the Pt(111) surface. To model this, the alkane must first adsorb, chiefly 

through the dispersion interaction, which is unaccounted for by standard DFT. One way to 

include this is to apply additive, post-SCF dispersion corrections (+D),6,7 or to amend the 

density functional to include them (i.e. vdW-functionals).8,9
 These offer a reasonable 

description but fail to reach the accuracies required for application to reaction kinetics, which 

exponentially magnify difference. Generally, chemical accuracy (±4 kJ mol-1) is required for 

such problems, well beyond the current capability of DFT+D.  

We propose using a hybrid QM:QM scheme for metal clusters. This immediately creates 

problems. Metals have, by definition, a zero-width band-gap, with many close-lying energy 

levels. For any “finite-order” perturbative method, the correlation energy diverges for zero-

width energy gaps.10,11 However, suitable methods do exist. One such method is the Random 

Phase Approximation (RPA).12-15 We have previously applied this method to the study of CH4 

on the Pt(111) surface and successfully obtained chemical accuracy for two, physically 

relevant, coverages.16 However, we were limited from studying larger systems due to the 

computational cost, scaling at O(N4) with respect to the number of plane waves and O(N2) with 
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respect to k-points.1,17 Other implementations have similar high costs,18 though the O(N3) 

algorithm is a noteworthy exception.19  

In this paper, we apply an RPA:DFT+D hybrid scheme to study the adsorption of CH4 and 

C2H6 on Pt(111), for which reliable experimental data is available.20 We use this to calculate 

the Potential Energy Surface (PES) of the hybrid, corrected for Basis Set Superposition Error 

(BSSE). The CH4/Pt(111) structures are identical to our previous work, allowing us to assess 

the accuracy of our approach relative to periodic RPA.16 We also study the adsorption of CO 

on Pt(111) to test our hybrid method with respect to chemisorption, specifically against the 

famous “CO/Pt(111) puzzle”,21 which was answered using periodic RPA.22 

 

2. Models and Methods 

2.1 Hybrid QM:QM calculations with counterpoise correction and complete basis set 

extrapolation 

In our QM:QM hybrid approach, we amend periodic boundary conditions (PBC)23 using the 

subtractive scheme.23-25 The hybrid energy EHL:LL(pbc) is: 

 

EHL:LL(pbc) = ELL(pbc) – ELL(C) + EHL(C)              

(1) 

 

where ELL(pbc) is the energy of the periodic system using the low-level method, ELL(C) is the 

energy of the cluster using a low-level method, and EHL(C) is the energy of the cluster using a 

high-level method, both using a finite-cluster model. The hybrid energy may be conceived of 

as a high-level correction ΔHL(C) to the energy of the periodic system using a low-level method 

low-level: 

 

EHL:LL(pbc) = ELL(pbc) + ΔHL(C) = EHL(C) + ΔLR(pbc, C)      

(2) 

 

ΔHL(C) = EHL(C) – ELL(C)           

  (3) 

 

Alternatively, but entirely equivalently, the hybrid energy may be conceived of as a long-range 

correction ΔLR(C) to the energy of the cluster using a high-level method:  

 

ΔLR(pbc, C) = ELL(pbc) – ELL(C)          

(4)
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For cluster calculations, and any system using finite basis sets, there will always be the need 

to correct for the basis set superposition error (BSSE).26 The interaction energy between two 

monomers A and B is defined as: 

 

ΔE = E(A·B) – E(A) – E(B)           

(5) 

 

We correct for the BSSE by using the Counterpoise Correction (CPC) scheme:26 

 

ε = [E(A//A·B) – E(A{B}//A·B)] – [E(B//A·B) – E({A}B//A·B)]        

(6) 

 

where “//” denotes “at the structure of”, meaning that the energies of the two monomers are 

computer at the structure of the A·B complex. The E(A{B}//A·B) and E({A}B//A·B) refer to the 

A and B monomers, respectively, in the full basis of the A·B complex. The BSSE correction is 

the obtained by:  

 

ΔECPC = ΔE + ε            

 (7) 

 

2.2 Hybrid QM:QM adsorption energies 

The adsorption energy per molecule for an adsorbate layer of N molecules per unit cell is 

defined as: 

 

ΔE = [E(MN·S) – E(S) – N·E(M)]/N          

(8) 

 

where MN·S is the adsorbate-surface system, S is the bare surface, and M is the molecule in 

the gas phase, each at their equilibrium structure. The adsorption energy can be divided into 

the adsorbate-surface interaction ΔE* and the lateral interactions ΔEL: 

 

ΔE = ΔE* + ΔEL            

(9) 

according to: 

 

ΔE* = [E(MN·S) – E(S) – E(MN//MN·S)]/N        
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(10) 

and 

 

ΔEL = [E(MN//MN·S) – E(S) – N·E(M)]/N         

(11) 

 

where E(MN//MN·S) is the energy of the adsorbate layer at the structure of the adsorbate-

surface system MN·S. With decreasing coverage, the lateral interaction tends towards zero 

and the adsorption energy is exclusively defined by the adsorbate-surface interaction.  

For the energies in Eq. 8-11, the hybrid QM:QM values are computed by applying the 

QM:QM subtractive scheme of Eq. 1 to each of these equations: 

 

ΔEHL:LL = [EHL:LL(MN·S) – EHL:LL(S) – N·EHL:LL(M)]/N        

(12) 

 

2.3. Models 

Clusters were cut from a PBE+MBD-optimised (2x2) Pt(111) cells. For CH4/Pt(111), this was 

a 3-layered cell that we have previously used for studying RPA at 1/4 ML coverage,16 where 

one monolayer (ML) is formally defined as one adsorbed molecule per surface Pt atom. For 

C2H6/Pt(111) and CO/Pt(111), these were 4-layered cells. The CO was adsorbed at the top 

and hcp (hexagonal close-packed) sites. We present images of these in Figure 1, below. 

 

Figure 1. Pt(111) surface ((2x2) cells) with 1/4 ML coverage adsorbate taken from above and 

below: a) CH4, b) C2H6 (two from above – rotate 90°), c) CO (top site), d) CO (hcp site). Colour 

code: platinum – blue (light – first layer cluster atoms, turquoise – second layer cluster atoms, 

dark – third and fourth layer atoms), carbon – red, oxygen – orange, and hydrogen – white.27 
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The Pt19 cluster embedded in the Pt(111) surface is shown in Figure 2 (see S1 for all clusters). 

They are named according to the following convention: Ptn(A,B,…), where n is the number of 

platinum atoms in the cluster, A is the number in the top layer of the cluster, B is the number 

in the second layer, and so on. The same structures were used for calculations both with and 

without periodic boundary conditions (non-PBC). For those with PBC, these were placed in 

203 Å3 cubic cells, which was found to be sufficiently large to avoid image interaction (cf. S2.1 

for testing of cell size). Likewise, isolated, gaseous alkane molecules were modelled using 

identical cells (203 Å3). All periodic calculations use a 14 Å vacuum height (i.e. the distance 

between the slab surface and the repeated image). 

 

Figure 2. CH4/Pt19(12,7) cluster embedded in the Pt(111) surface at 1/4 ML coverage viewed 

from the side (a) and above (b). Colour code: platinum – light blue (first layer) and turquoise 

(second layer); carbon – red; hydrogen – white.28 

 

3. Computational Details 

3.1 VASP 

3.1.1 DFT 

Plane wave DFT calculations were performed using the projector-augmented wave (PAW) 

method,29,30 as implemented in the Vienna ab initio simulation package (VASP).31 The PAW 

pseudopotential used to describe the electron-ion interaction for Pt includes the 4f electrons 

resulting in 10 valence electrons: [Xe,4f14]5d96s1. Two partial waves were used for each orbital 

and their cut-off radius was 2.5 au for both the 5d and 6s states. For C, 4 valence electrons 

([He]2s22p2) were considered. The partial wave cut-off radii were 1.2 and 1.5 au for 2s and 

2p, respectively. For O, 6 valence electrons ([He]2s22p4) were considered. The partial wave 

cut-off radii were 1.2 and 1.52 au for 2s and 2p, respectively. For the 1s orbital of H, a partial 

wave cut-off radius of 1.1 au was used. These pseudopotentials were used for all structural 

optimisations.  
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An electronic energy threshold of 1x10-6 eV, a 6x6x1 k-point mesh, and a plane wave 

energy cut-off, Ecut-off, of 400 eV were applied. Calculations involving Pt used 1st order 

Methfessel-Paxton smearing with a smearing width of 0.2 eV, while those on isolated alkanes 

used Gaussian smearing with a smearing width of 0.05 eV. For the isolated alkanes and 

clusters, only the -point was sampled. To enable more direct comparison with Gaussian basis 

set calculations, spin-polarised calculations were performed (N.B. the difference with non-

spin-polarised is generally less than 0.1 kJ mol-1 and at most 0.4 kJ mol-1 for Pt27,19,12, cf. Table 

S2.2). 

Structure optimisations, were performed until all forces on relaxed atoms were converged 

to below 0.01 eV Å-1 (0.194 mEh bohr-1). The conjugate gradient method was used with cell 

shape and volume kept constant.  

The PBE32,33 density functional was used throughout with dispersion corrections D denoted 

by PBE+D. The Grimme D234 and D3,6 Tkatchenko-Scheffler’s Many-Body Dispersion 

(MBD),35 and Steinmann-Corminbouef’s dDsC36,37 dispersion corrections were used. 

 

3.1.2 RPA 

The periodic RPA calculations (CH4/Pt(111)) were performed according to Ref. 16 using the 

projector-augmented wave (PAW) method,29,30 as implemented in the Vienna ab initio 

simulation package (VASP).31 All calculations used an electronic energy threshold of 1x10-8 

eV and a Ecut-off of 500 eV. Calculations involving Pt used 1st order Methfessel-Paxton 

smearing with a smearing width of 0.2 eV, while those on isolated alkanes used Gaussian 

smearing with a smearing width of 0.05 eV.  

For RPA, GW PAW pseudopotentials38 were used with identical core and valence 

definitions as the above but improved scattering properties for unoccupied states (PBE cores, 

as in VASP 5.4). For Pt, the partial wave cut-off radii were 2.4 au for both the 5d and 6s states. 

For C, the partial wave cut-off radii were 1.2 and 1.5 au for 2s and 2p, respectively. For the 1s 

orbital of H, a cut-off radius of 0.95 au was used. A frequency integration grid density 

containing 18 and 12 points were used for Pt and isolated CH4 calculations, respectively. For 

greater details of RPA, see Ref. 16. 

 

3.2 TURBOMOLE 

3.2.1 DFT 

DFT calculations were performed using the resolution of identity (RI)-DFT module39,40 

available in 7.3.1 version of the TURBOMOLE program.41 Additionally, Effective Core 

Potentials (def2-ECPs) were used for the core 60 electrons of platinum.42 For C, H, and Pt 

atoms, def2-QZVPP basis sets were used, with the corresponding auxiliary bases.42-44 
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Energies were converged to within 10-7 Ha. Virtual orbitals were shifted by 0.4 eV and heavy 

damping was applied to aid SCF convergence. 

 

3.2.2 RPA 

RPA using orbitals from the aforementioned DFT calculations were performed using the 

resolution of identity (RI)-RPA module.45,46 The “frozen-core” approximation was applied, with 

orbitals below 2 Ha considered to be core. (RI)-MP2 and (RI)-CC def2-QZVPP auxiliary, 

correlation basis sets42 were used, as recommended in the literature.47,48 Counterpoise 

corrections (CPC) were performed on all cluster calculations.26 The number of integration 

points necessary for calculating the RPA correlation energy depended on the cluster size; 100 

and 220 integrations points were required to achieve 0.1 kJ mol-1 convergence in adsorption 

energy for Pt19 and Pt28, respectively. Additionally, the DFT orbitals were used to obtain their 

corresponding Hartree-Fock energy, performing a single elementary step, as implemented in 

the dscf module.49  

 

4. Results and Discussion 

4.1 Clusters under PBC 

We investigated the adsorption energy with respect to cluster size and different dispersion 

corrections. We found it useful to split this into the total adsorption energy and the dispersive 

contribution, as shown in Figure 3a and 3b, respectively. 

 
Figure 3. Adsorption energy plots for CH4 on Ptn clusters for different sized clusters. a) Circles 

show the total adsorption energy ΔE
ads

, while b) triangles show the dispersive component 

ΔE
disp

. Full and hollow markers are for 2- and 3-layered clusters, respectively. Periodic values 

are straight, dashed lines (with lateral interactions removed, cf. Eq. 11). Tabulated values 

given in Table S2.2 and S2.3.  

 

It is clear from Figure 3a that there is gradual convergence with respect to the total adsorption 

energy towards the PBC values, regardless of which dispersion correction was used. 
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However, there is a noticeable dip from the final cluster (Pt27,19,12) and the periodic value. 

Analysis of the PBE adsorption energy sheds some light as to why. Although the binding 

becomes stronger with cluster size when dispersion is included, the PBE component alone 

becomes increasingly repulsive. It was expected that properties would approach the bulk with 

increasing size, so this is somewhat surprising but, given that this is only ~2 kJ mol-1, this is a 

minor divergence. 

To get a better impression of the dispersive contribution, we removed PBE energy and 

show only the dispersive component in Figure 3b, which is easily done being only a post-SCF 

calculation. This shows improved convergence, with convergence virtually achieved by Pt19 

for the MBD and Pt28 for the other dispersion corrections. While the final cluster slightly bucks 

the trend for MBD, we do not consider this to be significant as we will not be using such large 

clusters for our hybrid calculations. 

We can see that there is little difference between the 2- and 3-layered clusters for either 

the total adsorption energy or for the purely dispersive component. We conclude that there is 

little to no gain from using 3-layered clusters over 2-layered. There is a far more significant 

effect from expanding the clusters laterally than vertically. A final point of note is that the 

adsorption energy of the Pt4 cluster is far from convergence. This is not surprising as it is far 

too small to capture most of the dispersion. Nonetheless, it remains a useful first point in the 

convergence series. Overall, the convergence with respect to cluster size validates the use of 

clusters for the metal surface, as the periodic value will be matched, if a sufficiently large 

cluster is used.  

We briefly comment on the accuracy of the different dispersion corrections, although we 

save the main discussion for later. The experimental-derived adsorption energy is -15.5 kJ 

mol-1 at 1/4 ML coverage,16 which the dDsC and MBD dispersion corrections approach with 

PBC adsorption energies of -18.9 and -14.7 kJ mol-1 each, respectively. The D2 and D3, 

however, significantly overbind (at -35.6 and -24.9 kJ mol-1 each, respectively), with the D2 

functional doing more so and the D3 to a lesser degree. This is well-known in the literature 

and they are only included for the sake of comparison.50 We put the success of the dDsC and 

MBD functionals down to their taking the electron density into account, enabling improved 

descriptions of the dispersion interaction. 

 

4.2 Hybrid RPA:DFT 

4.2.1 Methane 

We selected the Pt19 cluster in the singlet state for our hybrid scheme (cf. Section S3 for details 

of PBE and RPA tests), with PBE+D as the low-level method and RPA as the high-level 

method. We did this according to Eq. 12, and present this breakdown using the Pt19 cluster in 
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the singlet state in Table 1. We also tried Pt19 in the triplet and Pt28 in the quintet states but 

these did not perform sufficiently well as due to additional repulsion from the surface, see 

Tables S4.1 and S4.2, respectively. 

 

Table 1. Adsorption energy ΔE
HL:LL, CPC

(pbc) of CH4/Pt(111) for the hybrid scheme, with RPA 

as the high-level method and PBE(+D) as the low-level method. The Pt19 cluster in the singlet 

state was used. PBE+MBD optimised structures were used. The platinum-carbon height was 

350 pm. 

ΔE / kJ mol
-1

 PBE PBE+MBD PBE+dDsC PBE+D3 PBE+D2 

ΔE
LL

(pbc) -0.4 -14.7 -18.9 -24.9 -35.9 

ΔE
LL, CPC

(C) 0.6 0.6 0.6 0.6 0.6 

ΔE
disp

(C, VASP) 0.0 -13.0 -13.8 -20.3 -31.9 

ΔE
LL, CPC

(C) + ΔE
disp

(C, VASP) 0.6 -12.4 -13.2 -19.7 -31.3 

ΔE
HL, CPC

(C) -12.9 -12.9 -12.9 -12.9 -12.9 

Δ
HL, CPC

(C) -13.5 -0.5 0.3 6.8 18.5 

Δ
LR

(pbc, C) -1.0 -2.3 -5.7 -5.2 -4.6 

ΔE
HL:LL, CPC

(pbc) -13.8 -15.1 -18.6 -18.1 -17.4 

ΔE
RPA

(pbc) -12.816     

ΔE
obs.

 -15.616     

 

From Table 1, it became clear that the hybrid approach broadly works. We then varied the C-

Pt distance r(C-Pt) and calculated the hybrid adsorption energy. These are presented in Figure 

4 for HL:LL RPA:PBE+D (D2, +D3, and +dDsC) and tabulated in Table S4.3.  
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Figure 4. RPA:PBE+D (D2, D3, dDsC) adsorption energy (in kJ mol-1) against Pt-C distance 

r(C-Pt) in pm for CH4/Pt(111). Red crosses are periodic RPA values; circles/ full lines are 

hybrid values; triangles/ dashed lines are periodic values. The experiment is shown by a 

dashed black line with grey error bars to indicate the range of experimental error; chemical 

accuracy, ±4 kJ mol-1 is shown by dashed darker grey lines. Points are tabulated in Table 

S4.3.  

 
The hybrid approach gives clear improvement from the base PBE+D approach. For D2 and 

D3, there is a significant decrease in the strength of adsorption and the overbinding 

characteristic of most dispersion corrections on metal surfaces disappears.50 This effect is far 

small for dDsC, which already performed reasonably for adsorption energy. One thing that is 

seen for all three, is a lengthening of r(C-Pt). This is most pronounced for D2, where r(C-Pt) 

increases from ~300 pm to 375 pm, but is still visible for D3 (325 pm to 375 pm) and dDsC 

(350 pm to 375 pm). The merits of the hybrid approach are clear from these low-level methods, 

however, we choose to focus on PBE and PBE+MBD as the low-level methods for deeper 

analysis, as these perform best. We present these in Figure 5. 
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Figure 5. RPA:PBE and RPA:PBE+MBD adsorption energy (in kJ mol-1) against Pt-C distance 

r(C-Pt) in pm for CH4/Pt(111). Red crosses are periodic RPA values; circles/ full lines are 

hybrid values; triangles/ dashed lines are periodic values. The experiment is shown by a 

dashed black line with grey error bars to indicate the range of experimental error; chemical 

accuracy, ±4 kJ mol-1 is shown by dashed darker grey lines. Points are tabulated in Table 

S4.3.  

 

It is immediately clear that RPA:PBE introduces dispersion to PBE where there was none 

before, even to the point of being within the experimental error and well within chemical 

accuracy. We see that the r(C-Pt) decreases from 400 pm to 375 pm, shifting towards a more 

reasonable distance. These are clear indicators of the success of the method. Additionally, 

we see for RPA:PBE+MBD that there is a slight increase in the adsorption strength towards 

experiment. The r(C-Pt) also increases from 350 pm to 375 pm, matching the RPA:PBE 

distance, along with the other hybrid methods. On a first analysis, we see that RPA:PBE still 

underbinds relative to experiment , whereas RPA:PBE+MBD exactly matches experiment. 

However, this is misleading, as it is better to compare the hybrid directly to the periodic RPA 

that it is approximating. When we do this, it becomes clear that RPA:PBE offers a better 

description, with the points around the equilibrium giving virtually identical adsorption energies 

to the periodic RPA. This indicates that the hybrid approach offers a very good approximation 

to the high-level method. With a difference of less than 2 kJ mol-1 at equilibrium, it is difficult 

to determine much between the two hybrid methods, beyond that PBE+MBD binds slightly 

stronger, presumably as, by already accounting for some dispersion, some is already 

accounted for in addition to that provided by RPA. We present a breakdown of the cluster 

terms in RPA, PBE, and PBE+MBD contributions in Figure 6 below.  
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Figure 6. RPA:PBE and RPA:PBE+MBD adsorption energy (in kJ mol-1) against Pt-C distance 

r(C-Pt) in pm for CH4/Pt(111), along with breakdown of cluster terms. Red crosses are periodic 

RPA values; circles/ full lines are hybrid values; triangles/ dashed lines are periodic values; 

squares are cluster components (c). The experiment is shown by a dashed black line with grey 

error bars to indicate the range of experimental error; chemical accuracy, ±4 kJ mol-1 is shown 

by dashed darker grey lines. Points are tabulated in Table S4.3.  

 

We can quickly see that the PBE curve for the cluster fails to match that of the periodic value, 

differing by a few kJ mol-1 at long distances and more so at shorter ones. This indicates a 

limitation of the cluster model to capture the PBE energy. The PBE+MBD cluster component 

is much stronger and overbinds significantly. It does, however, show a more pronounced 

minimum at shorter distances than PBE. The cluster is significantly better for RPA, where a 

repulsive curve is seen at short distances and a more typical tail at longer distances. 

Particularly encouraging is that the cluster RPA values match very closely to the periodic RPA 

values, indicating that our cluster model is suitable. In fact, it appears that it is difference 

between the periodic and cluster PBE that result in differences on the hybrid level of RPA:PBE, 

not in the RPA term itself. This is extremely encouraging as this similar level of accuracy was 

obtained at a significantly reduced cost, with each point of the hybrid calculation taking 

approximately 14 CPU hours, compared to the ~2600 hours per periodic RPA calculation, 

saving of over a hundred-fold (cf. Table 5). Methane provided a useful case study to test our 

method. We now apply it to a system where ordinary periodic RPA proved too costly, that of 

ethane.  
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4.2.2 Ethane 

Having found RPA:PBE and RPA:PBE+MBD to be the better hybrid approaches, we present 

a breakdown these for ethane on Pt(111) in Table 2. 

 

Table 2. Adsorption energy ΔE
HL:LL, CPC

(pbc) of C2H6/Pt(111) for the RPA:PBE and 

RPA:PBE+MBD. The Pt19 cluster in the singlet state was used. PBE+MBD optimised 

structures were used. The platinum-carbon height was 335 pm. 

ΔE / kJ mol
-1

 PBE PBE+MBD 

ΔE
LL

(pbc) 0.3 -34.4 

ΔE
LL, CPC

(C) -1.8 -1.8 

ΔE
disp

(C, VASP) 0.0 -25.8 

ΔE
LL, CPC

(C) + ΔE
disp

(C, VASP) -1.8 -27.6 

ΔE
HL, CPC

(C) -12.4 -12.4 

Δ
HL, CPC

(C) -10.5 15.2 

Δ
LR

(pbc, C) 2.1 -6.8 

ΔE
HL:LL, CPC

(pbc) -10.2 -19.2 

ΔE
obs.

 -27.2a  

aCorrected from Tait et al.’s observed activation energy,20 cf. Table S4.5 for details. 

 

At a first glance, it seems that the reverse trend for methane is seen, with PBE and PBE+MBD 

performing the worst and D2, D3, and dDsC performing the best. However, on inspecting the 

r(C-Pt) curves, cf. Figure 7, it becomes clear that RPA:PBE and RPA:PBE+MBD still perform 

well and  it is only a question of distance, with the equilibrium shifting to longer distances (375 

pm) distorting the adsorption energy at the PBE+MBD optimised distance (340 pm).  
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Figure 7. RPA:PBE and RPA:PBE+MBD adsorption energy (in kJ mol-1) against Pt-C distance 

r(C-Pt) in pm for C2H6/Pt(111). Circles/ full lines are hybrid values; triangles/ dashed lines are 

periodic values; hollow squares use the Pt28 cluster in the quintet state. The experiment is 

shown by a dashed black line with grey error bars to indicate the range of experimental error; 

chemical accuracy, ±4 kJ mol-1 is shown by dashed darker grey lines. Points are tabulated in 

Table S4.4. 

 

In the periodic case, we see an equivalent picture to methane, with the PBE barely binding, 

and the PBE+MBD overbinding with respect to experiment. PBE+MBD has a minimum at 340 

pm, significantly shorter than PBE at ~400 pm. Once the hybrid approach is applied, they both 

shift towards a minimum of around 375 pm. Additionally, the overbinding of PBE+MBD and 

underbinding of PBE are both corrected. The two curves are almost parallel, differing by a 

near constant ~10 kJ mol-1. Ethane reveals what was suspected for methane, that RPA:PBE 

underbinds relative to experiment, while RPA:PBE+MBD matches closely. To exposit this 

discrepancy, we tested the cluster size for RPA by performing the hybrid approach using the 

Pt28 cluster instead. These are shown as squares in Figure 7 and virtually overlap with the two 

chosen points, indicating that cluster size is not an important factor here, i.e. Pt19 is sufficiently 

large to capture the RPA energy and is suitable for application. Given the closeness of periodic 

RPA and RPA:PBE seen for methane, this leads us to conclude that RPA underbinds and 

does not capture the full dispersion interaction. The pre-included dispersion provided from 

MBD then adds to this to give a value closer to experiment. We feel the need stress here that 

RPA is more grounded in the physics than MBD and so do not suggest that RPA:PBE+MBD 
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is necessarily superior to RPA, it being an good, additive correction, rather than an ab initio 

description of the dispersion. We show a breakdown of the cluster components in Figure 8. 

We have omitted the Pt28 terms for clarity, which are given in Table 3. 

Figure 8. RPA:PBE and RPA:PBE+MBD adsorption energy (in kJ mol-1) against Pt-C distance 

r(C-Pt) in pm for C2H6/Pt(111), along with breakdown of cluster terms. Circles/ full lines are 

hybrid values; triangles/ dashed lines are periodic values; squares are cluster components (c). 

The experiment is shown by a dashed black line with grey error bars to indicate the range of 

experimental error; chemical accuracy, ±4 kJ mol-1 is shown by dashed darker grey lines. 

Points are tabulated in Table S4.4. 

 

We see in Figure 8 that the PBE binds more strongly than methane but, once again, the 

equilibrium is at significantly shorter distances than the periodic PBE. This implies that this is 

simply a limitation of the finite cluster approach given that, even with the use of a larger cluster, 

the energy differences are within a few kJ mol-1 (cf. Table 3). The PBE+MBD overbinds 

significantly in the cluster, as for methane. The RPA component for the cluster is larger than 

for methane and follows a smooth curve. We expect that the periodic RPA value would lie 

close to this. At any rate, the correction between high- and low-level proves successful and 

on breakdown of the terms, we find no indicators otherwise.  
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Table 3. Breakdown of the adsorption energy ΔE
HL:LL, CPC

(pbc) of C2H6/Pt(111) for 

RPA:PBE(+MBD). The Pt19 (singlet) and Pt28 (quintet) clusters were used. PBE+MBD 

optimised structures were used. 

ΔE / kJ mol
-1

 r(C-Pt) / pm    

 375   450  

 Pt19 Pt28  Pt19 Pt28 

ΔE
PBE, CPC

(C) 0.2 2.6  0.3 0.6 

ΔE
PBE+MBD, CPC

(C) -18.0 -16.2  -8.4 -8.5 

ΔE
RPA, CPC

(C) -12.8 -10.8  -10.5 -9.2 

ΔE
RPA:PBE, CPC

(pbc) -17.6 -18.0  -14.9 -13.8 

ΔE
RPA:PBE+MBD, CPC

(pbc) -24.9 -24.7  -21.4 -20.0 

 

 

4.2.3 Carbon Monoxide 

We have confirmed our approach to be suitable for the cases where the adsorption is largely 

through the dispersive interaction. We now take an archetypal example of strong adsorption, 

that of CO/Pt(111) and apply our method here. We do not test with dispersion as this is 

dominated by chemisorption, rather than physisorption; we use PBE to optimise structures for 

this reason. We test the top and hcp sites to determine how our method determines the 

“CO/Pt(111) puzzle”21. We highlight that the BSSE correction is calculated differently here to 

our previous calculations. We break up the BSSE in terms of binding and relaxation energies, 

taking the binding energy for the cluster and the relaxation energy for the periodic calculations 

(cf. Table S4.6). This is due to a slight distortion of the periodic surface on adsorption for the 

top site, resulting in the top-site platinum protruding slightly from the surface. Platinum 

clusters, if physically realised and not as models for the surface, are more stable when tending 

towards the “spherical”51,52 and so this protrusion results in greater stability for Pt//CO/Pt and 

destabilises the BSSE. Hence our taking the periodic system’s binding energy. We present 

the results of this for the Pt19 (triplet) and Pt28 (quintet) clusters in Table 4 below. 
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Table 4. Breakdown of the adsorption energy ΔE
RPA:PBE, CPC

(pbc) for the top and hcp sites of 

CO/Pt(111), as well as the energy difference between the two ΔE
top-hcp

. Comparison to 

literature periodic RPA ΔE
RPA

(pbc) and experiment ΔE
Exp

 are shown. Pt19 (triplet) and Pt28 

(quintet) clusters were used. PBE optimised structures were used. 

ΔE / kJ mol
-1

 Site  ΔE
top-hcp

 

ΔE
RPA:PBE, CPC

(pbc) Hcp top  

Pt19 -76 -152 -76 

Pt28 -83 -107 -24 

ΔE
RPA

(pbc)23 -119 -126 -7 

ΔE
Exp

a 
- -123 - 

aSingle-Crystal Adsorption Calorimetry (SCAC); taken from Ref. 53. 

 

We did not use the singlet state for the Pt19 cluster as this was not stable on adsorption of the 

CO. This indicates to us that the chemisorption of CO results in a significant change of the 

electronic structure of the cluster. We expect that this would be mitigated by a sufficiently large 

cluster. This can, in fact, be seen for the top site, where there is a significant jump in adsorption 

strength once a larger cluster is used. The hcp site is more stable with respect to cluster size, 

but it is clear that there is significant underbinding using our hybrid approach. We expect that, 

if a sufficiently large cluster were used, then this would be corrected. We note that this variation 

with respect to cluster size was not observed for the similar system of CO/Cu(111) by Scheffler 

and co.,54 who found that the energy difference between top and hcp sites relative to PBE was 

stable with respect to cluster size (up to Cu27). Due to our difficulties with correcting for the 

BSSE, we cannot obtain a direct comparison, so it is not clear to us whether or not we would 

see a similar convergence with respect to PBE. Through their use of Numeric Atom-Centred 

Orbitals (NAOs), they avoided such a problem, as well as issues with an incomplete basis set 

which, though unlikely to be significant due to our use of a large basis, may have an 

unexpected impact for metals. With so many factors to consider, a one-for-one comparison 

would be premature at this stage and mere speculative; further study is needed. However, we 

can safely conclude that our hybrid method works qualitatively by correctly favouring the top 

site, yet at a significantly reduced computational cost. 
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4.2.4 Hybrid cost 

The hybrid approach has been shown to be successfully in achieving quality comparable to 

periodic RPA but at lower cost. We compare the computational times in Table 5 for 

CH4/Pt(111).  

 

Table 5. CPU times (in hr) for periodic RPA with a 14 Å vacuum (+ with vacuum extrapolation) 

and RPA:PBE hybrid approach for different clusters/ spin states. All times are for CH4/Pt(111). 

RPA (pbc) are from Ref. 16. 

Method Supercell 

 (√3x√3R30°) (2x2) 

RPA (pbc) 245 876 

+extrapolation 727 2618 

RPA:PBE Pt19 (S) - 14 

 Pt19 (T) - 40 

 Pt28 (Q) - 207 

 

We have not presented times for the (√3x√3R30°) supercell but we do not expect these to be 

very different than those for the (2x2) cell, as the same clusters would be used (excluding 

minor structural differences). This decrease of cost from 245 hours to ~14 hours would be a 

comfortable saving alone. An additional benefit is seen in that the cluster calculations 

effectively already include vacuum extrapolation, so this saving is even greater and in fact 

amounts to a decrease from 727 hours to 14 hours. The true benefit of this hybrid approach, 

however, is seen for sparser coverages. Even for a supercell of similar size, the (2x2) cell, the 

cost for periodic RPA increases by hundreds of CPU hours, to 2618 hours if the vacuum 

extrapolation is taken into account. Our hybrid approach will remain similar regardless of cell 

size, enabling the study of sparser cells such as (3x3) and (2√3x2√3R30°), which are too large 

for the O(N4) algorithm to study.17 The low-scaling RPA algorithm O(N3) algorithm is capable 

of studying these cells but requires many CPUs and high memory requirements.19,55 This 

makes it particularly suitable for High Performance Computing (HPCs). Our approach, on the 

other hand, is more applicable to the computer clusters available in the typical group, with 

there being likely little benefit from using HPC facilities. We envisage that the hybrid approach 

for metals will be useful in applying post-HF methods to metallic systems where such methods 

are restricted. Post-HF methods have already been applied to metal clusters, where the 

HOMO-LUMO gap is small but non-zero.56-62 We do not expect that this is a distant future, 

having already performed some preliminary Coupled Cluster (CC) calculations in this 

direction. 
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5. Conclusions 

We have shown that a divide-and-conquer mechanical embedding scheme is appropriate to 

be applied to platinum clusters. There is difficulty in finding suitable clusters and this will need 

to be addressed in the future to make the hybrid method more broadly applicable. We have 

found that relatively small clusters are suitable for studying dispersive adsorption on the 

platinum surface for methane and ethane. This approximates the periodic RPA result at 

significantly reduced cost. This has enabled us to study the Pt-C distance and the cases of 

methane and ethane strongly indicate that the distance is underestimated by current 

dispersion corrections relative to RPA. Confirmation of this would require suitable experiment 

data to be produced to compare against. The stronger physical grounding of RPA relative to 

the dispersion corrections certainly indicates that this is likely a physical effect, however. As it 

seems that RPA does not fully account for the dispersive interaction, we have used the MBD 

to account for some of this missing dispersion and achieved results to within experimental 

error and well within chemical accuracy. This indicates that chemical accuracy on metal 

surfaces is now possible. The cluster approach, at present, is not suitable for a quantitative 

understanding of chemisorption, though it offers a qualitatively correct description. Due to 

current computational restrictions and time restrictions, we have only studied the RPA as the 

high-level method but we expect that, in the near future, it will be possible to apply post-HF 

methods such as the Coupled Cluster methods to small to mid-sized metal clusters to further 

improve the description of bonding on the metal surfaces and expand beyond the current 

limitation in periodic systems to DFT and, recently, RPA.  

 

Supplementary Material 

Details of clusters in VASP, images of clusters, details of clusters using a Gaussian basis, and 

tables used for graphs. 
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Chapter 2: Supplementary Material 

S1 – Cluster models 

The clusters used in this study are presented in Figures S1.1, respectively. They are named 

in the following style: Ptn(A,B,…), where n is the number of platinum atoms in the cluster, A is 

the number in the top layer of the cluster, B is the number in the second layer, and so on. 

 

 

Figure S1.1. Cluster models of the surface. Light, middle, and dark blue indicate atoms in the 

first, second, and third layer of the cluster, respectively.1 
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S2 – Clusters under PBC 

The clusters shown in S1 were placed into cubic cells under PBC. We show the adsorption 

energies for the cluster in 20 Å3 and 25 Å3 cells below in Table S2.1. 

Table S2.1. Adsorption energy ΔEads (in kJ mol-1) of CH4 on platinum clusters Ptn(A,B,C) for 

PBE+MBD in 203 and 253 Å3 cells. Where n denotes the total number of Pt atoms, A the 

number in the first layer, B the number in the second layer, and C the number in the third layer.  

Cluster ΔEads / kJ mol-1  

 203 253 

Pt4(3,1) -7.6 -7.6 

Pt19(12,7) -11.9 -12.0 

Pt22(12,7,3) -11.5 -11.5 

Pt28(18,10) -12.1 -12.2 

Pt34(18,10,6) -10.8 -10.9 

Pt46(27,19) -9.9 -10.1 

Pt58(27,19,12) -9.0 -9.1 

 

We present the adsorption energies with and without spin-polarisation in Table S2.2 below. 

As the D2 and D3 dispersion corrections are post-SCF additive and not density-dependent, 

they are not impacted by spin polarisation besides the change in the PBE component.  

 

Table S2.2. Spin-polarised (SP) and non-spin-polarised (non-SP) adsorption energy ΔEads (in 

kJ mol-1) of CH4 on platinum clusters Ptn(A,B,C) for PBE with dispersion corrections (dDsC, 

and MBD).  

Cluster ΔEads / kJ mol-1 

 PBE  dDsC  MBD  

 SP Non-SP SP Non-SP SP Non-SP 

Pt4(3,1) 0.3 0.3 -6.1 -6.1 -7.6 -7.6 

Pt19(12,7) 1.1 1.0 -12.7 -12.9 -11.9 -12.1 

Pt22(12,7,3) 1.4 1.5 -12.5 -12.5 -11.5 -11.4 

Pt28(18,10) 1.1 1.0 -13.8 -13.9 -12.1 -12.3 

Pt34(18,10,6) 2.0 2.0 -13.1 -13.2 -10.8 -10.9 

Pt46(27,19) 2.8 2.5 -13.2 -13.5 -9.9 -10.3 

Pt58(27,19,12) 2.7 2.5 -13.6 -13.9 -9.0 -9.4 
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The adsorption energies for the clusters with spin-polarisation under PBC (see Figure S1.1) 

are presented in Table S2.3 and S2.4.  

 

Table S2.3. Adsorption energy ΔEads (in kJ mol-1) of CH4 on platinum clusters Ptn(A,B,C) for 

PBE with dispersion corrections (D2, D3, dDsC, and MBD). Where n denotes the total number 

of Pt atoms, A the number in the first layer, B the number in the second layer, and C the 

number in the third layer. The periodic calculation is for the 3-layered (2x2) cell with lateral 

interactions removed, PBCno lat. 

Cluster ΔEads / kJ mol-1 

 PBE D2 D3 dDsC MBD 

Pt4(3,1) 0.3 -19.9 -10.7 -6.1 -7.6 

Pt19(12,7) 1.1 -30.9 -19.2 -12.7 -11.9 

Pt22(12,7,3) 1.4 -30.6 -18.9 -12.5 -11.5 

Pt28(18,10) 1.1 -32.3 -20.4 -13.8 -12.1 

Pt34(18,10,6) 2.0 -31.4 -19.6 -13.1 -10.8 

Pt46(27,19) 2.8 -31.7 -19.8 -13.2 -9.9 

Pt58(27,19,12) 2.7 -31.6 -20.0 -13.6 -9.0 

PBClat -0.4 -35.6 -24.9 -18.9 -14.7 

ΔElat -0.5 -1.3 -1.6 -1.6 -1.24 

PBCno lat 0.1 -34.3 -23.3 -17.3 -13.4 

 

Table S2.4. Dispersion contribution to the adsorption energy ΔEdisp (in kJ mol-1) of CH4 on 

platinum clusters Ptn(A,B,C) for PBE with dispersion corrections (D2, D3, dDsC, and MBD). 

The periodic calculation is for the 3-layered (2x2) cell with lateral interactions removed, PBCno 

lat. 

Cluster ΔEdisp / kJ mol-1 

 PBE D2 D3 dDsC MBD 

Pt4(3,1) 0.0 -20.2 -11.0 -6.4 -7.9 

Pt19(12,7) 0.0 -31.9 -20.3 -13.8 -13.0 

Pt22(12,7,3) 0.0 -32.0 -20.4 -14.0 -12.9 

Pt28(18,10) 0.0 -33.4 -21.5 -14.9 -13.2 

Pt34(18,10,6) 0.0 -33.4 -21.6 -15.0 -13.1 

Pt46(27,19) 0.0 -34.5 -22.6 -16.0 -12.8 

Pt58(27,19,12) 0.0 -34.4 -22.7 -16.4 -11.7 

PBCno lat 0.0 -34.4 -23.4 -17.5 -13.5 
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S3 – Clusters using a Gaussian Basis 

S3.1 DFT 

We have shown that using plane waves, i.e. a near complete basis set is appropriate for 

describing clusters and converges towards to PBC values. However, this corroboration does 

not necessarily extend smoothly to Gaussian basis sets. To investigate this, we calculated the 

adsorption energy for the seven different clusters using PBE with a large, Gaussian basis. The 

choice of state then becomes important. We chose to investigate the singlet state, as this is 

the physical state of bulk platinum, lacking any magnetic dipole, and the lowest energy spin 

state, which as commonly been used in the literature.2 We neglect the bond-prepared states 

of Siegbahn, as we have not used symmetry in our calculations and no chemical bond is 

formed between the CH4 and the platinum cluster with which to match symmetries. The 

adsorption energies are plotted against the number of Platinum atoms in the cluster in Figure 

S3.1. The adsorption energies were obtained using PBE/def2-QZVPP and the Basis Set 

Superposition Error (BSSE) was accounted for using the Counterpoise Correction (CPC). 

Figure S3.1. Adsorption energy plots for CH4 on Ptn clusters for different sized clusters in the 

singlet (blue) and lowest spin (red) states using Gaussian basis sets. Circles show the total 

adsorption energy, while triangles show the dispersive component. Full markers are for 2-

layered clusters, while empty show the markers are for 3-layered clusters. Plane wave values 

from Figure 2 are shown for reference (orange squares). Tabulated values given in Table 

S3.1. The adsorption energies were obtained using PBE/def2-QZVPP and BSSE-corrected 

with the Counterpoise Correction (CPC). 
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The difference between the adsorption energies for the singlet and lowest spin states is not 

significant, varying by less than 1 kJ mol-1 with the singlet state being consistently lower in 

energy. We checked the adsorption energy up to the 39-tet state for Pt19 and found that it did 

not change significantly with multiplet state, see Figure S3.3 and Table S3.2, with only a few 

minor deviations. We expect that this difference from the older literature, where different states 

gave very different adsorption energies, was due to their use of the Hartree-Fock method, 

which is poor for delocalised systems, such as metal clusters.2-6 By using DFT, one can 

compensate for this and make the clusters suitable for describing adsorption on surfaces.7,8  

One important exception is for the Pt18,10 cluster, where the lowest energy spin state (the 

triplet in this case) is significantly lower in energy. Upon investigation, it became clear that this 

is due to close-lying triplet states that are difficult to distinguish. Instead, we show the quintet 

state for this is far closer to the singlet state and does not significantly deviate, so we will use 

this in subsequent calculations on this cluster.  

Once again, we see little difference between the 2- and 3-layered clusters, generally less 

than 0.5 kJ mol-1, confirming our suspicion that there is no real benefit in the use of additional 

layers, so we will not consider additional layers further. The general trend of adsorption 

energies with respect to cluster size is similar for both the singlet and lowest spin states, 

showing similar curves. This is matched by the trend for those adsorption energies obtained 

from the plane wave basis set, which indicates that they describe the electronic structure 

similarly. This corroborates that either a plane wave or atom-centred, Gaussian is suitable for 

the description of these platinum clusters using DFT(+D). This makes it appropriate to use as 

the low-level method in a hybrid scheme. 

3.2.2 RPA 

Few post-HF methods are suitable for studying metals, due to their zero band-gap. One such 

method is the Random Phase Approximation (RPA). This has successfully been applied to 

several systems with adsorption on surfaces under periodic settings.9-11 Alternatively, clusters 

may be used.8 As these are only mimics for the surface, they do not have an exactly zero 

band-gap, so other methods may also be suitable, if they were also computationally feasible. 

We have applied RPA to the metal clusters investigated previously and encountered additional 

problems. Although the band-gap is not as severe an issue as might have been expected, 

there is nonetheless great difficulty in finding a suitable spin state for calculating. Above we 

tested the singlet and the lowest energy spin states and found that they worked well for DFT. 

We then took these PBE orbitals and used them for RPA. We found that there is a strong 

dependence on the HOMO-LUMO gap,12,13 the non-periodic analogue of the band-gap. To 

test this, we took a cluster that performed well, the singlet state of the Pt19 cluster and set the 

HOMO-LUMO gap to a set value by shifting all the energy of the virtual orbitals by the same 
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amount, then performed RPA calculations. N.B. the PBE orbitals remained otherwise 

unchanged. We show the adsorption energy against the HOMO-LUMO gap for CH4/Pt19 using 

RPA in Figure S3.2. 

Figure S3.2. RPA adsorption energy (in kJ mol-1) against the HOMO-LUMO gap (in eV) for 

singlet CH4/Pt19. Points are tabulated in Table S3.3. The red line is the adsorption energy 

without any shifting of the HOMO-LUMO gap. 

 

It is clear from Figure 3.2 that the adsorption energy is linear with respect to the HOMO-LUMO 

gap beyond 0.2 eV, leading us to wonder whether this could be extrapolated to a “zero-gap” 

value to better mimic the metal surface. This did not match the unshifted HOMO-LUMO gap 

value (-12.9 kJ mol-1), however, instead underestimating it by 2 kJ mol-1. Additionally, it is clear 

that this implementation of RPA (as an approximation of ring CCD)14 is not immune from the 

zero-gap issue, unlike periodic RPA. Instead, the adsorption energy becomes increasingly 

strong as the HOMO-LUMO gap tends towards zero, resulting in unphysically strong binding. 

However, so long as a small, non-zero HOMO-LUMO gap is found for the cluster, good RPA 

adsorption energies may still be performed.  

We tested the HOMO-LUMO gaps for all our clusters and found that, with the exception of 

the Pt19 cluster, the singlet state resulted in a negative HOMO-LUMO gap, i.e. a non-Aufbau 

population, and making it inappropriate for further use. This can be amended by forcing a final 

diagonalisation of the Fock matrix. However, this introduces an artificially large HOMO-LUMO 

gap, rendering the RPA adsorption energies meaningless (cf. dependency of ΔEads in Figure 

S3.2 and Table S3.4). This is due to doubly-degenerate orbitals being populated preferentially 
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before singly degenerate, resulting in a hole in the orbital population. However, the singlet 

state of the Pt19 cluster is suitable, due to the HOMO being singly, rather than doubly, 

degenerate. Additionally, triplet and other multiplet states are suitable in every case. However, 

due to RPA calculations becoming computationally intractable for the larger clusters, we limit 

ourselves to the Pt19 and Pt28 clusters. The adsorption energies for different clusters using a 

Gaussian basis (Figure 3.1) are presented in Table S3.1.  

 

Table S3.1. Adsorption energy ΔEads (in kJ mol-1) for CH4 on platinum clusters Ptn(A,B,C) in 

the singlet states and the lowest energy spin states using PBE/def2-QZVPP, and the plane 

wave (PW) value. The lowest energy spin state multiplicity (2S+1)low, Counterpoise-corrected 

(CPC) adsorption energies, and the Basis Set Superposition Error (BSSE) are given. 

Additionally, the values for the quintet state of Pt28 are shown. 

Cluster (2S+1)low ΔEads / kJ mol-1 

Singlet Lowest PW 

CPC BSSE CPC BSSE  

Pt4(3,1) 3 0.4 -0.3 0.7 -0.3 0.3 

Pt19(12,7) 7 0.6 -0.2 1.2 -0.2 1.1 

Pt22(12,7,3) 13 0.9 -0.2 1.5 -0.2 1.5 

Pt28(18,10) 3 0.7 -0.2 -3.2 -0.2 0.9 

(quintet) (5) - - 0.7 -0.2 - 

Pt34(18,10,6) 13 0.8 -0.3 1.9 -0.3 1.9 

Pt46(27,19) 19 2.1 -0.3 2.2 -0.3 2.4 

Pt58(27,19,12) 19 1.7 -0.3 1.9 -0.3 2.4 

 

 

 

 

The adsorption energies for different spin states of Pt19 are given in Table S3.2 and shown in 

Figure S3.3. 
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Table S3.2. Adsorption energy ΔEads (in kJ mol-1) for CH4 on Pt19 clusters in multiplet states 

using PBE/def2-QZVPP. The Counterpoise-corrected (CPC) adsorption energies, and the 

Basis Set Superposition Error (BSSE) are given.  

 

 

 

Figure S3.3. Adsorption energy ΔEads (in kJ mol-1) for CH4/Pt19 against multiplicity using 

PBE/def2-QZVPP. 

2S+1 ΔEads(CPC) / kJ mol-1 

1 0.6 

3 0.8 

5 2.5 

7 1.2 

9 0.8 

11 0.8 

13 0.4 

15 1.0 

17 1.0 

19 1.1 

21 1.1 

23 1.2 

25 1.2 

27 1.1 

29 -0.2 

31 0.5 

33 0.0 

35 4.6 
37 3.8 

39 5.0 
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The RPA adsorption energies for CH4/Pt19 are presented in Table S3.3. For these 

calculations, the HOMO-LUMO gap for Pt19, CH4/Pt19, Pt19//CH4/Pt19, and Pt19(CH4)//CH4/Pt19 

were set to stated value, shifting all the virtual orbitals by the same amount as the LUMO, 

and then the RPA calculation was performed. 

 

Table S3.3. Adsorption energy ΔEads (in kJ mol-1) for CH4/Pt19 clusters with set HOMO-LUMO 

gaps using RPA/def2-QZVPP. BSSE has been done according to CPC.  

 

 

 

 

 

 

 

 

 

HOMO-LUMO gap / eV ΔEads(CPC) / kJ mol-1 

0.01 -274.9 

0.02 -35.3 

0.03 -23.0 

0.04 -17.3 

0.05 -14.1 

0.1 -8.9 

0.15 -7.3 

0.2 -6.0 

0.25 -4.7 

0.3 -3.5 

0.4 -1.0 

0.5 1.5 

0.6 4.0 

0.8 8.9 

1 13.7 

1.25 19.6 

1.5 25.5 

2 36.9 

3 58.7 



Chapter 2 

96 
 

The HOMO-LUMO gap for cluster calculations, with number of Pt atoms given, is shown in 

Tables S3.4 for the singlet states.  

Table S3.4. HOMO-LUMO gaps (in eV) for PBE/def2-QZVPP for n-atom clusters in the singlet 

state.  

NPt HOMO-LUMO Gap / eV 

 Ptn Ptn//CH4/Ptn Ptn(CH4)//CH4/Ptn CH4/Ptn 

4 10.37 0.07 8.06 0.07 

19 0.05 0.05 0.05 0.05 

22 0.24 2.65 0.41 0.06 

28 1.14 0.35 1.65 0.01 

34 0.13 0.02 0.00 0.00 

46 3.59 1.27 5.01 6.32 

58 1.45 8.49 0.09 0.03 

 

The HOMO-LUMO gap for cluster calculations against the number of Pt atoms is presented 

in Table S3.5 and Figure S3.4 for singlet and triplet states.  

 

Figure S3.4. HOMO-LUMO gap (in eV) for Pt clusters against number of Pt atoms using 

PBE/def2-QZVPP for singlet (red) and triplet (blue) states. 
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Table S3.5. HOMO-LUMO gaps (in eV) for PBE/def2-QZVPP for Ptn clusters in the singlet 

and triplet states. 

 

 

 

 

 

 

 

S4 – Hybrid RPA:DFT 

S4.1 Methane 

The hybrid adsorption energies for Pt19 in the triplet state are shown and broken down in 

Table S4.1.  

 

Table S4.1. Hybrid adsorption energy ΔE
HL:LL, CPC

(pbc) for the hybrid scheme, with RPA as the 

high-level method and PBE(+D) as the low-level method. The Pt19 cluster in the triplet state 

was used. The PBE+MBD optimised structure is used. 

ΔE / kJ mol
-1

 PBE PBE+MBD PBE+dDsC PBE+D3 PBE+D2 

ΔE
LL

(pbc) 0.1 -14.7 -18.9 -24.9 -35.6 

ΔE
LL, CPC

(C) 0.3 0.3 0.3 0.3 0.3 

ΔE
disp

(C, VASP) 0.0 -13.0 -13.8 -20.3 -31.9 

ΔE
LL, CPC

(C) + ΔE
disp

(C, VASP) 0.3 -12.7 -13.5 -20.0 -31.7 

ΔE
HL, CPC

(C) -8.5 -8.5 -8.5 -8.5 -8.5 

Δ
HL, CPC

(C) -8.8 4.2 5.0 11.5 23.2 

Δ
LR

(pbc, C) -0.2 -2.0 -5.4 -4.9 -4.0 

ΔE
HL:LL, CPC

(pbc) -8.6 -10.4 -13.9 -13.4 -12.4 

ΔE
RPA

(pbc) -12.815     

ΔE
obs.

 -15.615     

 

The hybrid adsorption energies for Pt28 in the quintet state are shown and broken down in 

Table S4.2. 

NPt Singlet Triplet 

4 0.881 0.079 

19 0.897 0.104 

22 0.896 0.048 

28 0.893 0.035 

34 0.883 0.050 

46 0.656 0.022 

58 0.895 -0.010 
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Table S4.2. Hybrid adsorption energy ΔE
HL:LL, CPC

(pbc) for the hybrid scheme, with RPA as the 

high-level method and PBE(+D) as the low-level method. The Pt28 cluster in the quintet state 

was used. The PBE+MBD optimised structure is used. 

ΔE / kJ mol
-1

 PBE PBE+MBD PBE+dDsC PBE+D3 PBE+D2 

ΔE
LL

(pbc) 0.1 -14.7 -18.9 -24.9 -35.6 

ΔE
LL, CPC

(C) 0.7 0.7 0.7 0.7 0.7 

ΔE
disp

(C, VASP) 0.0 -13.2 -14.9 -21.5 -33.4 

ΔE
LL, CPC

(C) + ΔE
disp

(C, VASP) 0.7 -12.5 -14.2 -20.8 -32.6 

ΔE
HL, CPC

(C) -8.1 -8.1 -8.1 -8.1 -8.1 

Δ
HL, CPC

(C) -8.8 4.4 6.1 12.7 24.6 

Δ
LR

(pbc, C) -0.6 -2.2 -4.7 -4.2 -3.0 

ΔE
HL:LL, CPC

(pbc) -8.7 -10.2 -12.8 -12.2 -11.0 

ΔE
RPA

(pbc) -12.815     

ΔE
obs.

 -15.615     

 

The carbon-platinum distance r(C-Pt) was then varied and then reoptimized on the 

PBE+MBD level with the C atom frozen in place. The adsorption energy using the hybrid 

structure for these methods is shown in Table S4.3 below. 

 

Table S4.3. Hybrid adsorption energy ΔE
HL:LL, CPC

(pbc) for the hybrid scheme (CH4/Pt(111)), 

with RPA as the high-level method and PBE(+D) as the low-level method. The Pt19 cluster in 

the singlet state was used. The PBE+MBD optimised structure is used. 

r(C-Pt) / 
pm 

PBE 
PBE+
MBD 

PBE+
dDsC 

PBE+
D3 

PBE+
D2 

PBE 
(c) 

PBE+
MBD 
(c) 

RPA 
(c) 

RPA 
(pbc) 

253 44.5 42.9 40.6 35.4 33.2 2.7 -25.2 -2.6 - 

277 15.6 14.7 11.3 8.3 7.3 -1.0 -24.8 -10.2 - 

301 -1.9 -2.4 -6.5 -7.8 -8.0 -0.5 -20.5 -13.5 - 

325 -9.6 -10.5 -14.3 -14.5 -14.2 -0.1 -16.5 -13.1 - 

350 -13.8 -15.1 -18.5 -18.1 -17.4 0.6 -12.4 -12.9 -12.9 

375 -14.3 -16.0 -18.8 -18.1 -17.3 -0.1 -10.3 -12.6 -13.8 

400 -13.6 -15.4 -17.7 -17.0 -16.1 0.1 -7.8 -11.2 - 

425 -12.3 -14.3 -14.8 -15.5 -14.5 -0.3 -6.3 -10.4 - 

450 -11.2 -13.2 -14.4 -14.1 -13.0 0.1 -4.6 -9.0 -9.6 

475 -10.0 -12.0 -12.9 -12.7 -11.5 0.5 -3.1 -7.6 - 

500 -9.0 -11.1 -11.7 -11.6 -10.4 0.5 -2.4 -7.0 - 

525 -8.3 -10.4 -10.8 -10.8 -9.6 0.5 -1.8 -6.5 - 

550 -7.7 -9.8 -10.1 -10.1 -8.9 0.4 -1.4 -6.1 - 

575 -7.2 -9.3 -9.5 -9.5 -8.3 0.4 -1.2 -5.8 - 

600 -6.9 -9.1 -9.2 -9.3 -8.0 0.4 -0.9 -5.6 - 
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S4.2 Ethane 

The carbon-platinum distance r(C-Pt) was then varied and then reoptimized on the 

PBE+MBD level with the C atom frozen in place. The adsorption energy using the hybrid 

structure for these methods is shown in Table S4.4 below. 

Table S4.4. Hybrid adsorption energy ΔE
HL:LL, CPC

(pbc) for the hybrid scheme (C2H6/Pt(111)), 

with RPA as the high-level method and PBE(+D) as the low-level method. The Pt19 cluster in 

the singlet state was used. The PBE+MBD optimised structure is used. 

r(C-Pt) / 
pm 

PBE 
PBE+
MBD 

PBE+
dDsC 

PBE+
D3 

PBE+
D2 

PBE 
(c) 

PBE+
MBD 
(c) 

RPA 
(c) 

260 87.9 72.7 73.3 57.9 35.9 15.1 -29.6 20.4 

282 39.3 25.7 22.3 14.7 -0.8 -0.7 -39.7 -4.0 

303 9.9 -1.7 -5.4 -9.4 -18.3 -5.1 -38.4 -11.9 

326 -6.8 -16.4 -22.3 -22.1 -26.4 -3.2 -31.0 -13.1 

349 -14.7 -22.7 -31.3 -27.6 -29.3 -0.9 -23.6 -12.8 

374 -17.6 -24.9 -33.8 -29.3 -30.1 0.2 -18.0 -12.8 

399 -17.8 -24.7 -33.4 -28.7 -29.2 0.5 -14.0 -12.5 

424 -16.6 -23.3 -30.3 -27.1 -27.6 0.5 -10.8 -11.6 

450 -14.9 -21.4 -26.5 -25.0 -25.6 0.3 -8.4 -10.5 

475 -13.1 -19.5 -24.0 -23.0 -23.8 0.1 -6.7 -9.5 

500 -11.6 -17.9 -21.9 -21.3 -22.2 0.0 -5.4 -8.5 

525 -10.3 -16.6 -22.4 -19.9 -20.9 0.0 -4.3 -7.7 

550 -9.2 -15.5 -20.0 -18.7 -19.8 -0.1 -3.6 -7.1 

575 -8.4 -14.6 -19.0 -17.8 -19.0 -0.1 -2.9 -6.4 

600 -7.8 -14.1 -18.3 -17.2 -18.4 -0.1 -2.4 -6.0 

 

The observed activation energy from Tait et al.16 was corrected for thermodynamic 

properties to calculate the adsorption energy. This is according to Eq. (1) below, cf. Eq. (1) 

and (2) from Sheldon et al. for details.15  

 

ΔEref = ΔHads(T) - ΔEZPV - ΔEtherm(T) + RT = - EA(T) - ΔEZPV - ΔEtherm(T) + 2 RT  

 (1) 

ΔEref (1/4 ML) = -29.4 – 0.68 + 1.17 + 1.76 = -27.2 kJ mol-1 
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This is presented below in Table S4.5. 

 

Table S4.5. Comparison of RPA results with experiment.16  

  - EA
 a T / K 2RT EZPV Etherm Eref

b 

 Obs.   Calc. Calc. Obs. 

1/4 -29.4 ± 2.9 106 1.76 -1.17 0.68 -27.2 ± 2.9 

a Ref. 16, assuming that 1/4 ML coverage is saturated coverage; 10% uncertainty of the 

inversion analysis.17 b Experimentally derived reference energy. 

 

S4.3 Carbon Monoxide 

We present the breakdown of our hybrid approach for CO/Pt(111) below, and the points for 

our hybrid approach in Table S4.6 below. EB, LL (pbc) is the periodic PBE (i.e. low-level) 

binding energy (ECO/Pt(111) - EPt(111)//CO/Pt(111) - ECO//CO/Pt(111)), Erelax, M (pbc) is the periodic PBE 

relaxation energy for the CO (ECO//CO/Pt(111) - ECO), Erelax, S (pbc) is the periodic PBE relaxation 

energy for the Pt (EPt(111)//CO/Pt(111) - EPt(111)), EB, RPA (C) is the cluster RPA binding energy, and 

EB, PBE (C) is the cluster PBE binding energy. 

 

Table S4.6. Binding energies EB and relaxation energies Erelax for the top and hcp sites of 

CO/Pt(111) using the hybrid RPA:PBE approach, with Pt19 in the triplet state and Pt28 in the 

quintet state.  

 top  hcp  

 Pt12,7 (T) Pt18,10 (Qu) Pt12,7 (T) Pt18,10 (Qu) 

EB, LL (pbc) -168.5 -168.5 -188.4 -188.4 

Erelax, M (pbc) 2.4 2.4 13.7 13.7 

Erelax, S (pbc) 11.3 11.3 9.4 9.4 

EB, RPA (C) -33.3 -122.1 -128.7 -108.0 

EB, PBE (C) -36.2 -169.8 -218.2 -190.1 

EHL:LL -151.9 -107.1 -75.8 -83.1 
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Chapter 3: A Study of Dispersion: Alkanes on the Pt(111) Surface 

using DFT and RPA 

 

 

 

___________________________________________________________________ 

The low-scaling Random Phase Approximation (RPA) is applied to the adsorption of the first 

four n-alkanes (C1-C4) on the Pt(111) surface. Experimental measurements at physically 

relevant coverages are thermodynamically corrected via frequency calculations and compared 

directly to calculated adsorption energies. RPA Potential Energy Surfaces (PES) are produced 

and fitted to modified Lennard-Jones potentials. These indicate the slight underbinding of RPA 

relative to experiment (-40.6 kJ mol-1 vs. -45.5 kJ mol-1 for n-butane/Pt(111) for RPA and 

experiment, respectively). The effectiveness of dispersion corrections are studied using the 

Perdew-Burke-Ernzerhof (PBE) functional, where +D indicates the dispersion correction: 

PBE+(Grimme’s D2, Grimme’s D3, Steinmann-Corminboeuf’s dDsC, and Tkatchenko’s MBD) 

and are found to consistently overbind energetically and underestimate the platinum-alkane 

distance. Van der Waals (vdW) density functionals (Perdew’s SCAN+rVV10, Michaelides’ 

optB88-vdW, Michaelides’ optPBE-vdW, and Lundqvist-Langreth’s vdW-DF2) are studied and 

found to underbind and overbind energetically depending on the individual vdW-functional. 

Similar variability is found for the platinum-alkane distance. No dispersion correction or vdW-

functional is found to consistently repeat the accuracy of RPA in energy and structure. RPA is 

found to be a suitable method for studying adsorption on metal surfaces and is confirmed as 

the current benchmark for such systems. 

¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 
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1. Introduction 

In the well-known reformation reaction, dehydrogenation of alkanes occurs on the platinum 

surface. This is chiefly a dispersive interaction and is notoriously tricky to model 

computationally. Standard Density Functional Theory (DFT) fails to take the dispersion 

interaction into account, so additional measures must be taken.1 These come in the form of 

dispersion corrections (DFT+D) or vdW density functionals.2,3 The former accounts for the 

dispersion by means of an additive, post-SCF correction in the form of Eq. (1). 

 

𝐸𝑑𝑖𝑠𝑝  =  − ∑ ∑ 𝑓𝑑𝑎𝑚𝑝(𝑅𝑖𝑗)
𝐶6

𝑖𝑗

𝑅𝑖𝑗
6

Nat 

𝑗=𝑖+1

Nat−1

𝑖

 

    (1) 

where 𝐸𝑑𝑖𝑠𝑝 is the dispersion energy, 𝑁𝑎𝑡 is the number of atoms, 𝑖 and 𝑗 are pairs of atoms, 

𝑓𝑑𝑎𝑚𝑝(𝑅𝑖𝑗) is a damping function to avoid excessive repulsion at short distances, 𝐶6
𝑖𝑗

 is a 

dipole-dipole dispersion coefficient, and 𝑅𝑖𝑗 is the distance between two atoms. 

 

This can be modified in many ways and a plethora of dispersion corrections exists by varying 

the derivation of the C6 coefficients and the damping function.4-7 More sophisticated dispersion 

corrections include the dipole-quadrupole C8 coefficients and quadrupole-quadrupole 

coefficients C10,8-10 or three-body5 or many-body interactions.11 

The alternative approach modifies the density functional itself to take the dispersion directly 

into account. It does this by calculating the non-local correlation energy from the density, 

shown in Eq. (2).12 

 

𝐸𝑐
𝑛𝑙[𝑛] = ∫ 𝑑3𝒓 ∫ 𝑑3𝒓′𝑛(𝒓)Φ(𝒓, 𝒓′)𝑛(𝒓′) 

(2) 

where 𝐸𝑐
𝑛𝑙[𝑛] is the non-local correlation energy, 𝑛(𝒓) is the electron density, and Φ(𝒓, 𝒓′) is a 

non-local interaction kernel.  

 

The vdW-functionals differ by the underlying density functional or by the inclusion of additional 

terms in the non-local correlation energy.13-15  

Alternatively, post-Hartree Fock (post-HF) methods may be applied. They account for the 

dispersion interaction naturally in the correlation energy. However, these are computationally 

expensive and rarely affordable for large or periodic systems.16,17 A compromise between cost 

and accuracy may be made in the hybrid approach, where high accuracy is obtained at 

significantly reduced cost.18,19 
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The study of metal surfaces, however, introduces further problems in the form of 

delocalised electrons and a zero-width band gap. The delocalised electrons mean that orbitals 

cannot be localised, e.g. to Wannier orbitals, for use in a post-HF method requiring them.16 

The zero-width band gap means that, for any finite-order perturbative post-HF method, the 

correlation energy will diverge.20,21 One post-HF exception is the Random Phase 

Approximation (RPA).22-25 This has been successfully applied to study CO adsorption on metal 

(111) surfaces,26 solving the famous “CO/Pt(111) puzzle”,27 as well as several small 

molecules,28 and benzene on metal surfaces.29 We have applied it to CH4 adsorption on 

Pt(111) and achieved chemical accuracy (±4 kJ mol-1) for two distinct and physically relevant 

coverages.30 RPA calculates the correlation energy using orbitals from an input DFT 

functional, then derives the non-interacting density-density response function χ0, which is used 

to derive the correlation energy via the Adiabatic Connection Fluctuation-Dissipation Theorem 

(ACFDT), cf. Eq. (3). 

 

𝐸𝑅𝑃𝐴 = ∫
𝑑𝜔

2𝜋
Tr{ln[1 − χ0(𝑖𝜔)𝜈] + χ0(𝑖𝜔)𝜈 }

∞

0

 

(3)  

where 𝐸𝑅𝑃𝐴  is the RPA correlation energy, 𝜔 is the frequency, and 𝜈 is the Coulomb 

interaction. 

 

With the exception of the benzene study, these have all been using a version of an O(N4) 

scaling algorithm,31,32 where the Alder-Wiser equation is used to calculate the response 

function.33,34 This is extremely computationally demanding, scaling at O(NG
4Nk

2) where NG is 

the number of plane waves (related to the number of atoms in a cell, hence the number of 

electrons) and Nk is the number of k-points, to the extent that it becomes infeasible to study 

cells with more than ~16 metal atoms.28,30  

In the case of benzene, a new, low-scaling algorithm was used, where they derived the 

response function from the Green’s function of the occupied and unoccupied states, reducing 

the scaling to O(NG
3Nk), opening up many areas of study.35,36 

In this paper, we test and apply the low-scaling RPA algorithm to the first four linear alkanes 

(methane, ethane, propane, and n-butane) using the PBE+MBD re-optimised structures of 

Wellendorff et al.37 We then calculate the Potential Energy Surface (PES) and compare to 

thermodynamically-corrected experimental data.38 We then compare these to adsorption 

energies 
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calculated by a selection of dispersion corrections (PBE+D2,4 PBE+D3,5 PBE+dDsC,8 and 

PBE+MBD11) and vdW-functionals (vdW-DF2,12 optB88-vdW,13 optPBE-vdW,13 

SCAN+rVV10,15 and BEEF-vdW14). Finally, we compare the alkane height above the platinum 

surface for RPA and compare to the same methods.   

 

2. Models and Methods 

2.1. Models 

The structures for methane, ethane, propane, and n-butane on the Pt(111) surface were taken 

from Wellendorff et al. and then re-optimised at the PBE+MBD level.37 The bottom two 

platinum layers are frozen at the bulk structure, while the top two are free to move. These 

PBE+MBD structures were subsequently used throughout. We present these in Figure 1 

below, along with the definition of vacuum height. 

Figure 1. Repeated slab model of methane (a), ethane (b), propane (c), and n-butane (d) on 

Pt(111).39 Structures are taken from Wellendorff et al. and re-optimised at the PBE+MBD 

level.37 

 

One monolayer (ML) is defined as one adsorbate molecule per surface platinum atom, hence 

methane is at 1/4 ML coverage and the other three alkanes are at 1/9 ML coverage. N.B. Ref. 

37 set the molecule-surface distance and the surface-slab distance to be the same, while we 

change the molecule-surface distance so that both cells have the same cell parameter 

orthogonal to the surface, and therefore the same volume, i.e. a vacuum height of ~16 Å. 

Calculations using RPA have volumes of 14 Å, unless otherwise specified. Isolated alkane 

molecules were modelled using cubic cells (203 Å3) for DFT calculations. For RPA, this is not 

routine and requires multiple cells, cf. S1.4 and S1.4.3 for details.  
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2.2 Methods 

The calculations were performed using the projector-augmented wave (PAW) method,40,41 as 

implemented in the Vienna ab initio simulation package (VASP).42 All calculations used a plane 

wave energy cut-off Ecut-off of 500 eV, unless otherwise specified. -centred meshes were used 

throughout. For all isolated alkane molecules, only the -point sampling was performed.  

 

2.2.1 DFT calculations 

The PAW pseudopotential used to describe the electron-ion interaction for platinum includes 

the 4f electrons resulting in 10 valence electrons: [Xe,4f14]5d96s1. Two partial waves were used 

for each orbital and their cut-off radius was 2.5 au for both the 5d and 6s states. For carbon, 

4 ([He]2s22p2) valence electrons were considered. The partial wave cut-off radii were 1.2 and 

1.5 au for 2s and 2p, respectively. For oxygen, 6 ([He]2s22p4) valence electrons were 

considered. The partial wave cut-off radii were 1.2 and 1.52 au for 2s and 2p, respectively. 

For the 1s orbital of hydrogen, a partial wave cut-off radius of 1.1 au was used. These 

pseudopotentials were used for all structural optimisations.  

Calculations involving platinum used 1st order Methfessel-Paxton smearing with a smearing 

width of 0.2 eV, while those on isolated alkanes used Gaussian smearing with a smearing 

width of 0.05 eV. 

The PBE43,44 density functional was used, where the presence of a dispersion correction D 

is denoted as “functional”+D. The Grimme D24 and D3,5 Tkatchenko’s Many-Body Dispersion 

(MBD),11,45 and Steinmann-Corminboeuf’s dDsC8,46 were used with PBE. Additionally, the non-

local vdW density functionals, vdW-DF2,12 optPBE-vdW,13 optB88-vdW,13 and 

SCAN+rVV1015,47 were used. The non-spherical contributions relating to the gradient of the 

density in PAW spheres were calculated when using the vdW-functionals. 

All structure optimisations, unless otherwise stated, were performed until all forces on 

relaxed atoms were converged to below 0.01 eV Å-1 (0.194 mEh bohr-1), an electronic energy 

threshold of 1x10-6 eV, and a plane wave energy cut-off of 400 eV. The conjugated gradient 

method was used with cell shape and volume kept constant and only relaxed ions free to 

move. Structure optimisations using the DFT with the density-dependent dispersion correction 

from Steinmann and Corminboeuf (DFT+dDsC) were performed until an energy difference 

between structures of 1x10-6 eV had been achieved. Vibrational frequencies used central 

differences for the force derivative with atomic displacements of ±1.5 pm and electronic energy 

threshold of 1x10-8 eV. Calculations on the surface used 6x6x1 k-point meshes. 

The zero point vibrational energy differences and the thermal energy differences were 

corrected using our MonaLisa program.48,49
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2.2.2 RPA calculations 

All RPA calculations used an electronic energy threshold of 1x10-8 eV. For RPA, GW PAW 

pseudopotentials50 were used with identical core and valence definitions as the above but 

improved scattering properties for unoccupied states (PBE cores, as of VASP 5.4). For Pt, the 

partial wave cut-off radii were 2.4 au for both the 5d and 6s states. For C, the partial wave cut-

off radii were 1.2 and 1.5 au for 2s and 2p, respectively. For C, the partial wave cut-off radii 

were 1.2 and 1.52 au for 2s and 2p, respectively. For the 1s orbital of H, a cut-off radius of 

0.95 au was used.  

RPA calculations were performed in four steps. Initially, a PBE calculation was performed 

to obtain orbitals and orbital energies. A Hartree-Fock energy calculation was performed using 

these orbitals, leaving them unchanged. All of the virtual states are then obtained by 

diagonalisation of the Fock operator. Finally, the ACFDT-RPA (Adiabatic Connection 

Fluctuation-Dissipation Theorem - Random Phase Approximation) correlation energy51-53 is 

calculated. A frequency integration grid density containing 18 points was required for technical 

convergence for Pt calculations, while a grid of 12 points was sufficient for isolated alkanes. 

The correlation energy in VASP is automatically extrapolated to convergence with respect to 

the auxiliary plane wave basis set used for calculating the response function; these correlation 

energies have been used consistently throughout. All calculations, besides isolated alkanes, 

neglected the long-wavelength contributions to speed up k-point convergence.54 The number 

of plane waves is set by the number of maximal plane waves in the step generating the 

orbitals. Additionally, we include the contribution of the automated VASP extrapolation with 

respect to the auxiliary plane wave basis set used for calculating the response function 

𝐸𝑐𝑢𝑡−𝑜𝑓𝑓
𝜒 .31 

We used the low-scaling RPA algorithm throughout.55 We have used the finite-temperature 

algorithm as recommended, to avoid the Kohn-Luttinger Conundrum issues due to the metal’s 

zero-width band-gap.55,56 The finite-temperature algorithm requires the use of Fermi smearing. 

We tested this and found a smearing width of 0.01 eV to be suitable for use (cf. S1.1-S1.3). 

 

3. Results and Discussion  

3.1 Comparison with experiment 

3.1.1 Coverage 

When comparing to experiment, one must be careful to compare correct coverages, i.e the 

theoretician’s coverage in terms of molecules per surface atom and the experimentalist’s 

coverage in terms of saturation in experiment. We have previously used 1/3 ML coverage as 

the physical saturated coverage for CH4/Pt(111), i.e. (√3x√3)R30°;30 we also studied 1/4 ML 

coverage, correcting the experimental energy according to Eq (7) in Ref. 38. For ethane and 

propane, we assume saturated coverages of 1/4 ML for both, i.e. one molecule per (2x2) cell, 
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as determined by LEED.57 The case of n-butane is more complex, with an ordered  monolayer 

observed at 0.2 ML coverage by LEED (i.e. a (√3x√7)R30° cell),57-59 where all chains are lying 

parallel to the surface; this corresponds to a TPD peak at 186 K or 171 K, Ref. 38 and 59, 

respectively. As the coverage increases to 0.35 ML (by LEED), a more densely packed 

ordered phase forms where all chains tilt away from the surface, corresponding to a TPD peak 

at 98 K.38,59 These correspond to two distinct phases in the first monolayer (for a detailed 

discussion of the adsorption of n-butane on Pt(111), cf. Ref. 59). As TPD studies recognise 

these as distinct peaks, we choose to focus on the higher temperature peak, with the parallel-

lying molecules, from which the experimental energy is taken, and take 0.2 ML to be the 

saturated coverage. 

 

3.1.2 Experimental energies 

Besides coverage, it is also important to compare between the correct thermodynamic 

properties.  

Our experimental reference observes the Arrhenius activation energies Ea at temperature.38 

These are distinct from the adsorption energies ΔEads calculated computationally at absolute 

zero. We have performed frequency calculations using PBE+MBD to account for the zero point 

vibrational energy (ZPVE) differences ΔEZPV and the thermal energy differences ΔEtherm, 

according to Eq. 4:30,60,61 

 

ΔEads = ΔHads(T) - ΔEZPV - ΔEtherm(T) + RT = - EA(T) - ΔEZPV - ΔEtherm(T) + 2 RT        

    (4) 

where Ea(T) is the Arrhenius activation energy, ΔHads(T) is the activation enthalpy of 

adsorption, ΔEads is the calculated adsorption energy, ΔEZPV is change in ZPVE on adsorption, 

ΔEtherm(T) is the thermal energy correction due to temperature T, p is the system pressure, 

and ΔV is the change of volume during the process. 

 

We present these values in Table 1 at physically meaningful coverages for the first four n-

alkanes, broken down into the substituents of Eq. 4.62  
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Table 1. Breakdown of terms from Eq. 4 in converting from the observed adsorption activation 

energy Ea and the observed energy ΔEads. Structure optimisation and frequency analysis 

performed at the PBE+MBD level. 1 ML is one molecule per surface atom. A plane wave 

energy cut-off of 500 eV and a 6x6x1 k-point mesh were used. 

Alkane Methane Ethane Propane Butane 

Obs. -Ea 38 -15.5±1.6 -28.7±2.9 -41.3±4.1 -50.7±5.1 

θ / ML 1/4 
1/9 1/9 1/9 

T / K 63 106 139 171 

2RT 1.05 1.76 2.31 2.84 

ΔEtherm -0.38 0.51 1.16 1.69 

ΔEZPVE 0.88 -1.88 -3.94 -5.79 

Obs. ΔEads -14.9±1.6 -25.6±2.9 -36.2±4.1 -43.8±5.1 

 

It should be noted that all ΔEZPV are negative, except for methane. While uncommon in 

literature, this is not a unique case.63-65 Upon analysis of the vibrational modes, many redshifts 

are seen. Most of these are 10-30 cm-1, matching the 20 cm-1 redshift commonly seen in 

alkane monolayers on metal surfaces.66 However, particularly strong redshifts (~200 cm-1) are 

seen for the C-H stretches directed towards surface platinum atoms (see Table S2.1). Using 

RAIRS (also known as IRAS), strong redshifts have also been observed, notably 𝜈1, the 

symmetric CH3-stretch vibrational mode of ethane, which shifts 101 cm-1 from 2954 cm-1 in the 

gas phase67 to 2853 cm-1 upon adsorption.66 Our scaled, calculated redshift of 187 cm-1 

qualitatively agrees with this. This red-shifting of alkane vibrational modes upon adsorption is 

due to charge transfer from the metal surface to the adsorbate.68-72 The positive ΔEZPVE seen 

for methane is indicative that there is no such charge transfer seen and, hence, a much weaker 

red-shift than for the other alkanes (for further detail, see Ref. 30).  

These corrections to the experimentally observed values allow direct comparison with our 

calculated energies. However, when comparing computational methods, dispersion 

corrections and vdW-functionals, it is also beneficial to have a computational reference as 

well. 

 

3.2 RPA results 

In our previous work, we studied the use of the RPA to investigate the adsorption of methane 

on the Pt(111) surface.30 We briefly commented there that a newer, lower-scaling algorithm 

was available at O(NkNG
3),35,36 rather than O(Nk

2NG
4) we used.31 We tested this algorithm on 

several systems but, for the sake of space, we omit this here and refer those interested to 

Section S1 of the Supplementary Material. The lower cost of this algorithm, along with the use 

of supercomputing facilities, enabled us to produced Potential Energy Surfaces (PES) for 
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these four alkanes at different platinum-carbon distances r(Pt-C) above the Pt(111) surface. 

We present these below in Figure 2.  

 

 

Figure 2. Adsorption energy ΔEads against platinum-carbon distance r(Pt-C) for methane (a), 

ethane (b), propane (c), and n-butane (d) using PBE, PBE+MBD, and RPA. The carbon atoms 

were frozen in place and optimised at the PBE+MBD level, then used for all calculations. 

Experimentally derived adsorption energies with error (cf. Table 1),38 and chemical accuracy 

(±4 kJ mol-1) are shown for comparison.  

 

From Figure 2, it is immediately clear that the PBE+MBD and RPA capture the majority of the 

dispersion, where PBE fails. PBE+MBD always predicts stronger binding than RPA, except at 

extended distances. For methane, this is not very important, as the difference between the 

two curves is usually only a few kJ mol-1, although it is clear that RPA is underbinding, scarcely 

reaching chemical accuracy, the PBE+MBD readily matches with experiment. This is largely 

in agreement to our previous results. The differences are attributed to the use of Wellendorff 

et al.’s structure for calculations, never amounting to more than ~1 kJ mol-1. 

Starting with ethane, the PBE+MBD and RPA curves begin to diverge more. The 

PBE+MBD curve overbinds, remaining close to experiment for ethane. This overbinding 

increases with carbon chain length, such that for propane there is noticeable overbinding, 

becoming more pronounced for n-butane, to the extent that there is a difference of around      

20 kJ mol-1 with respect to experiment at equilibrium. The RPA curves, on the other hand, 
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consistently underbind by a small degree, 7 kJ mol-1 (for ethane and propane) and 5 kJ mol-1 

(for n-butane). This confirms the suitability of RPA for describing the dispersion interaction. 

We note here that this underbinding appears to be a general feature of the alkanes on metals, 

as we have also seen this in preliminary investigations of other metal (111) surfaces (see S3.2 

for details). This is in contrast to that observed using the same algorithm for benzene on metal 

surfaces, where there was slight overbinding on the Pt(111) surface, with a slight underbinding 

for Cu(111), Ag(111), Au(111), and Pd(111).29 

Additionally, of great interest is the consistency with which the RPA predicts larger 

platinum-carbon distances. This is only by a few pm for methane but this increases to at least 

25 pm for ethane, propane, and n-butane. This closer distance is another indicator of 

noticeable overbinding for PBE+MBD.  

 

3.3 Fitting Adsorption Energy Curves 

In an attempt to find the equilibrium distances and energies more precisely, we modified the 

Lennard-Jones potential to fit to these curves. It is well-known that the R-6 decay seen between 

atoms and molecules in the gas phase is not found for the solid phase, where R-3 decay is 

predicted between a neutral atom and the solid surface from theory,73 and R-2.5 decay is 

predicted between sheets from theory,74 (R-4 is calculated between graphene sheets for the 

RPA, which dominates at short distances)75,76. Knowing this, we modified the decay of the 

attractive van der Waals interaction and the repulsive interaction, according to Equation (5): 

 

EmLJ(r) = 4ε[(σ/r)a – (σ/r)b]                  

(5) 

where EmLJ is the modified Lennard-Jones potential energy, ε is depth of the potential well, σ 

is the distance at which the potential energy is zero, r is the Pt-C distance, and a and b are 

fitting constants. 

 

For all RPA results, good fitting was found for a value of 4 for b (i.e. R-4 decay) and then used 

a value of 8 (for methane) or 6 (for ethane, propane, and n-butane). The original Lennard-

Jones repulsive exponent was without physical justification, so we feel comfortable with 

modifying it to better fit our PES. In spite of our “manual fit”, we found this to be reasonable 

for describing the equilibrium, giving an example below in Figure 3. We expect that it is 

accurate to a few pm for the equilibrium distance req and ~0.5 kJ mol-1 for the equilibrium 

energy Eeq. The remaining figures are shown in Figure S4.1-S4.3 and the fitting parameters in 

Table S4.4. N.B. the methane fit was poorer than the other alkanes (cf. Figure S4.1), so the 

lowest calculated point, lying close to equilibrium, was taken instead; this results in a difference 

of ~0.1 kJ mol-1 in the energy and ~4 pm in the distance. 
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Figure 3. Adsorption energy ΔEads against platinum-carbon distance r(Pt-C) for ethane using 

RPA and a modified Lennard-Jones potential. 

 

We also applied this modified Lennard-Jones potential to our previous hybrid RPA:PBE results 

(see Chapter 2). Here an improved fit could be obtained by allowing free variation of a and b. 

The figures for these are in S4.2. We report the Eeq and req for the four alkanes on Pt(111) 

using RPA and for methane and ethane on Pt(111) using RPA:PBE and RPA:PBE+MBD in 

Tables 7 and 8 below, respectively.  

 

3.4 Comparing Methods of Dispersion 

Having a suitable computational reference, as well as the correct experimental data, it is now 

appropriate to compare and assess different dispersion corrections and vdW-functionals. We 

present these in Table 2.  
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Table 2. Adsorption energy ΔEads (kJ mol-1) for C1-C4 alkanes with given coverage and 

dispersion correction for a selection of density functionals. Ref. 37’s structures were used, then 

re-optimised. A plane wave energy cut-off Ecut-off of 400 eV, 6x6x1 k-mesh, and a 16 Å vacuum 

height were used. 

Alkane Methane Ethane Propane Butane 

θ / MLa 1/4 1/9 1/9 1/9 

Cell (2x2) (3x3) (3x3) (3x3) 

Obsd. Ea
38 -15.5 -28.9 -41.5 -50.9 

T / K 63 106 139 171 

Obsd. ΔEads
b  -14.9 -25.6 -36.2 -43.8 

BEEF-vdW37 -15 -21 -29 -38 

SCAN+rVV10 -43.5 -73.7 -105.9 -137.1 

optB88-vdW -21.9 -36.5 -53.8 -71.3 

optPBE-vdW -23.0 -34.7 -49.6 -65.5 

vdW-DF2 -16.8 -37.1 -48.6 -61.1 

PBE+dDsC -18.9 -32.8 -48.0 -64.7 

PBE+MBD -14.9 -31.4 -47.0 -63.3 

PBE+D2 -51.1 -78.5 -115.4 -142.7 

PBE+D2 (surface)c -40.4 -60.4 -92.1 -114.2 

PBE+D2 (Xe)d -25.7 -42.9 -63.5 -82.4 

PBE+D3 -26.6 -45.5 -64.9 -86.8 

RPAe -11.3f -20.6 -30.1 -40.6 

RPA:PBEg -14.4 -17.8 - - 

RPA:PBE+MBDg -15.9 -24.9 - - 

awhere 1 ML is defined as one molecule per surface atom.  
bcorrected for ZPVE using PBE+MBD, cf. Table 6. 
cwhere the C6 parameter has been set to 0 for all Pt atoms, except for those on the top layer. 
dwhere the C6 parameter for Xe has been used for all Pt atoms. 
e14 Å vacuum used. 
fminimum point, not modified Lennard-Jones potential 
gcf. Chapter 2 for details.  
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To allow easier analysis, we split these into vdW-functional and additive dispersion corrections 

in Figures 4 and 5, respectively, to enable better comparison.  

Figure 4. Adsorption energy ΔEads for the n-alkanes on the Pt(111) surface using a selection 

of dispersion corrections and compared to the experimental energy with experimental error 

shown.  

 
It is clear from Figure 4 that PBE+D2 overbinds significantly, as has been previously reported 

in the literature.5,77 We suspected that this might be in part due to the metal’s valence electrons 

screening the dispersion interaction from platinum atoms below the surface layer. We tested 

this by setting the C6 parameters to zero for all platinum atoms, except for those in the surface 

layer. However, this offers fairly minimal improvement, accounting for only around one-sixth 

of the discrepancy at most. Changing approach, we followed the assumption of Andersson 

that the screening of the dispersion interaction by the valence electrons may be adequately 

described by treating the platinum atoms like hard, noble gas cores.78 The platinum’s C6 

parameter were therefore set to those of Xe, PBE+D2(Xe). This proved successful, shifting all 

of the adsorption energies to be in line with PBE+D3, indicating that the failure of D2 is due to 

the C6 parameter of the metal. While PBE+D3 still overbinds, this is to a lesser extent than 

PBE+D2.  
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The PBE+MBD and the PBE+dDsC results are very similar, separated by only a few kJ 

mol-1, and offer a clear improvement. Both of these dispersion corrections take the electron 

density into account, allowing the modification of the C6 parameters (and other parameters 

unique to each method). We expect that this is to account for the improvement. However, with 

increasing chain length, the error relative to experiment continues to increase, until it is ~20 

kJ mol-1 for n-butane. It is clear from Figure 4 that different dispersion corrections predict wildly 

different binding strengths. We save the discussion on RPA for later, noting briefly slight 

underbinding, which, at a consistent ~7 kJ mol-1, is a significant improvement on any of the 

dispersion corrections.  

Figure 5. Adsorption energy ΔEads for the n-alkanes on the Pt(111) surface using a selection 

of dispersion corrections and compared to the experimental energy with experimental error 

shown. 

 

Figure 5 allows us to compare against vdW density functionals, rather than only the dispersion 

corrections. It is clear that SCAN+rVV10 overbinds significantly. We expect that this is due to 

SCAN, like M06,79 already accounting for a certain amount of mid-range dispersion (cf. Table 

S5.1). We note that this is in stark contrast to Sun, Perdew, and co. who found that it performed 

well for benzene and graphene on several metal surfaces.15 This is in significant contrast to 

the other vdW functionals, with vdW-DF2, optPBE-vdW, and optB88-vdW all performing 

similarly, overbinding to a similar degree as PBE+MBD. It is certainly worthy of note that these 

three density functionals, where the dispersion interaction is directly dependent on the density, 

matches well to PBE+MBD and PBE+dDsC, where the dispersion is indirectly dependent on 

the density, indicating a surprising degree of similarity in otherwise conceptually divergent 

approaches. We include the BEEF-vdW results of Ref. 37, which underbind, though remain 
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consistently close to the RPA values. On analysis of the energies alone, this would imply that 

BEEF-vdW performed similarly to RPA. We found that RPA consistently underbinds relative 

to experiment. This is only by a few kJ mol-1, ranging from ~3 kJ mol-1 for methane to ~7 kJ 

mol-1 for propane. This indicates that, although RPA accounts for most of the dispersion 

interaction, a small amount is missing. We now present the optimised platinum-carbon 

distance r(Pt-C) for the preceding methods in Table 3 below.  

 
Table 3. Platinum-carbon heights r(Pt-C) in pm for C1-C4 alkanes with given coverage and 

dispersion correction for a selection of density functionals. Averages were taken for the Pt and 

C heights then subtracted. Ref.37’s structures were used, then re-optimised. A plane wave 

energy cut-off Ecut-off of 400 eV, 6x6x1 k-mesh, and a 16 Å vacuum height were used. 

Alkane Methane Ethane Propane Butane 

θ / MLa 1/4 1/9 1/9 1/9 

Cell (2x2) (3x3) (3x3) (3x3) 

BEEF-vdW37 385 390 390 397 

SCAN+rVV10 302 302 303 306 

optB88-vdW 344 336 338 336 

optPBE-vdW 358 351 351 349 

vdW-DF2 359 361 362 360 

PBE+dDsC 339 332 333 330 

PBE+MBD 337 326 325 325 

PBE+D2 301 308 310 312 

PBE+D2 (surface)b 302 313 312 316 

PBE+D2 (Xe)c 324 327 325 321 

PBE+D3 330 326 328 324 

RPAd 350e 360 356 357 

RPA:PBEf 369 386 - - 

RPA:PBE+MBDf 371 381 - - 

awhere 1 ML is defined as one molecule per surface atom.  
bwhere the C6 parameter has been set to 0 for all Pt atoms, except for those on the top layer.  

cwhere the C6 parameter for Xe has been used for all Pt atoms. 
d14 Å vacuum used. 
elowest calculated point, not modified Lennard-Jones potential 
fcf. Chapter 2 for details.  

 

We split these into vdW-functional and additive dispersion corrections in Figures 6 and 7, 

respectively, to enable better comparison.  
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Figure 6. Platinum-carbon heights r(Pt-C) for the n-alkanes on the Pt(111) surface using a 

selection of dispersion corrections and compared to the experimental energy. 

 
 
It is immediately clear that there is great discrepancy between the dispersion corrections. 

PBE+D2 predicts distances closest to the surface, which is to be expected given its significant 

overbinding. PBE+D2(Xe), PBE+D3, and PBE+MBD all give similar distances, with the 

exception of methane where the variation is over a range of ~15 pm. PBE+dDsC predicts 

slightly longer distances, though by only around ~5 pm. Due to the sparsity of experimental 

data for platinum-carbon heights for our system, we compare against the highest level method, 

that of RPA, which we take as our reference. We expect this to be reasonable, given the 

accuracy with which RPA metal-carbon distances matched experiment for benzene on 

Au(111) and Ag(111), within 5 pm of the experimental range.29 Considering this, it is clear that 

all of the dispersion corrections tested here, predict alkanes to lie too close to the surface.  
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Figure 7. Platinum-carbon heights r(Pt-C) for the n-alkanes on the Pt(111) surface using a 

selection of dispersion corrections and compared to the experimental energy. 

 

There is no significant improvement if we turn to the vdW density functionals. SCAN+rVV10 

predicts distances closest to the surface and remains a noticeable outlier. The BEEF-vdW 

finds distances furthest away, far from those predicted by RPA. This is particularly noteworthy 

given that the RPA and BEEF-vdW adsorption energies were so close, highlighting the 

importance of looking at both the energy and structure when comparing methods, as one 

criterion is insufficient. Additionally, the distance increases noticeably for BEEF-vdW with 

increasing chain length, which is not seen by the other vdW density functionals (besides 

SCAN+rVV10) and was only seen for PBE+D2 out of the dispersion corrections. Langreth’s 

vdW-DF2 performs well, matching closely with RPA for all the alkanes, except for methane, 

and changing by only a small amount with increasing chain length, similarly to RPA. 

Michaelides’ optPBE-vdW and optB88-vdW follow parallel trends, though optPBE-vdW lies 

much closer to RPA for all alkanes (~350 pm vs ~360 pm), except for methane, where optB88-

vdW is almost exactly the same as RPA. However, optB88-vdW diverges from RPA with 

increasing chain length. The picture is not so clear-cut for the vdW functionals as it was for 

the dispersion corrections, with no consistent increase or decrease in the platinum-carbon 

distance relative to RPA. While we do not doubt the ability of RPA to predict adsorbate heights, 

this could be confirmed by new experimental data, such as by Normal Incidence X-ray 

Standing Wave (NIXSW).80 
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3.5 Comparison to Hybrid Approach 

Having analysed the dispersion corrections and vdW density functionals, we now make a brief 

comment on our hybrid approach to account for dispersion (cf. Table 2 and Chapter 2). Like 

RPA, RPA:PBE underbinds relative to experiment. It does not reproduce the periodic RPA 

value exactly, although it should be stressed that our hybrid results use structures from 

Chapter 2 and not Wellendorff et al.’s structures as here, so some discrepancies should be 

expected; additionally, they are at different coverages for ethane (1/4 vs 1/9 ML for hybrid and 

RPA, respectively). RPA:PBE predicts adsorption energies 3 kJ mol-1 greater for methane and 

3 kJ mol-1 lesser for ethane than periodic RPA. This indicates that there is a differing gradient 

with respect to alkane chain length between the two approaches; however, this would require 

a third point (i.e. propane) at the hybrid level and the same structures to confirm. 

RPA:PBE+MBD performs better than both RPA and RPA:PBE, lying consistently close to 

experiment, well within the experimental error. We attribute this to a compensating effect 

between the underbinding of RPA and the overbinding of PBE+MBD, with RPA over- and 

PBE+MBD underscreening the dispersion interaction. Overall, the adsorption energies of our 

hybrid approach are broadly similar to RPA. 

We find greater differences in the platinum-carbon distances (cf. Table 3) between periodic 

RPA and the hybrid approaches. There is not a significant difference (only a few pm) between 

the two hybrid approaches. Both of these predict carbon heights above the surface ~20 pm 

greater than RPA. This indicates that our approach correctly predicts the adsorption energy, 

while underestimating the platinum-carbon distance.  

We note here that our hybrid approach saves significant CPU time relative to the low-

scaling RPA algorithm (cf. Table S1.13), though with the advent of High Performance 

Computing (HPC), we confirm the work of Garrido Torres et al.,29 finding that the wall time is 

significantly reduced to 3 hours with 384 cores and ~3 TB of RAM. While this cost is significant, 

it does indicate that such calculations are now within the realm of possibility. We endorse the 

low-scaling algorithm for use if sufficient resources are available, while finding our hybrid 

approach to be a reasonable compromise between cost and accuracy. 

 

4. Conclusions 

We have found that the low-scaling RPA algorithm is appropriate and readily applicable for 

the study of molecules adsorbed on the platinum surface. It was found to follow the trend of 

the experimentally-derived adsorption energy, while consistently underbinding by up to 7 kJ 

mol-1, indicating that it fails to capture the full dispersion interaction. Relative to experiment, 

all dispersion corrections were found to overbind, to varying degrees. This becomes increasing 

significantly with chain length until it is at least ~20 kJ mol-1 for n-butane. The vdW density 
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functionals also tended to overbind, with the single exception of BEEF-vdW, which matches 

well to RPA energies. 

The height of alkanes above the platinum surface was found to vary significantly, somewhat 

independent of how the dispersion was described. RPA predicted a platinum-carbon height of 

~360 pm, which we take as a benchmark. All dispersion corrections predict alkanes to lie 

closer to the platinum surface than RPA, not unexpected from the overbinding for each with 

PBE+D. The vdW functionals vary by more at the extremes, while clustering around the RPA 

height, and is very dependent on the individual functional. The functional vdW-DF2 shows the 

best agreement with RPA for platinum-carbon height, while overbinding for the adsorption 

energies. Conversely, BEEF-vdW showed good agreement with RPA adsorption energies, 

while overestimating the alkanes’ height above the platinum surface. 

The RPA:PBE(+MBD) hybrid approach is found to predict adsorption energies well, with 

RPA:PBE coming close to RPA. With the slight overbinding of PBD+MBD, RPA:PBD+MBD 

predicts adsorption energies close to experiment. The platinum-carbon height is 

overestimated relative to RPA.  

From the dispersion corrections, we recommend PBE+MBD or PBD+dDsC and, from the 

vdW density functionals, we recommend optB88-vdW, optPBE-vdW, or vdW-DF2, with the 

caveat that these will all overbind. However, no dispersion correction or vdW density functional 

succeeds universally, and a compromise between adsorption energy and structure must be 

made. RPA and its hybrid derivatives are found to provide the most consistently reliable 

results. 

 

Supplementary Material 

Details of clusters in VASP, images of clusters, details of clusters using a Gaussian basis, and 

tables used for graphs. 
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Chapter 3: Supplementary Material 

S1 Low-scaling RPA Algorithm 

S1.1 Silicon Defects and Vacancy  

S1.1.1 Models 

A silicon structure (diamond-like) with a lattice parameter of 5.47 Å (derived from volume given 

in Ref. 1) was used for the silicon bulk. The dumbbell (X), hexagonal hollow site (H), lower-

symmetry sixfold-coordinated position (C3v), and tetragonal (T) defects were studied, along 

with the vacancy (V), following the nomenclature used in Ref. 1.  

 

S1.1.2 Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4 -centred meshes were 

used throughout. GW PAW pseudopotentials5 describe the electron-ion interaction for Si 

considered 4 valence electrons: [Ne]3s23p2. Two partial waves were used for each orbital with 

cut-off radii of 1.9 au for both the 3s and 3p states. A plane wave energy cut-off of 250 eV was 

used. These were used for all DFT and RPA calculations. 

 

S1.1.2.1 DFT Calculations 

Silicon defects and vacancies were optimised, until all forces on relaxed atoms used 

convergence to below 0.001 eV Å-1 (0.0194 mEh bohr-1) and an electronic energy threshold of 

1x10-8 eV. The conjugated gradient method was used with cell shape and volume kept 

constant and only relaxed ions free to move. Structure optimisations used the PBE6,7 density 

functional and an 8x8x8 k-point mesh. Gaussian smearing was used, with a smearing width 

of 0.05 eV. Only silicon required optimisation. 

 

S1.1.2.2 RPA Calculations 

All RPA calculations used an electronic energy threshold of 1x10-8 eV. RPA calculations were 

performed in four steps, as detailed in the main paper. A frequency integration grid density 

containing 16 points was used for Si calculations. 2x2x2, 3x3x3, and 4x4x4 k-point meshes 

were used for silicon. The finite-temperature algorithm version of the low-scaling algorithm 

was used.1,8,9 Fermi smearing with 0.001, 0.01, and 0.05 eV smearing widths was used, except 

where Gaussian smearing (0.05 eV smearing width) is specified.  

 

S1.1.3 Results and Discussion 

We tested the low-scaling algorithm of RPA using test systems taken from the literature. The 

first of these was the defects, following the work of Ref. 1. We tested the finite-temperature 
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algorithm at three different smearing widths, 0.001, 0.01, and 0.05 eV, which we present in 

Tables S1.1, S1.2, S1.3. 

 

Table S1.1. The difference between the RPA and PBE formation energies (in eV), ERPA and 

EPBE, respectively, of the different defects is given for three different k-point meshes and a 

smearing width of 0.05 eV. X(PBE) denotes the PBE formation energy of the dumbell defect. 

These are presented alognside the literature values.1 

Defect E
RPA

 – E
PBE

  

 k-points 

 2x2x2   3x3x3   4x4x4  

 Lit. Ours  Lit. Ours  Lit. Ours 

X(PBE) 2.525 2.525  3.481 3.457  3.541 3.533 

X 0.824 0.802  0.706 0.660  0.711 0.672 

C
3v

 0.855 0.770  0.800 0.746  0.745 0.696 

H 0.830 0.801  0.750 0.709  0.707 0.654 

T 0.930 0.922  0.882 0.849  0.868 0.838 

V 0.426 0.464  0.444 0.498  0.446 0.419 

 

Table S1.2. The difference between the RPA and PBE formation energies (in eV), ERPA and 

EPBE, respectively, of the different defects is given for three different k-point meshes and a 

smearing width of 0.01 eV. X(PBE) denotes the PBE formation energy of the dumbell defect. 

These are presented alognside the literature values.1 

Defect E
RPA

 – E
PBE

  

 k-points 

 2x2x2   3x3x3   4x4x4  

 Lit. Ours  Lit. Ours  Lit. Ours 

X(PBE) 2.525 2.526  3.481 3.486  3.541 3.542 

X 0.824 0.800  0.706 0.690  0.711 0.682 

C
3v

 0.855 0.844  0.800 0.787  0.745 0.736 

H 0.830 0.805  0.750 0.725  0.707 0.692 

T 0.930 0.925  0.882 0.879  0.868 0.867 

V 0.426 0.458  0.444 0.500  0.446 0.510 
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Table S1.3. The difference between the RPA and PBE formation energies (in eV), ERPA and 

EPBE, respectively, of the different defects is given for three different k-point meshes and a 

smearing width of 0.001 eV. X(PBE) denotes the PBE formation energy of the dumbell defect. 

These are presented alognside the literature values.1 

Defect E
RPA

 – E
PBE

  

 k-points 

 2x2x2   3x3x3   4x4x4  

 Lit. Ours  Lit. Ours  Lit. Ours 

X(PBE) 2.525 2.526  3.481 3.486  3.541 3.542 

X 0.824 0.800  0.706 0.699  0.711 0.682 

C
3v

 0.855 0.846  0.800 0.810  0.745 0.748 

H 0.830 0.808  0.750 0.724  0.707 0.693 

T 0.930 0.924  0.882 0.876  0.868 0.868 

V 0.426 0.449  0.444 0.499  0.446 0.514 

 

We find that all smearing widths repeat the literature reasonably X(PBE) energies well, to 

within 0.03 eV for a smearing width of 0.05 eV; this reduces to 0.005 eV for 0.01 and 0.001 

eV smearing widths. The RPA-PBE differences similarly decrease with decreasing smearing 

width. A width of 0.05 eV results in an average difference with literature of -0.03 eV, while this 

is reduced to -0.002 and -0.001 eV for smearings of 0.01 and 0.05 eV, respectively. We note 

that the difference for the vacancy remains larger, though still only 0.05-0.07 eV for each 

smearing. We note here that the introduction of defects and a vacancy and subsequent 

change in electronic structure necessitates the use of the finite-temperature algorithm as we 

found divergences in the zero-temperature algorithm, similar to those seen for metals. A 

similar result is found if narrower even smearing widths are used. We now compare the 0.001 

eV smearing with those of the literature (cf. Table II of Ref. 1) and present these in Table S1.4 

below.  
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Table S1.4. The difference between the RPA and PBE formation energies (in eV), ERPA and 

EPBE, respectively, of the different defects is given for three different k-point meshes and a 

smearing width of 0.001 eV. X(PBE) denotes the PBE formation energy of the dumbell defect. 

The PBE formation energy Eform is given for an 8x8x8 k-point mesh. The 4x4x4 difference 

between RPA and PBE is then added to this and presented in the RPA column. All values are 

presented alognside the literature values.1  

Defect ERPA – EPBE (formation)   Eform     

 k-points       

 2x2x2   3x3x3   4x4x4   PBE (8x8x8)  RPA  

 Lit. Ours  Lit. Ours  Lit. Ours  Lit. Ours  Lit. Ours 

X(PBE) 2.525 2.526  3.481 3.486  3.541 3.542  3.561 3.559  - - 

X 0.824 0.800  0.706 0.699  0.711 0.682  3.561 3.559  4.27 4.24 

C3v 0.855 0.846  0.800 0.810  0.745 0.748  3.644 3.639  4.39 4.39 

H 0.830 0.808  0.750 0.724  0.707 0.693  3.740 3.737  4.45 4.43 

T 0.930 0.924  0.882 0.876  0.868 0.868  3.659 3.655  4.53 4.52 

V 0.426 0.449  0.444 0.499  0.446 0.514  3.023 3.023  3.47 3.54 

 

This shows that the difference in PBE formation energies is never greater than 5 meV, 

indicating a correct structure, while the RPA agrees to 0.03 eV, with the exception of the 

vacancy at 0.07 eV. The best agreement for the vacancy with the literature is for a smearing 

width of 0.05 eV, indicating that the electronic structure of the vacancy is distinct from that of 

the defects. Given that we used the finite-temperature algorithm, while the literature does not,1 

it having been developed subsequently,8 we find this our values match well with the literature.  

 

S1.2 Benzene/Pt(111) 

S1.2.1 Models 

C6H6/Pt(111) structures were taken from Ref. 10.  

 

S1.2.2 Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4 -centred meshes were 

used throughout. GW PAW pseudopotentials5 describe the electron-ion interaction for 

platinum with 10 valence electrons considered: [Xe]4f145d96s1; partial wave cut-off radii of 2.3, 

2.15, 1.5 au were used the 4f, 5d, and 6s states, respectively. For carbon, 4 ([He]2s22p2) 

valence electrons were considered. The partial wave cut-off radii were 1.2 and 1.3, and 1.5 

au for 2s and 2p, respectively. For the 1s orbital of hydrogen, a partial wave cut-off radius of 

0.95 au was used. A plane wave energy cut-off of 400 eV was used. 
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All RPA calculations used an electronic energy threshold of 1x10-8 eV. RPA calculations 

were performed in four steps, as detailed in the main paper. A frequency integration grid 

density containing 16 points was used for calculations. A 3x3x1 k-point mesh was used. The 

finite-temperature algorithm version of the low-scaling algorithm was used.1,8,9 Fermi smearing 

with 0.001, 0.01, and 0.05 eV smearing widths was used, except where Gaussian smearing 

(0.05 eV smearing width) is specified.  

 

S1.2.3 Results and Discussion 

We present our calculated RPA adsorption energies for benzene on the Pt(111) surface in 

Table S1.5 below.  

 

Table S1.5. RPA adsorption energies (in eV) with given smearing width σ (in eV) for four 

different coverages of benzene on the Pt(111) surface. The four supercells are presented in 

terms of the number of atoms per layer, where 7, 8, 9, and 10 correspond to (2 -1 | 1 3), (3 1 

| 1 3), (3 0 | 0 3), and (4 2 | -1 3), respectively. Literature values are given for reference.10 

Cells Eads / eV 
 σ / eV   Lit. 

NPt 0.001 0.01 0.05  

7 -1.53 -1.55 -1.52 -1.53 

8 -1.65 -1.69 -1.53 -1.68 

9 -1.54 -1.86 -1.62 -1.74 

10 -1.89 -1.73 -1.47 -1.86 

 

The 0.05 eV width smearing shows the greatest difference from the literature here, ranging 

from 0.01-0.39 eV. The 0.001 eV smearing similarly ranges from 0.00-0.20 eV, while the 0.01 

eV smearing ranges from 0.01-0.13 eV. From these tests, it would seem that the 0.05 eV 

smearing is too large; this is corroborated by the electronic entropy per atom being in excess 

of 10 meV atom-1, exceeding the 1 meV atom-1 recommended as an upper limit (cf. VASP 

manual).4 The 0.001 eV smearing width appears sufficient here, though we do further tests to 

determine the reliability of this. 

 

S1.3 CH4/Pt(111) 

S1.3.1 Models 

CH4/Pt(111) structures were taken from Ref. 11. 

 

S1.3.2 Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4 -centred meshes were 
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used throughout. For all isolated methane, only the -point sampling was performed. GW PAW 

pseudopotentials5 describe the electron-ion interaction for platinum with 10 valence electrons 

considered (the 4f electrons were included in the pseudopotential): [Xe,4f14]5d96s1; a partial 

wave cut-off radii of 2.4 au was used for both 5d and 6s states. For carbon, 4 ([He]2s22p2) 

valence electrons were considered. The partial wave cut-off radii were 1.2 and 1.5 au for 2s 

and 2p, respectively. For the 1s orbital of hydrogen, a partial wave cut-off radius of 0.95 au 

was used. A plane wave energy cut-off of 500 eV was used.  

All RPA calculations used an electronic energy threshold of 1x10-8 eV. RPA calculations 

were performed in four steps, as detailed in the main paper. A frequency integration grid 

density containing 18 points was used. 4x4x1 and 6x6x1 k-point meshes were used, denoted 

4x4 and 6x6, respectively. The low-scaling RPA algorithm is used,1,8,9 except when specified 

when the O(N4) RPA algorithm is explicitly stated.12 The finite-temperature algorithm version 

of the low-scaling algorithm was used.8 Fermi smearing with 0.001, 0.01, and 0.05 eV 

smearing widths was used, except where Gaussian smearing (0.05 eV smearing width) is 

specified.  

 

S1.3.3 Results and Discussion 

We present the results for adsorption energies in (√3×√3)R30° and (2x2) cells, with a variable 

number of layers and k-point mesh. This is a repeat of Table VIII in Ref. 11 with the low-scaling 

algorithm results at three different smearing widths. Those for a vacuum height of 10.3 Å are 

presented in Table S1.6 and for extrapolated vacuum in Table S1.7. 

 

Table S1.6. Dependence of the RPA adsorption energies (in kJ mol-1) on the k-point mesh the 

number of Pt layers of the slab Nlayer, and the vacuum height Rvac (10.3 Å) for a plane wave 

energy cut-off of 500 eV. The literature values for the original algorithm,11 and those using the 

low-scaling algorithm at three different smearing widths is given. 

Cell    σ / eV   

 k-points Nlayer Lit. 0.001 0.01 0.05 

(√3×√3)R30° 4x4 3 -17.1 -16.1 -17.4 -16.6 
  4 -15.9 -15.9 -16.0 -16.6 

Δlayer   +1.2 +0.3 +1.4 +0.0 
 6x6 3 -17.3 -38.9 -16.4 -16.2 

Δk-points   -0.2 -22.8 +1.0 +0.4 

(2×2) 4x4 3 -16.8 -15.7 -15.8 -15.5 

 
It is immediately clear that there is fairly minimal disagreement with the literature. The low-

scaling algorithm (√3×√3)R30° cell with three and four layers and a 4x4 k-point mesh agree to 

within 1 kJ mol-1, with the best agreement seen for the 0.01 eV smearing width, differing by 
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0.3 kJ mol-1 at most. This smearing width also matches the layer difference to within 0.2 kJ 

mol-1. A greater difference is seen for the 6x6 k-point mesh, although this is still only ~ 1 kJ 

mol-1 for a smearing of 0.01 eV. Interestingly, we observe a non-physical adsorption energy 

for a smearing width of 0.001 eV for this mesh. From this, we conclude that a smearing width 

of 0.001 eV is too narrow. Given that 0.05 eV has previously been determined to be too large, 

we select 0.01 eV as a suitable smearing width for future use. The k-point difference is different 

for all smearing widths from the literature but this is fairly minor in magnitude; additionally, 

given the lower cost, the k-point “correction” necessary for the original algorithm is no longer 

required for the low-scaling one, as denser k-meshes are affordable. The (2x2) cell shows 

adsorption energies in agreement with literature to 1 kJ mol-1. Adsorption energies for an 

extrapolated vacuum are shown in Table S1.7. 

 

 
Table S1.7. Dependence of the RPA adsorption energies (in kJ mol-1) on the k-point mesh, 

the number of Pt layers of the slab Nlayer, and the vacuum height Rvac (∞ Å, i.e. extrapolated) 

for a plane wave energy cut-off of 500 eV. The literature values for the original algorithm,11 

and those using the low-scaling algorithm at three different smearing widths is given. 

Cell    σ / eV   

 k-points Nlayer Lit. 0.001 0.01 0.05 

(√3×√3)R30° 4x4 3 -14.5 -13.1 -14.7 -14.1 
  4 -12.9 -13.2 -13.3 -14.4 

Δlayer   +1.6 -0.1 +1.5 -0.3 
 6x6 3 -15.1 +16.0 -14.0 -14.0 

Δk-points   -0.6 +29.1 +0.7 +0.1 

Estimated   -13.5 +15.8 -12.6 -14.3 

(2×2) 4x4 3 -13.8 -13.0 -13.2 -12.9 

Estimated   -12.8 +15.9 -11.0 -13.1 

 

We find these to show a similar trend to the 10.3 Å results, but generally differing from the 

literature by 1-2 kJ mol-1 for the 0.01 and 0.05 eV smearing widths. The poor behaviour of 

0.001 eV as a smearing width corroborates our selection of 0.01 eV for future calculations. 

We compare Fermi smearing using the original algorithm and the low-scaling algorithm in 

Table S1.8 below. 
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Table S1.8. RPA adsorption energies (in kJ mol-1) for different vacuum heights Rvac, along with 

extrapolation, for the three different smearing widths and Fermi smearing using the original 

algorithm (O) and low-scaling algorithm (LS). A 4x4 k-mesh, (√3×√3)R30° cell, and a plane 

wave energy cut-off of 500 eV. The literature values using first-order Methfessel-Paxton (M-

P) are shown for comparison.11  

Rvac / Å σ / eV          

 Fermi         M-P 
 0.001   0.01   0.05   0.2 
 O LS  O LS  O LS  O 

10.3 -17.0 -16.4  -17.1 -17.7  -17.2 -16.9  -17.1 

10.8 -16.5 -15.7  -16.5 -17.2  -16.7 -16.3  - 

11.3 -16.2 -15.4  -16.2 -16.9  -16.3 -16.1  -16.2 

11.8 -15.9 -15.1  -16.0 -16.6  -16.1 -15.7  - 

12.3 -15.7 -14.8  -15.7 -16.2  -15.9 -15.5  -15.8 

Extra. -14.4 -13.4  -14.5 -15.0  -14.6 -14.3  -14.5 

 

There is a negligible difference between different smearing widths, so we will focus on vacuum 

height. This differs by less than 0.2 kJ mol-1 between the adsorption energies for the 

Methfessel-Paxton smearing and the Fermi smearing using the original algorithm for a vacuum 

height of 10.3 Å. This increases to 0.5-0.7 kJ mol-1 by 12.3 Å, and vanishes once extrapolated 

values are compared. The difference between the original algorithm and low-scaling algorithm 

both using Fermi smearing, however, can vary by up to 1 kJ mol-1 and this does not vanish on 

extrapolation. This indicates that we should expect different, though near identical, adsorption 

energies between the two algorithms, independent of the smearing.  

 

S1.4 C1-C4 n-alkanes/Pt(111) 

S1.4.1 Models 

The C1-C4 n-alkane structures were the PBE+MBD optimised structures used in the main 

paper. For calculating the correlation energy, isolated alkane molecules were placed in 103, 

102x11.5, 102x12.5, and 102x13.5 Å3 cells for methane, ethane, propane, and n-butane, 

respectively. For calculating the Hartree-Fock energy with DFT orbitals, 103, 123, 143, and 163 

Å3 cells were used for methane and 123, 143, 163, and 183 Å3 for ethane, propane, and n-

butane. 

 

S1.4.2 Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4 -centred meshes were 

used throughout. For all isolated alkanes, only the -point sampling was performed. GW PAW 

pseudopotentials5 describe the electron-ion interaction for platinum with 10 valence electrons 
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considered (the 4f electrons were included in the pseudopotential): [Xe,4f14]5d96s1; a partial 

wave cut-off radii of 2.4 au was used for both 5d and 6s states. For carbon, 4 ([He]2s22p2) 

valence electrons were considered. The partial wave cut-off radii were 1.2 and 1.5 au for 2s 

and 2p, respectively. For the 1s orbital of hydrogen, a partial wave cut-off radius of 0.95 au 

was used. A plane wave energy cut-off of 500 eV was used.   

All RPA calculations used an electronic energy threshold of 1x10-8 eV. RPA calculations 

were performed in four steps, as detailed in the main paper. A frequency integration grid 

density containing 18 points was used. A 6x6x1 k-point mesh was used for methane ((2x2) 

cell) and a 3x3x1 k-point mesh was used for the other alkanes ((3x3) cell). The low-scaling 

RPA algorithm is used.1,8,9 The finite-temperature algorithm version of the low-scaling 

algorithm was used.8 A 0.01 eV Fermi smearing width was used.  

 

S1.4.3 Isolated Alkane Energies 

The correlation energy for each isolated alkane is presented in Table S1.9. We also present 

the Hartree-Fock energies using DFT orbitals for the four different volumes, then extrapolate 

with respect to the reciprocal volume.12 

 

Table S1.9. Hartree-Fock EHF energies for methane, ethane, propane, and n-butane for 

different volumes V (in Å3), extrapolated EHF (against V-1), and corresponding R2 values. The 

RPA correlation energies Ecorr and RPA energy (EHF + Ecorr) ERPA are also shown. Energies are 

given in eV. 

V / Å3 EHF / eV 
 CH4  C2H6  C3H8  C4H10 

103 -40.46707354  -  -  - 

123 -40.39682411  -68.09914936  -95.83882732  -123.5749528 

143 -40.36273538  -68.03756499  -95.75046987  -123.4595788 

163 -40.34340664  -68.00227070  -95.69523851  -123.3900942 

183 -  -67.98156997  -95.67101629  -123.3553606 

|Extra.| -40.30300781  -67.93194183  -95.59696580  -123.2602955 

|R2| 0.9998  0.9999(8)  0.9987  0.9995 

Ecorr -10.84241468  -19.65688628  -28.52361099  -37.39130025 

ERPA -51.14542249  -87.58882810  -124.1205768  -160.6515958 

 

S1.4.4 Results and Discussion 

The adsorption energy for methane, ethane, propane, and n-butane are presented in Table 

S1.10, along with 3-point extrapolations.  
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Table S1.10. RPA adsorption energies (in kJ mol-1) for different vacuum heights Rvac, along 

with extrapolation (using 10.2, 11.2, and 12.2 Å vacuum heights). R2 values are also 

presented. 

Rvac / Å ΔEads / kJ mol-1 
 CH4  C2H6  C3H8  C4H10 

10.2 -14.0  -19.2  -29.3  -40.2 

11.2 -12.6  -18.7  -28.1  -38.7 

12.2 -12.7  -18.4  -28.0  -38.0 

14.2 -12.1  -16.9  -25.6  -35.1 

|Extra.| -11.3  -17.6  -26.6  -35.8 

|R2| 0.805  0.999  0.896  0.993 

 

The adsorption energies for all alkanes are reasonable. The R2 value, however, indicates that 

extrapolation was only successful for ethane and n-butane. On close examination, the 11.2 

and 12.2 Å points for methane and propane differ by only 0.1 kJ mol-1, which explains the poor 

extrapolation. When we compare to a 14.2 Å vacuum height, we see that the extrapolation 

actually overestimates the adsorption energy for all alkanes. In light of this and considering 

the affordability of larger vacuum heights using the low-scaling algorithm, we will use a 14.2 Å 

vacuum for all subsequent calculations. 

 

S1.5 Points from RPA 

We present below the platinum-carbon distances r(Pt-C) (where the average of each has been 

taken then subtracted) and the corresponding PBE, PBE+MBD, and RPA adsorption energies 

for methane and ethane (Table S1.11), and propane and n-butane (Table S1.12). 
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Table S1.11. Adsorption energy ΔEads (in kJ mol-1) for methane and ethane at different 

platinum-carbon distances r(Pt-C) (in pm) using PBE, PBE+MBD, and RPA. Structures were 

optimised at PBE+MBD with frozen C atoms. 

 

 
 
 
Table S1.12. Adsorption energy ΔEads (in kJ mol-1) for propane and n-butane at different 

platinum-carbon distances r(Pt-C) (in pm) using PBE, PBE+MBD, and RPA. Structures were 

optimised at PBE+MBD with frozen C atoms. 

 

methane  ethane 

r(Pt-C) / pm ΔEads / kJ mol-1  r(Pt-C) / pm ΔEads / kJ mol-1 

 PBE PBE+MBD RPA   PBE PBE+MBD RPA 

257 46.9 14.8 25.7  254 67.8 13.7 39.4 

279 23.7 -2.9 5.1  277 34.0 -12.5 10.7 

302 10.2 -11.6 -5.4  301 12.0 -26.5 -7.3 

325 3.1 -14.7 -10.1  325 0.9 -29.8 -16.7 

350 -0.3 -14.7 -11.3  349 -3.1 -27.4 -20.4 

375 -1.7 -13.3 -10.8  374 -4.1 -23.3 -20.5 

400 -2.2 -11.4 -9.5  399 -3.8 -19.0 -18.9 

425 -2.1 -9.6 -8.0  425 -3.2 -15.1 -16.7 

450 -1.9 -8.0 -6.6  450 -2.5 -11.9 -14.4 

475 -1.6 -6.7 -5.5  475 -1.8 -9.3 -12.4 

500 -1.3 -5.6 -4.7  500 -1.3 -7.3 -10.4 

525 -1.1 -4.8 -3.6  525 -0.8 -5.7 -9.0 

550 -0.9 -4.1 -2.9  550 -0.4 -4.5 -8.3 

575 -0.7 -3.6 -2.5  575 -0.1 -3.6 -6.7 

600 -0.6 -3.2 -1.9  600 0.1 -3.0 -5.9 

propane  n-butane 

r(Pt-C) / pm ΔEads / kJ mol-1  r(Pt-C) / pm ΔEads / kJ mol-1 

 PBE PBE+MBD RPA   PBE PBE+MBD RPA 

256 103.1 22.8 60.4  259 134.9 30.0 75.6 

279 48.5 -20.6 14.9  281 62.4 -28.3 17.3 

301 15.2 -42.2 -12.2  303 18.8 -56.9 -17.8 

325 -0.6 -47.0 -25.5  326 -1.6 -63.3 -35.0 

349 -6.0 -43.3 -30.2  350 -8.4 -58.5 -40.7 

374 -6.9 -36.9 -29.7  375 -9.4 -50.1 -39.9 

399 -6.2 -30.4 -27.2  400 -8.4 -41.4 -36.4 

424 -5.2 -24.6 -24.1  425 -7.0 -33.8 -32.5 

450 -4.0 -19.8 -20.8  450 -5.5 -27.5 -27.7 

475 -3.1 -16.0 -17.5  475 -4.3 -22.5 -23.7 

500 -2.3 -13.0 -14.8  500 -3.4 -18.7 -20.5 

525 -1.7 -10.7 -12.7  526 -2.6 -15.7 -17.4 

550 -1.2 -8.9 -10.9  551 -1.9 -13.3 -15.2 

575 -0.8 -7.6 -9.6  576 -1.4 -11.5 -13.3 

600 -0.5 -6.5 -8.4  601 -1.1 -10.1 -12.0 
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S1.6 Comparing Periodic RPA and Hybrid Approach Times 

We present the CPU times for periodic RPA, both the original and low-scaling algorithms, and 

our hybrid approach in Table S1.13 below.  

 

Table S1.13. CPU times (in hr) for periodic RPA with a 14 Å vacuum (+ with vacuum 

extrapolation) and RPA:PBE hybrid approach for different clusters/ spin states. All times are 

for CH4/Pt(111). RPA (pbc) are from Ref. 11. LS indicates the low-scaling algorithm of RPA. 

The structures from Ref. 11 are used. Cf. S1.3.2 for calculation details (identical to those in 

Ref. 11). 

Method Supercell 

 (√3x√3R30°) (2x2) 

RPA (pbc) 245 876 

+extrapolation 727 2618 

   

RPA:PBE Pt19 (S) - 14 

 Pt19 (T) - 40 
 Pt28 (Q) - 207 

RPA (pbc, LS)   428 646 
  (1.7)a (3.0)a 

a These are the wall times for the low-scaling RPA algorithm using 384 cores and ~3 TB of 

RAM (4 large96 nodes at the HLRN-IV site in Goettingen, Emmy). 

 

S2 Frequencies 

The scaled vibrational frequencies and redshifts calculated for the C-H stretching modes 

(directed towards surface platinum atoms for all except methane) are presented in Table SI2.1 

and SI2.2,  respectively for methane, ethane, propane, and n-butane. These values have been 

scaled by taking the ratio of the computed symmetric stretch of gaseous methane (2978 cm-

1) to the experimental (2917 cm-1); scaling coefficient: νexp/νcalc = 0.98).13 

 

Table SI2.1. Scaled calculated frequencies (in cm-1) for the C-H stretching modes directed 

towards the metal surface. These were performed at the PBE+MDB level.  

CH-stretch  Methane Ethane Propane n-Butane 

Symmetric CH3 2892a 2728 2740 2747 

Asymmetric CH3  - 2713 2733 2738 

Symmetric CH2 - - 2621 2650 

Asymmetric CH2 - - - 2630 

a This C-H stretch does not show any directionality to the surface. 
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Table SI2.2. Scaled calculated redshifts (in cm-1) for the C-H stretching modes directed 

towards the metal surface. These were performed at the PBE+MDB level.  

CH-stretch  Methane Ethane Propane n-Butane 

Symmetric CH3 25a 187 167 160 

Asymmetric CH3  - 200 171 169 

Symmetric CH2 - - 279 246 

Asymmetric CH2 - - - 256 

a This C-H stretch does not show any directionality to the surface. 

 

S3 RPA on M(111) 

S3.1. Bulk Calculations 

S3.1.1 Models 

Primitive fcc unit cells were used for all bulk calculations. 

 

S3.1.2 Method Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4 All calculations used an 

electronic energy threshold of 1x10-8 eV was used. Calculations used 1st order Methfessel-

Paxton smearing with a smearing width of 0.2 eV. -centred k-point meshes were used 

throughout. 16x16x16 k-point meshes were used for all calculations on the primitive bulk unit 

cell. A plane wave energy cut-off Ecut-off of 400 eV was used, well above the minimum 

recommended values for all the metals. 

The PAW pseudopotential used to describe the electron-ion interaction for gold includes 

the 4f electrons resulting in 11 valence electrons: [Xe,4f14]5d106s1. Two partial waves were 

used for each orbital and their cut-off radius was 2.5 au for both the 5d and 6s states. For 

silver, 11 ([Kr]4d105s1) valence electrons were considered. Two partial waves were used for 

each orbital and their cut-off radius was 2.5 au for both the 4d and 5s states. For copper, 11 

([Ar]3d104s1) valence electrons were considered. Two partial waves were used for each orbital 

and their cut-off radius was 2.2 au for both the 3d and 4s states. For silver, 10 ([Kr]4d95s1) 

valence electrons were considered. Two partial waves were used for each orbital and their 

cut-off radius was 2.4 au for both the 4d and 5s states. For nickel, 10 ([Ar]3d94s1) valence 

electrons were considered. Two partial waves were used for each orbital and their cut-off 

radius was 2.3 au for both the 3d and 4s states. For carbon, 4 ([He]2s22p2) valence electrons 

were considered. The partial wave cut-off radii were 1.2 and 1.5 au for 2s and 2p, respectively. 

For oxygen, 6 ([He]2s22p4) valence electrons were considered. The partial wave cut-off radii 

were 1.2 and 1.52 au for 2s and 2p, respectively. For the 1s orbital of hydrogen, a partial wave 
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cut-off radius of 1.1 au was used. These pseudopotentials were used for all structural 

optimisations. 

 

S3.1.3. Murnaghan Fitting 

We optimised the lattice constant for Cu, Ag, Au, Ni, and Pd by recording 7 points and then 

fitting to the Murnaghan equation. We give these lattice parameters and energies in Table 

S3.1 below. 

 

Table S3.1. Lattice parameters a and the corresponding PBE energy E for bulk Cu, Ag, Au, 

Ni, and Pd.  

Cu   Ag   Au   Ni   Pd  

a / Å E / eV  a / Å E / eV  a / Å E / eV  a / Å E / eV  a / Å E / eV 

3.500 -3.653  4.040 -2.685  4.040 -3.156  3.350 -5.259  3.800 -5.107 

3.550 -3.701  4.080 -2.706  4.080 -3.194  3.400 -5.344  3.850 -5.174 

3.600 -3.725  4.120 -2.717  4.120 -3.215  3.450 -5.394  3.900 -5.209 

3.650 -3.729  4.160 -2.719  4.160 -3.220  3.500 -5.413  3.950 -5.217 

3.700 -3.716  4.200 -2.712  4.200 -3.213  3.550 -5.407  4.000 -5.203 

3.750 -3.689  4.240 -2.699  4.240 -3.195  3.600 -5.379  4.050 -5.170 

3.800 -3.650  4.280 -2.680  4.280 -3.167  3.650 -5.333  4.100 -5.121 

 

We present the fitting parameters from the Murnaghan equation (using the points in Table 

S3.1) in Table S3.2 below. 

 

Table S3.2. Equilibrium lattice parameter a and the equilibrium energy E0 derived from the 

Murnaghan equation for bulk Cu, Ag, Au, Ni, and Pd.  

 a / Å E0 / eV 

Cu 3.636 -3.729 

Ag 4.148 -2.719 

Au 4.157 -3.220 

Ni 3.512 -5.414 

Pd 3.942 -5.218 

 

 

S3.2. C1-C4 n-alkanes/M(111) Calculations 

S3.2.1 Models 

Wellendorff et al.’s structures were taken for methane, ethane, propane, and n-butane on 

Pt(111);14 the lattice parameters were then rescaled to match the appropriate metal (cf. Table 

S3.2 for lattice parameters for each metal). The vacuum height was set to 16 Å for DFT 

calculations and 14 for RPA calculations. For details of the isolated alkanes, see S1.4.1. 
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S3.2.2 Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4 All RPA calculations used 

an electronic energy threshold of 1x10-8 eV was used. RPA calculations were performed in 

four steps, as detailed in the main paper. A frequency integration grid density containing 18 

points was used. The low-scaling RPA algorithm is used.1,8,9 The finite-temperature algorithm 

version of the low-scaling algorithm was used.8 A 0.01 eV Fermi smearing width was used. -

centred meshes were used throughout. A 6x6x1 k-point mesh was used. For all isolated 

alkanes, only the -point sampling was performed. A plane wave energy cut-off, Ecut-off, of 500 

eV was used.  

GW PAW pseudopotentials5 were used with identical core and valence definitions as the 

above but improved scattering properties for unoccupied states (PBE cores, as of VASP 5.4). 

For Au, the partial wave cut-off radii were 2.4 au for both the 5d and 6s states. For Ag, the 

partial wave cut-off radii were 2.4 and 2.5 au, respectively, for the 4d and 5s states. For Cu, 

the partial wave cut-off radii were 1.85 and 2.2 au, respectively, for the 3d and 4s states. For 

Pd, the partial wave cut-off radii were 2.4 au for both the 4d and 5s states. For Ni, the partial 

wave cut-off radii were 2.0 and 2.3 au, respectively, for the 3d and 4s states. For C, the partial 

wave cut-off radii were 1.2 and 1.5 au for 2s and 2p, respectively. For C, the partial wave cut-

off radii were 1.2 and 1.52 au for 2s and 2p, respectively. For the 1s orbital of H, a cut-off 

radius of 0.95 au was used.  

 

S3.2.2. Results and Discussion 

We took the Wellendorf et al.’s structures and scaled them so that the distance between the 

metal atoms in the frozen layers corresponded to the those in the bulk with lattice constants 

given in Table S3.2 above. The C1-C4 alkanes were then re-optimised on the M(111) surface 

using PBE+dDsC. We report the adsorption energies using PBE, PBE+dDsC, and RPA in 

Table S3.3 for Cu(111). 

 

Table S3.3. Adsorption energy ΔEads for the C1-C4 linear alkanes on Cu(111). A vacuum 

height of 16 Å and a plane wave cut-off of 400 eV was used. 

alkane ΔEads / kJ mol-1 Exp.a  

 PBE PBE+dDsC RPA Ea
 T / K 

methane 2.9 -18.0 -8.6 - - 

ethane 3.3 -30.1 -14.6 - - 

propane 3.7 -44.3 -22.7 -40.2 119 

butane 6.4 -58.2 -29.2 - - 

aTemperature Programmed Desorption (TPD) – Ref. 15 
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These are shown in Figure S3.1 below. 

Figure S3.1. The adsorption energies using PBE, PBE+dDsC, and RPA for Cu(111). 

Experiment is Arrhenius activation energy, not adsorption energy. We have assumed a 10 % 

error for the TPD experiment. 

 

We report the adsorption energies using PBE, PBE+dDsC, and RPA in Table S3.4 for Ag(111). 

 

Table S3.4. Adsorption energy ΔEads for the C1-C4 linear alkanes on Ag(111). A vacuum 

height of 16 Å and a plane wave cut-off of 400 eV was used. 

alkane ΔEads / kJ mol-1 

 PBE PBE+dDsC RPA 

methane 1.4 -17.3 -8.4 

ethane 1.8 -26.4 -14.8 

propane 2.5 -38.1 -21.8 

butane 3.6 -50.2 -29.5 

 

These are presented in Figure S3.2 below. 
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Figure S3.2. The adsorption energies using PBE, PBE+dDsC, and RPA for Ag(111). 

 

 

 

 

We report the adsorption energies using PBE, PBE+dDsC, and RPA in Table S3.5 for Au(111). 

 

Table S3.5. Adsorption energy ΔEads for the C1-C4 linear alkanes on Au(111). A vacuum 

height of 16 Å and a plane wave cut-off of 400 eV was used. 

alkane ΔEads / kJ mol-1 Exp.a  

 PBE PBE+dDsC RPA Ea
 Tb / K 

methane 1.7 -16.5 -10.5 -14.5 - 

ethane 2.1 -27.1 -17.0 -24.1 - 

propane 2.7 -39.4 -25.1 - - 

Butane 2.9 -52.4 -34.0 -40.5 - 

aHelium Atom Reflectivity – Ref. 16  
bUnreported 

 

These are presented in Figure S3.3 below. 
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Figure S3.3. The adsorption energies using PBE, PBE+dDsC, and RPA for Au(111). 

Experiment is Arrhenius activation energy, not adsorption energy. The experimental error bars 

are shown but are so small (±0.2 kJ mol-1) that they are not visible. 

 

 

 

 

 

We report the adsorption energies using PBE, PBE+dDsC, and RPA in Table S3.6 for Ni(111). 

 

Table S3.6. Adsorption energy ΔEads for the C1-C4 linear alkanes on Ni(111). A vacuum height 

of 16 Å and a plane wave cut-off of 400 eV was used. 

alkane ΔEads / kJ mol-1 Exp.a  

 PBE PBE+dDsC RPA Ea
 T / K 

methane 2.9 -20.7 -9.5 -12.5 50 

ethane 1.9 -35.0 -11.8 -21.3 85 

propane 1.7 -51.2 -16.9 -30.0 120 

butane 3.7 -67.5 -28.1 -37.0 147 

aTemperature Programmed Desorption (TPD) – Ref. 17 
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These are presented in Figure S3.4 below. 

Figure S3.4. The adsorption energies using PBE, PBE+dDsC, and RPA for Ni(111). 

Experiment is Arrhenius activation energy, not adsorption energy. We have assumed a 10 % 

error for the TPD experiment. 

 

 

 

 

 

 

We report the adsorption energies using PBE, PBE+dDsC, and RPA in Table SIX 1 for 

Pd(111). 

 

Table S3.7. Adsorption energy ΔEads for the C1-C4 linear alkanes on Pd(111). A vacuum 

height of 16 Å and a plane wave cut-off of 400 eV was used. 

alkane ΔEads / kJ mol-1 Exp.a  

 PBE PBE+dDsC RPA Ea
 Tb / K 

methane -0.1 -17.1 -12.6 -16.5 67 

ethane -2.0 -34.3 -26.4 -30.0 120 

propane -3.0 -49.2 -38.7 -41.5 162 

butane -5.2 -65.8 -50.3 - 200 

aTemperature Programmed Desorption (TPD) – Ref. 16  
bTPD from Ref. 16 but reported in Ref. 17 (except for n-butane which is only reported in Ref. 17) 

 

These are presented in Figure S3.5 below. 
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Figure S3.5. The adsorption energies using PBE, PBE+dDsC, and RPA for Pd(111). 

Experiment is Arrhenius activation energy, not adsorption energy. We have assumed a 10 % 

error for the TPD experiment. 

 

 

S4 Modified Lennard-Jones Potential Fitting 

S4.1 C1-C4 n-alkanes/Pt(111) Fitting 

We found a Lennard-Jones potential to be a poor fit for our potential energy curves (PES). 

Instead we define a modified Lennard-Jones potential in Eq. (1), where the exponents are also 

variables. 

 

𝑉𝑚𝐿𝐽(𝑟) = 4𝜀 [(
𝜎

𝑟
)
−𝑎

− (
𝜎

𝑟
)
−𝑏

] 

  (1) 

 

where 𝑉𝑚𝐿𝐽(𝑟) is the modified Lennard-Jones potential, 𝑟 is the platinum-carbon distance, and 

𝜀, 𝜎, 𝑎, and 𝑏 are fitting parameters. 

 

 

We fitted the modified Lennard-Jones potential with respect to the ε and σ parameters. The a 

and b parameters are kept constant, except when specifically stated. For each of the fitted 
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parameters, the standard deviation of the fitting is also given. These are presented in Table 

S4.1 for methane on the Pt(111) surface for PBE, PBE+MBD, and RPA.  

 

 

 

Table S4.1. Fitting parameters for PBE, PBE+MBD, and RPA for modified Lennard-Jones 

potential according to Eq. (1) on the main paper for CH4/Pt(111). The first and last points used 

for the fitting are given as rstart and rend (in pm). The ε and σ parameters are from the standard 

Lennard-Jones Potential, while we modify a and b ourselves. We give the equilibrium distance 

req (in pm) and equilibrium energy Eeq (in kJ mol-1). The standard deviation for the fitting of a 

parameter is given as SD(x). 

 PBE PBE+MBDa RPA 

rstart 350 302 302 

rend 600 600 600 

req 403 335 346 

Eeq
 -2.2 -15.0 -11.4 

Epsilon 2.6 15.4 11.4 

Sigma 348 279 291 

a 9.0 7.6 8.0 

b 5.0 3.9 4.0 

SD(Epsilon) 0.0 3.0 0.1 

SD(Sigma) 0.5 1.0 0.6 

SD(a) - 0.7 - 

SD(b) - 0.2 - 

aa and b were also fitted 
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Fitting parameters are presented in Table S4.2 for ethane on the Pt(111) surface for PBE, 

PBE+MBD, and RPA.   

 

Table S4.2. Fitting parameters for PBE, PBE+MBD, and RPA for modified Lennard-Jones 

potential according to Eq. (1) in the main paper for C2H6/Pt(111). The first and last points used 

for the fitting are given as rstart and rend (in pm). The ε and σ parameters are from the standard 

Lennard-Jones Potential, while we modify a and b ourselves. We give the equilibrium distance 

req (in pm) and equilibrium energy Eeq (in kJ mol-1). The standard deviation for the fitting of a 

parameter is given as SD(x). 

 PBE PBE+MBD RPA 

rstart 325 301 325 

rend 500 475 550 

req 372 321 360 

Eeq
 -4.1 -29.7 -20.6 

Epsilon 4.1 35.6 34.7 

Sigma 328 273 294 

a 11 8 6 

b 5.5 4.5 4 

SD(Epsilon) 0.1 0.3 0.2 

SD(Sigma) 0.5 0.7 0.7 
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Fitting parameters are presented in Table S4.3 for propane on the Pt(111) surface for PBE, 

PBE+MBD, and RPA.   

 

Table S4.3. Fitting parameters for PBE, PBE+MBD, and RPA for modified Lennard-Jones 

potential according to Eq. (1) in the main paper for C3H8/Pt(111). The first and last points used 

for the fitting are given as rstart and rend (in pm). The ε and σ parameters are from the standard 

Lennard-Jones Potential, while we modify a and b ourselves. We give the equilibrium distance 

req (in pm) and equilibrium energy Eeq (in kJ mol-1). The standard deviation for the fitting of a 

parameter is given as SD(x). 

 PBE PBE+MBDa RPA 

rstart 325 301 325 

rend 525 600 550 

req 370 322 356 

Eeq
 -6.9 -47.2 -30.1 

Epsilon 11.6 57.1 50.7 

Sigma 323 273 291 

a 9.0 7.9 6.0 

b 6.0 4.5 4.0 

SD(Epsilon) 0.1 7.8 0.3 

SD(Sigma) 0.3 0.7 0.8 

SD(a) - 0.4 - 

SD(b) - 0.1 - 

aa and b were also fitted 
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Fitting parameters are presented in Table S4.4 for n-butane on the Pt(111) surface for PBE, 

PBE+MBD, and RPA.   

 

Table S4.4. Fitting parameters for PBE, PBE+MBD, and RPA for modified Lennard-Jones 

potential according to Eq. (1) in the main paper for C4H10/Pt(111). The first and last points 

used for the fitting are given as rstart and rend (in pm). The ε and σ parameters are from the 

standard Lennard-Jones Potential, while we modify a and b ourselves. We give the equilibrium 

distance req (in pm) and equilibrium energy Eeq (in kJ mol-1). The standard deviation for the 

fitting of a parameter is given as SD(x). 

 PBE PBE+MBDa RPA 

rstart 326 281 326 

rend 601 526 601 

req 369 323 357 

Eeq
 -9.4 -63.0 -40.6 

Epsilon 10.9 199.0 68.6 

Sigma 323 271 291 

a 10.0 6.3 6.0 

b 5.5 5.1 4.0 

SD(Epsilon) 0.1 279.9 0.3 

SD(Sigma) 0.3 0.3 0.5 

SD(a) - 1.0 - 

SD(b) - 0.7 - 

aa and b were also fitted 

 

 

Using the above parameters, we show the fitted of the modified Lennard-Jones potential to 

the RPA curves for methane, propane, and n-butane in Figures S4.1-S4.4, below. The for 

methane is not as good as the other alkanes, so we instead take the minimum point, assuming 

that this is close to equilibrium.  
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Figure S4.1. Adsorption energy ΔEads against platinum-carbon distance r(Pt-C) for methane 

using RPA and a modified Lennard-Jones potential. 

 

 

Figure S4.2. Adsorption energy ΔEads against platinum-carbon distance r(Pt-C) for propane 

using RPA and a modified Lennard-Jones potential. 
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Figure S4.3. Adsorption energy ΔEads against platinum-carbon distance r(Pt-C) for n-butane 

using RPA and a modified Lennard-Jones potential. 

 

 

 

S4.2 Hybrid Approach Fitting 

Fitting parameters are presented in Table S4.5 for methane on the Pt(111) surface with the 

RPA:PBE(+D) hybrid. The fitted data is given in Chapter 2. 
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Table S4.5. Fitting parameters for RPA:PBE(+D) for modified Lennard-Jones potential 

according to Eq. (1) in the main paper for CH4/Pt(111). The first and last points used for the 

fitting are given as rstart and rend (in pm). The ε and σ parameters are from the standard Lennard-

Jones Potential; a and b are also free variables. We give the equilibrium distance req (in pm) 

and equilibrium energy Eeq (in kJ mol-1). The standard deviation for the fitting of a parameter 

is given as SD(x). 

 PBE D2 D3 dDsC MBD 

rstart 350 325 325 325 325 

rend 500 550 550 550 550 

req 369 358 360 359 371 

Eeq
 -14.4 -17.6 -18.4 -18.9 -15.9 

Epsilon 7.0 7.7 7.4 7.2 6.4 

Sigma 306 300 302 306 306 

a 10.5 12.0 12.9 14.8 11.9 

b 2.3 2.1 1.8 1.8 1.7 

SD(Epsilon) 0.8 0.5 0.3 0.7 0.3 

SD(Sigma) 3.9 1.8 1.4 3.8 1.0 

SD(a) 1.6 1.2 1.0 3.5 0.9 

SD(b) 0.2 0.1 0.1 0.2 0.1 

 

Fitting parameters are presented in Table S4.6 for methane on the Pt(111) surface with the 

RPA:PBE(+D) hybrid. 

 

Table S4.6. Fitting parameters for RPA:PBE(+D) for modified Lennard-Jones potential 

according to Eq. (1) in the main paper for C2H6/Pt(111). The first and last points used for the 

fitting are given as rstart and rend (in pm). The ε and σ parameters are from the standard Lennard-

Jones Potential; a and b are also free variables. We give the equilibrium distance req (in pm) 

and equilibrium energy Eeq (in kJ mol-1). The standard deviation for the fitting of a parameter 

is given as SD(x). 

 PBE D2 D3 dDsC MBD 

rstart 326 326 326 326 326 

rend 575 525 575 550 525 

req 386 367 374 371 381 

Eeq
 -17.8 -30.0 -29.2 -33.7 -24.9 

Epsilon 14.3 15.9 12.7 13.8 15.0 

Sigma 316 281 298 308 302 

a 7.5 6.9 9.5 12.1 7.4 

b 3.1 1.7 1.6 1.8 2.2 

SD(Epsilon) 2.3 2.4 0.8 2.3 1.9 

SD(Sigma) 0.5 3.3 1.9 3.8 1.0 

SD(a) 0.6 1.0 0.9 3.3 0.7 

SD(b) 0.2 0.2 0.1 0.3 0.2 
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S5 Modelling Dispersion with PBE and SCAN 

S5.1 Models 

Primitive fcc unit cells were used for all Pt bulk calculations. The “repeated slab” model for the 

asymmetric slab models were produced by cutting a PBE-optimised bulk cell along the (111) 

plane (cf. Ref. 11 for details). Of the four Pt layers, the bottom two were frozen in place to 

simulate the bulk, with the remaining free to move. A (√3x√3)R30° cell was used, 

corresponding to a coverage of 1/3 ML, where one monolayer (ML) is defined as one adsorbed 

molecule per surface Pt atom. The vacuum height, as defined in Figure 1, between repeated 

surface images is 14 Å.  

Isolated methane molecules were modelled using cubic cells (203 Å3) to avoid image 

interactions, unless otherwise indicated.  

 

S5.2 Computational Details 

The calculations were performed using the projector-augmented wave (PAW) method,2,3 as 

implemented in the Vienna ab initio simulation package (VASP).4  

The PAW pseudopotential used to describe the electron-ion interaction for Pt includes the 

4f electrons resulting in 10 valence electrons: [Xe,4f14]5d96s1. Two partial waves were used 

for each orbital and their cut-off radius was 2.5 au for both the 5d and 6s states. For carbon, 

4 ([He]2s22p4) valence electrons were considered. The partial wave cut-off radii were 1.2 and 

1.5 au for 2s and 2p, respectively. For the 1s orbital of hydrogen, a partial wave cut-off radius 

of 1.1 au was used. These pseudopotentials were used for all structural optimisations.  

The PBE6,7 and SCAN18 density functionals have been used, where the presence of a 

dispersion correction D is denoted by “functional”+D. The Grimme D219 and Tkatchenko’s 

Many-Body Dispersion (MBD)20 were used with PBE, while D2, MBD and rVV1021 corrections 

(using the PBE scaling coefficient for the two former). The non-spherical contributions relating 

to the gradient of the density in the PAW spheres were included when using the SCAN 

functional. 

All structure optimisations, were performed until all forces on relaxed atoms were 

converged to below 0.01 eV Å-1 (0.194 mEh bohr-1), an electronic energy threshold of 1x10-6 

eV, and a plane wave energy cut-off of 400 eV. Calculations on the surface used 6x6x1 k-

point meshes. For all isolated methane interactions, only the -point sampling was performed. 

-centred meshes were used throughout. Calculations involving platinum used 1st order 

Methfessel-Paxton smearing with a smearing width of 0.2 eV, while those on isolated alkanes 

used Gaussian smearing with a smearing width of 0.05 eV. 
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S5.3 Results and Discussion 

We investigated the PBE functional with a selection of dispersion corrections and compared it 

to a meta-GGA functional, SCAN,18 in Table S5.1 for the adsorption of methane in a 

(√3x√3)R30° cell, i.e. at 1/3 ML coverage. These adsorption energies from the optimised 

structures conveniently shows the necessity of dispersion corrections, with the PBE functional 

failing to predict any binding for methane on the Pt(111) surface. The D2 dispersion correction 

predicts binding but, as has been found previously, it overbinds,22 significantly so for metals.23  

 

Table S5.1. Adsorption energy ΔEads of CH4 on Pt(111) for a GGA and meta-GGA functional 

with different dispersion corrections. The height of the carbon atom above the Pt plane r(C-

Pt) is also shown. Calculations performed on a 4-layered (√3x√3)R30° cell (1/3 ML); a plane 

wave energy cut-off Ecut-off of 400 eV, 6x6x1 k-mesh, and a 14 Å vacuum height were used. 

 ΔEads / kJ mol-1  r(C-Pt) / pm  

Dispersion correction PBE SCAN PBE SCAN 

None -1.84 -12.3 385 336 

D2 -52.9 -72.0* 303 297 

MBD -16.9 -23.7* 339 321 

rVV10 - -31.2 - 334 

*using PBE parameter 

 

These introductory results allow us to compare to the SCAN functional, which also requires 

dispersion corrections to account for the dispersion interaction. However, we found that the 

SCAN functional does attribute a certain degree of binding methane to the Pt(111) surface, in 

contrast to PBE. This implies that, like M06, it accounts for the mid-range dispersion 

correction.24 In fact, if dispersion corrections are used, this does not offer any improvement, 

instead significantly overestimating the adsorption energy. This is to be expected for D2, which 

normally performs poorly for metals but not for MBD, which might be expected to perform 

better. It is expected tahat this is due to it having been calibrated for PBE, rather than SCAN 

(cf. s6 in Eq. 11 of Ref. 19). However, this cannot account for the poor description when using 

SCAN+rVV10, it having been specifically calibrated for use with this functional.21 It seems that 

the range-separation parameter β (Eq. 7  of Ref. 25) for SCAN must be quite similar to that of 

PBE given that which would be optimal for SCAN, as SCAN+MBD performs the best of the 

SCAN dispersion corrections investigated. It is worth noting that the C-Pt height (i.e. the 

structure of the adsorbed system) varies significantly here, depending on the dispersion 

correction and functional used. 
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Summary 

In this work, we have applied quantum chemistry to study dispersive adsorption on metal 

surfaces. This has been done with the test systems of the C1-C4 n-alkanes adsorbing on the 

Pt(111) surface, where good experimental data was available. We have corrected the energies 

for thermal contributions and zero point vibrational energies to enable direct comparison 

between experiment and theory. We have performed fully converged RPA calculations for the 

C1-C4 n-alkanes on Pt(111) (i.e. methane, ethane, propane, and n-butane), complete with 

potential energy surfaces. RPA consistently outperform DFT+D, though RPA’s high cost must 

not be overlooked. To this end, we have developed a more affordable QM:QM hybrid approach 

based on RPA, which matches RPA in quality while at a significantly reduced cost. This work 

has successfully applied RPA to metals and achieved chemical accuracy (±4 kJ mol-1) for 

methane and ethane on the Pt(111) surface. RPA has been found to be an appropriate method 

to apply to the study of adsorption on metals, while the hybrid approach develops application 

of post-HF methods to metal surfaces.  

 

In Chapter 1, “Adsorption of CH4 on the Pt(111) Surface: Random Phase Approximation 

Compared to Density Functional Theory”, RPA was benchmarked with respect to technical 

parameters for the adsorption of methane on the Pt(111) surface. This was tested with respect 

to the plane wave energy cutoff, k-point mesh, vacuum height, and number of platinum layers 

and validates the adsorption energies. This was compared against experimental adsorption 

energies which have been corrected for thermal enthalpic and Zero Point Vibrational Energy 

(ZPVE) contributions. Experiment and theory were directly compared at identical coverages 

by analysing experimental data and selecting appropriate cells for calculation. The RPA 

adsorption energies were found to match the experimental energy to within 2.2 ± 2.1 kJ mol−1 

at saturated experimental coverage ((√3×√3)R30° surface cell, which corresponds to 1 

methane molecule per 3 surface atoms). Additionally, it was possible to distinguish between 

two adsorption structures, the top monopod and the hcp (hexagonal close packed) tripod. 

These were predicted to have similar adsorption energies by PBE+MBD and PBE+dDsC, to 

the extent that each method predicted a different minimum.  RPA found the hcp tripod to be 

the lower energy site, by at least 5 kJ mol-1, and this was corroborated by experiment. RPA 

was confirmed to accurately describe adsorption when dispersion is the main component.  

 

In Chapter 2, “Hybrid RPA and DFT: Embedding for Adsorption on Pt(111)”, RPA was used 

in tandem with PBE (with and without dispersion corrections, +D), to develop a hybrid QM:QM 

approach with RPA as the high-level method and PBE(+D) as the low-level method. The hybrid 

with PBE, RPA:PBE was found to offer a significantly improved description of the relative to 
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PBE+MBD (the best performing DFT+D method), indicating longer platinum-alkane distances 

and a slight underbinding. The produced potential energy surface matches well to selected 

points following from the work of Chapter 1, reproducing RPA values for methane on Pt(111) 

almost exactly. This indicates that the RPA:PBE adsorption energies calculated for ethane 

adsorbed on Pt(111) should lie close to those of periodic RPA, were such a calculation 

affordable. RPA:PBE+MBD was found to lie very close to experiment, reproducing experiment 

to within chemical accuracy 0.4 and 2.3 kJ mol-1 for methane and ethane, respectively. 

Qualitative adsorption of CO on Pt(111) was also described, with the experimental top site 

correctly assigned by hybrid RPA:PBE. The hybrid approach applied to metals developed here 

indicates that RPA is readily applicable to metals and so it is expected that other post-HF 

methods will be too, in the near future.  

 

In Chapter 3 of this work, “A Study of Dispersion: Alkanes on the Pt(111) Surface using 

DFT and RPA”, more extensive comparison was made between DFT and RPA. Both DFT+D 

and vdW density functionals were tested for the C1-C4 n-alkanes. RPA was applied using a 

lower-scaling algorithm, which enabled the study of larger systems and hence sparser 

coverages. The experimental adsorption energies were corrected for thermal and ZPVE 

contributions for all four alkanes, at experimentally relevant coverages. RPA potential energy 

surfaces were produced, with the minimum point obtained by fitting to modified Lennard-Jones 

type potentials. This indicated a slight underbinding of RPA relative to experimental energies 

and provided platinum-alkane distances as benchmarks, due to the lack of suitable 

experimental reference. Optimised DFT+D and vdW density functional structures were then 

compared. DFT+D was found to consistently overbind relative to experiment and 

underestimated the RPA distance between alkane molecules and the platinum surface. This 

varied greatly from the PBE+D2 being completely unphysical to the PBE+MBD being 

qualitative. The vdW density functionals, on the other hand, were found to be far less 

consistent than DFT+D. Functionals based on vdW-DF2 (itself, optB88-vdW, and optPBE-

vdW) overbound, while predicting platinum-alkane distances relatively close to that of RPA. 

BEEF-vdW underbound relative to experiment, giving similar values to RPA, while significantly 

overestimating the platinum-alkane distances. SCAN+rVV10 both significantly overbound and 

underestimated the platinum-alkane distances. No DFT+D or vdW-functional was found to 

perform consistently well on both parameters. RPA was found to be the best method to apply 

to such systems and was taken as a future benchmark.  

 

The application of RPA, a post-HF method to metal surfaces is significant. It enables high 

accuracy calculations to be performed for the first time. The release of newer, faster 

algorithms, has opened up the field to the study of large cells previously completely 
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inaccessible at this level of accuracy. The hybrid approach offers this accuracy at lower cost 

but we also expect that other post-HF methods, such as CCSD(T), will soon be applicable. 

This will open up the field to accurately study metal surfaces and reactions on them for the 

first time and provide a suitable complement to already highly-accurate experiment.  
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Appendix 1. Theory of the Random Phase Approximation 

1. Introduction 

The Random Phase Approximation (RPA) originated in the early days of electronic structure 

theory and was first applied to describe the free electron gas, and metals shortly thereafter.1-

4 The idea was that, with interacting particles, the motion of the individual particles is 

essentially random, such that, with sufficiently many particles interacting, the relative phase of 

their individual motion averages out to zero.2 This is the Random Phase Approximation. The 

cancellation of local terms results in only long-range, collective oscillations in the electron 

density, i.e. plasmonic oscillations. With the passing decades, it has also become possible to 

consider RPA from the point of view of Time-Dependent Density Functional Theory (TD-DFT), 

the Coupled Cluster Approximation, and Many-Body Perturbation Theory (MBPT). The 

correlation energy is derived from the Adiabatic Connection Fluctuation-Dissipation Theorem 

(ACFDT), and this shall be discussed first.  

 

N.B. This summary is intended to show the relation between various different methods and 

RPA, so certain details have been omitted from the derivation. For more in depth analysis of 

the theory, we recommend the following literature,5-16 specifically the reviews of Furche and 

co-workers,7 and Scheffler and co-workers,9 or the articles of Furche,6 and Fuchs and co-

workers for details of the theory.5   

 

2.1 RPA 

The adiabatic connection takes the ground state as non-interacting particles and then turn on 

the interaction via a coupling strength parameter 𝜆 scaling the non-interacting (𝜆 = 0) to the 

fully-interacting (𝜆 = 1) system.7 The correlation energy 𝐸𝐶 may then be expressed by an 

integral over the coupling strength 

𝐸𝐶[𝜌] = ∫ 𝑑𝜆

1

0

𝑊𝐶
𝜆[𝜌] 

(1) 

𝑊𝐶
𝜆 is the difference between the potential energy of the electron interaction 

𝑊𝐶
𝜆[𝜌] = ⟨Ψ0

𝜆[𝜌]|�̂�𝑒𝑒|Ψ0
𝜆[𝜌]⟩ − ⟨Φ0[𝜌]|�̂�𝑒𝑒|Φ0[𝜌]⟩ 

(2) 

where �̂�𝑒𝑒 is the electron-electron interaction operator, |Ψ0
𝜆⟩ is the interacting, ground-state 

system, while |Ψ0
𝜆⟩|𝜆=0 = |Φ0⟩, i.e. the Kohn-Sham (KS), ground-state determinant. 

 

𝑊𝐶
𝜆 may then be expressed in terms of fluctuations in the density7 
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𝑊𝐶
𝜆 =

⟨Ψ0
𝜆|Δ�̂�(𝒓𝟏)Δ�̂�(𝒓𝟐)|Ψ0

𝜆⟩ − ⟨Φ0|Δ�̂�(𝒓𝟏)Δ�̂�(𝒓𝟐)|Φ0⟩

|𝒓𝟏 − 𝒓𝟐|
 

(3) 

where 1/|𝒓𝟏 − 𝒓𝟐| is the Coulomb potential and Δ�̂�(𝒓) is the density fluctuation defined as the 

difference between the one-electron density operator �̂�(𝒓) and the electron density 𝜌(𝒓) 

Δ�̂�(𝒓) = �̂�(𝒓) − 𝜌(𝒓) 

(4) 

The density fluctuation operators may then be given in terms of the one-particle transition 

densities 𝜌0𝑛
𝜆 (𝑥) 

⟨Ψ0
𝜆|Δ�̂�(𝒓𝟏)Δ�̂�(𝒓𝟐)|Ψ0

𝜆⟩ = ∑ 𝜌0𝑛
𝜆 (𝒓𝟏)𝜌0𝑛

𝜆 (𝒓𝟐)

𝑛≠0

 

(5) 

which, in terms of frequency 𝜔 and the interacting density-density response function 𝜒𝜆 is 

⟨Ψ0
𝜆|Δ�̂�(𝒓𝟏)Δ�̂�(𝒓𝟐)|Ψ0

𝜆⟩ = − ∫
𝑑𝜔

𝜋

∞

0

𝜒𝜆(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) 

(6) 

The connection between 𝜒𝜆 and the one-particle transition densities is made by its spectral or 

Lehmann representation17 

𝜒𝜆(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) = − ∑ (
𝜌0𝑛

𝜆 (𝒓𝟏)𝜌0𝑛
𝜆 (𝒓𝟐)

Ω0𝑛
𝜆 − 𝜔 − 𝑖𝜂

+
𝜌0𝑛

𝜆 (𝒓𝟏)𝜌0𝑛
𝜆 (𝒓𝟐)

Ω0𝑛
𝜆 + 𝜔 + 𝑖𝜂

)

𝑛≠0

 

(7) 

where Ω0𝑛
𝜆  is an excitation energy, and 𝑖𝜂 is a small contour distortion to make 𝜒𝜆 analytical in 

the upper complex plane. 

 

Combining Eq. (3), (5), and (7) allows the expression of the correlation energy as  

𝐸𝐶[𝜌] = −
1

2
∫ 𝑑𝜆

1

0

∫
𝑑𝜔

𝜋

∞

0

∫ 𝑑𝒓𝟏𝑑𝒓𝟐

𝜒𝜆(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) − 𝜒0(𝑖𝜔, 𝒓𝟏, 𝒓𝟐)

|𝒓𝟏 − 𝒓𝟐|
  

(8a) 

or  

𝐸𝐶[𝜌] = −
1

2
∫ 𝑑𝜆

1

0

∫
𝑑𝜔

𝜋

∞

0

Tr{𝜈[ 𝜒𝜆(𝑖𝜔) − 𝜒0(𝑖𝜔)]} 

(8b) 

where 𝜒0 is the KS density-density response function,  𝜈 is the Coulomb potential (1/|𝒓𝟏 − 𝒓𝟐|) 

and the trace is defined as5 
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Tr{A(𝑖𝜔)B(𝑖𝜔)} = ∫ 𝑑3𝒓𝟏𝑑3𝒓𝟐 A(𝑖𝜔, 𝒓𝟏, 𝒓𝟐)B(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) 

(9) 

𝜒0 is rarely expressed in molecular calculations but it is relatively easy to express under 

periodic conditions, such as the Adler-Wiser formula typically used12,18 

 

𝜒0,𝐆𝐆′(𝑖𝜔, 𝐪) =
1

𝑉
∑ 2g𝐤(𝑓𝑛′𝐤+𝐪 − 𝑓𝑛𝐤)

𝑛𝑛′𝐤

⟨𝜓𝑛′𝐤+𝐪 |𝑒𝑖(𝐪+𝐆)𝐫|𝜓𝑛𝐤⟩⟨𝜓𝑛𝐤 |𝑒−𝑖(𝐪+𝐆′)𝐫′
|𝜓𝑛′𝐤+𝐪⟩

𝜖𝑛′𝐤+𝐪 − 𝜖𝑛𝐤 − 𝑖𝜔
  

(10) 

where 𝐆 is the reciprocal lattice vector, g𝐤 are the k-point weights, 𝑓𝑛𝐤, 𝜓𝑛𝐤, and 𝜖𝑛𝐤 are the 

occupancies, KS one-electron orbitals, and the energies of state 𝑛, respectively, and 𝐤 and 𝐪 

are crystal momentum vectors within the first Brillouin zone within the cell of volume 𝑉.  

 

Alternatively, it may be expressed from Green’s functions 𝐺0 for the O(N3) RPA algorithm.10,11 

Eq. (11) is valid for all coupling strength, but we choose to express it for the non-interacting, 

KS system here for the sake of consistency. 

𝜒0(𝑖𝜏, 𝒓𝟏, 𝒓𝟐) = −𝐺0(𝑖𝜏, 𝒓𝟏, 𝒓𝟐)𝐺0
∗(−𝑖𝜏, 𝒓𝟐, 𝒓𝟏) 

(11) 

where 𝑖𝜏 indicates that it is over imaginary time and the 𝒓 indicates that it is over real space. 

N.B. several Fourier transformations and other steps must be taken to express in the terms 

used in Eq. (8a), cf. Ref. 10 for details.  

 

The interacting response function 𝜒𝜆 may be expressed in terms of the non-interacting  𝜒0 via 

the Dyson equation5 

𝜒𝜆(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) = 𝜒0(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) + ∫ 𝑑3𝒓𝟏
′ 𝑑3𝒓𝟐

′ 𝜒0(𝑖𝜔, 𝒓𝟏, 𝒓𝟏
′ )𝐾ℎ𝑥𝑐

𝜆 (𝑖𝜔, 𝒓𝟏
′ , 𝒓𝟐

′ )𝜒𝜆(𝑖𝜔, 𝒓𝟐
′ , 𝒓𝟐) 

(12) 

where 𝐾ℎ𝑥𝑐
𝜆 (𝑖𝜔, 𝒓𝟏, 𝒓𝟐) = 𝜆𝜈(𝒓𝟏, 𝒓𝟐) + 𝑓𝑥𝑐

𝜆 (𝑖𝜔, 𝒓𝟏, 𝒓𝟐) and 𝑓𝑥𝑐
𝜆  is the exchange-correlation kernel 

at coupling strength 𝜆; in RPA, 𝑓𝑥𝑐
𝜆 = 0.  

 

By inserting Eq. (12) in Eq. (8b) and integrating over 𝜆, we obtain a closed expression for the 

correlation energy5 

𝐸𝐶[𝜌] = ∫
𝑑𝜔

2𝜋

∞

0

Tr{ln[1 − 𝜒0(𝑖𝜔)𝜈] + 𝜒0(𝑖𝜔)𝜈} 

(13) 
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and thus, the correlation energy may be obtained from 𝜒0. This completes the ACFDT 

derivation of RPA.  

 

2.2 TD-DFT 

Time-Dependent Density Functional Theory (TD-DFT) is a common method for calculating the 

excitation energies and transition properties of molecules. This somewhat more familiar 

approach may be used to express RPA. We have previously seen that TD-DFT may be 

expressed as RPA if 𝑓𝑥𝑐
𝜆 = 0. We may derive excitation energies from the familiar eigenvalue 

equation6 

Λ|𝑋𝑛, 𝑌𝑛⟩ = Ω𝑛Δ|𝑋𝑛, 𝑌𝑛⟩ 

(14) 

where 𝑋𝑛 and 𝑌𝑛 are the eigenvectors with corresponding eigenvalues Ω𝑛 and  

Λ = (
𝐴 𝐵
𝐵 𝐴

) 

(15a) 

Δ = (
1 0
0 −1

) 

(15b) 

and the orbital rotation Hessians define 𝐴 and 𝐵 

(𝐴 + 𝐵)𝑖𝑎,𝑗𝑏 = (𝜖𝑎 − 𝜖𝑖)𝛿𝑖𝑗𝛿𝑎𝑏 + 2𝜆⟨𝑖𝑗||𝑎𝑏⟩ + (𝑓𝑥𝑐
𝜆 )

𝑖𝑎,𝑗𝑏
 

(16a) 

(𝐴 − 𝐵)𝑖𝑎,𝑗𝑏 = (𝜖𝑎 − 𝜖𝑖)𝛿𝑖𝑗𝛿𝑎𝑏 

(16b) 

where 𝜖𝑝 are orbital energies, 𝑖 and 𝑗 are occupied molecular orbitals, 𝑎 and 𝑏 are virtual 

molecular orbitals, and ⟨𝑝𝑞||𝑟𝑠⟩ is the standard two-electron integral. N.B. we have omitted 𝜆 

from the eigenvectors and operators for the sake of clarity. In this thesis, we have used only 

direct RPA. This may be obtained by removing the exchange terms from the two-electron 

integral (i.e. ⟨𝑝𝑞||𝑟𝑠⟩ → ⟨𝑝𝑞|𝑟𝑠⟩).  

 

The transition densities given in Eq. (5) may be written in terms of 𝐗 and 𝐘, linking the 

excitation energy equation to RPA 

𝜌0𝑛
𝜆 (𝒓𝟏) = ∑(𝑋𝑛 + 𝑌𝑛)𝑖𝑎𝜓𝑖(𝒓𝟏)𝜓𝑎(𝒓𝟏)

𝑖𝑎

 

(17)  

where 𝜓𝑝(𝒓𝟏) is a ground-state KS molecular orbital. 
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Using Eq. (1), (3), (5), and (17) the correlation energy may be written as 

𝐸𝐶 = ∫ 𝑑𝜆

1

0

∑⟨𝑖𝑗||𝑎𝑏⟩

𝑖𝑎𝑗𝑏

(∑(𝑋𝑛 + 𝑌𝑛)𝑖𝑎(𝑋𝑛 + 𝑌𝑛)𝑗𝑏 − 𝛿𝑖𝑗𝛿𝑎𝑏

𝑛≠0

) 

(18) 

 

An alternative expression for the correlation energy may also be obtained. Firstly, the 

excitation energies must first be obtained 

Ω𝑛 = ⟨𝑋𝑛, 𝑌𝑛|Λ|𝑋𝑛, 𝑌𝑛⟩ 

(19) 

And their derivative with respect to the coupling constant obtained via the Hellmann-Feynman 

theorem 

𝑑Ω𝑛

𝑑𝜆
= ⟨𝑋𝑛, 𝑌𝑛|

𝑑Λ
𝑑𝜆 |𝑋𝑛 , 𝑌𝑛⟩ 

(20a) 

or 

𝑑Ω𝑛

𝑑𝜆
= ∑(𝑋𝑛 + 𝑌𝑛)𝑖𝑎⟨𝑖𝑗||𝑎𝑏⟩(𝑋𝑛 + 𝑌𝑛)𝑗𝑏

𝑖𝑎𝑗𝑏

 

(20b) 

Quick comparison with Eq. (18) shows obvious similarities and the correlation energy may 

also be obtained, with Eq. (1), (3), and (5) leading to6 

𝐸𝐶 =
1

2
∫ 𝑑𝜆

1

0

∑ (
𝑑Ω𝑛

𝑑𝜆
−

𝑑Ω𝑛

𝑑𝜆
|

𝜆=0
 )

𝑛

 

(21) 

which is readily integrated to  

𝐸𝐶 =
1

2
∑(Ω𝑛 − Ω𝑛

D )

𝑛

 

(22) 

where Ω𝑛
D is the sum of the zero Ω𝑛

(0)
 and first order 

𝑑Ω𝑛

𝑑𝜆
|

𝜆=0
 RPA excitation energies 

Ω𝑛
D = Ω𝑛

(0)
−

𝑑Ω𝑛

𝑑𝜆
|

𝜆=0
 

(23) 

N.B. Eq. (22) resembles the expression for the harmonic oscillator. 

 

TD-DFT may thus express the RPA correlation energy via transition densities, cf. Eq. (17) and 

(18), or excitation energies, cf. Eq. (22). 
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2.3 Plasmons 

The work of Furche links the TD-DFT expressions back to the original plasmonic formulation, 

where electronic zero point vibration energies (ZPVE) may be expressed6 

ZPVE =
1

2
∑ Ω𝑛

𝑛

 

(24) 

This is also the equation for the trace. Keeping this in mind, the first order approximation to 

RPA Ω𝑛
D, may be expressed in similar terms 

ZPVED =
1

2
∑ Ω𝑛

𝐷

𝑛

=
1

2
Tr[𝐴] 

(25) 

The eigenvalues of 𝐴 correspond to the Tamm-Dancoff approximation to the RPA excitation 

at full coupling. Thus, as ZPVED = ZPVETDA, Eq. (22) becomes 

𝐸𝐶 =
1

2
∑(Ω𝑛 − Ω𝑛

TDA )

𝑛

=
1

2
Tr[𝛀 − 𝐀] 

(26) 

This expresses the RPA correlation energy as the electronic ZPVE difference between 

correlated (RPA) and uncorrelated (TDA) harmonic oscillators, i.e. a difference between an 

interacting, plasmonic system and a non-interacting KS system.  

 

2.4 Coupled Cluster 

A link between coupled cluster and RPA was long suspected, having been indicated 

numerically by Freeman.19 This work suggested that RPA was equivalent to ring Coupled 

Cluster Doubles (rCCD), though this was not proven until relatively recently.15,16 A similar 

starting point to TD-DFT is taken, with the eigenvalue equation expressed equivalently to Eq. 

(14) in Eq. (27) 

(
   𝐀    𝐁
−𝐁 −𝐀

) (
𝐗
𝐘

) = (
𝐗
𝐘

) 𝛀 

(27) 

where 

(𝐴)𝑖𝑎,𝑗𝑏 = (𝜖𝑎 − 𝜖𝑖)𝛿𝑖𝑗𝛿𝑎𝑏 + ⟨𝑖𝑏||𝑎𝑗⟩  

(28a) 

𝐵𝑖𝑎,𝑗𝑏 = ⟨𝑖𝑗||𝑎𝑏⟩  

(28b) 

Analogy with coupled cluster equations is then taken. The rCCD correlation energy is  
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𝐸𝐶 =
1

2
∑⟨𝑖𝑗||𝑎𝑏⟩

𝑛

𝑡𝑖𝑗
𝑎𝑏 

(29) 

and the rCCD amplitude equation 

0 = 〈𝑖𝑗||𝑎𝑏〉 + (𝜖𝑎 + 𝜖𝑏 − 𝜖𝑖 − 𝜖𝑗)𝑡𝑖𝑗
𝑎𝑏 + 〈𝑖𝑐||𝑎𝑘〉𝑡𝑘𝑗

𝑐𝑏 + 𝑡𝑖𝑘
𝑎𝑐〈𝑗𝑐||𝑏𝑙〉 + 𝑡𝑖𝑘

𝑎𝑐〈𝑘𝑙||𝑐𝑑〉𝑡𝑖𝑗
𝑑𝑏 

(30) 

These are presented diagrammatically in Figure 1. 

 

Figure 1. Amplitude diagrams for rCCD. The algebraic form for rCCD (a) and direct rCCD 

(drCCD) (b) are presented beneath the corresponding diagrams. 

 

Defining 𝑡𝑖𝑗
𝑎𝑏 = 𝑇𝑖𝑎,𝑗𝑏, Eq. (30) may be written: 

𝐁 + 𝐀𝐓 + 𝐓𝐀 + 𝐓𝐁𝐓 = 𝟎 

(31) 

Also known as the Riccati equation. The rCCD and direct rCCD (drCCD) correlation energy, 

cf. Eq. (29), may now be expressed 

𝐸𝐶
rCCD =

1

4
Tr{𝐁𝐓} 

(32a) 

𝐸𝐶
drCCD =

1

2
Tr{𝐁𝐓} 

(32b) 

Multiplying Eq. (27) from the right by 𝐗−𝟏 results in 

(
   𝐀    𝐁
−𝐁 −𝐀

) (
1
𝐓

) = (
1
𝐓

) 𝐑 

(33) 

where 𝐓 = 𝐘𝐗−𝟏 and 𝐑 = 𝐗𝛀𝐗−𝟏. 
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Multiplying Eq. (33) from the left by (𝐓 −1) returns Eq. (31). Expanding the first row of Eq. 

(33) results in  

𝐀 + 𝐁𝐓 = 𝐑 

(34) 

Linking Eq. (32a) and (32b) to Eq. (29) 

Tr[𝐁𝐓] = Tr[𝐑 − 𝐀] = Tr[𝛀 − 𝐀] 

(35) 

2.5 MBPT 

The link between TD-DFT and Many-Body Perturbation Theory (MBPT) is murky. Expressing 

RPA in terms of TD-DFT provides clarity to this link.5  This link begins by expressing RPA in a 

GW-like way. Similarly to Eq. (10), the response function may be expressed in terms of 

Green’s functions 

𝜒0(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) = 2 ∫
𝑑𝜔

2𝜋
𝐺0(𝑖𝜔 + 𝑖𝜔′, 𝒓𝟏, 𝒓𝟐)𝐺0(𝑖𝜔′, 𝒓𝟐, 𝒓𝟏) 

(36) 

where  

𝐺0(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) = ∑
𝜓𝑗(𝒓𝟏)𝜓𝑗

∗(𝒓𝟐)

𝑖𝜔 − 𝜖𝑗
𝑗

 

(37) 

Inserting Eq. (36) into Eq. (8b) gives 

𝐸𝐶[𝜌] = ∫
𝑑𝜆

𝜆

1

0

∫
𝑑𝜔

𝜋

∞

0

Tr{Σ𝑐
𝜆(𝑖𝜔)𝐺0(𝑖𝜔)} 

(38) 

where the effective self-energy Σ𝑐
𝜆 is defined 

Σ𝐶
𝜆(𝑖𝜔, 𝒓𝟏, 𝒓𝟐) = − ∫

𝑑𝜔

𝜋

∞

0

𝐺0(𝑖𝜔 + 𝑖𝜔′, 𝒓𝟏, 𝒓𝟐)𝑊𝜆(𝑖𝜔′, 𝒓𝟏, 𝒓𝟐) 

(39) 

where the screened Coulomb interaction 𝑊𝜆 and dielectric function 𝜀𝜆 are 

𝑊𝜆(𝑖𝜔) = 𝜆[𝜀𝜆
−1(𝑖𝜔) − 1]𝜈 = 𝜆 [(1 − 𝐾ℎ𝑥𝑐

𝜆 (𝑖𝜔)𝜒0(𝑖𝜔))
−1

− 1] 𝜈 

(40) 

Recalling that 𝑓𝑥𝑐
𝜆 = 0 for RPA, Eq. (38)-(40) may be readily expressed diagrammatically as 

shown in Figure 2a, 2b, and 2c, for the RPA correlation energy, effective self-energy, and 

screened Coulomb interaction, respectively, up to the third term. 
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Figure 2. The direct RPA correlation energy as Goldstone diagrams and algebraically (a), 

where 𝐸𝑖
𝑎 = 𝜖𝑖 − 𝜖𝑎, the effective self-energy as Feynman diagrams and algebraically (b), and 

the screened Coulomb interaction (c).5,9,20 Terms up to third order are shown.  

 

RPA may thus be expressed diagrammatically, and linked to the GW approach. We note that 

the first diagram of the correlation energy is the Coulomb term in MP2.   

 

3. Conclusion 

The Random Phase Approximation has been derived via the ACFDT and connected with TD-

DFT, plasmon oscillations, ring-CCD, and the GW approach, and illustrated diagrammatically. 

These points of view all interlink and are all equivalent, the only difference depending on the 

preference of the reader.  
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Appendix 2. RPA Adsorption Energy Summary for Adsorption on 
Surfaces 

1. Adsorption Energy Tables 

RPA is a computationally expensive method but some calculations on adsorption have been 

performed. A summary of these are presented in Table 1 with experimental reference. 

Additional calculations without experimental reference are presented in Table 2. 

 

Table 1. Literature RPA adsorption energy ΔEads (in kJ mol-1) with experimental adsorption 

energy.a The coverage θ in monolayers (ML), where 1 ML is defined as one adsorbate 

molecule/ atom per adsorption site (per surface atom for metal surfaces), and the temperature 

T (in K) are given. In place of experiment, QMC is given where available.  

System Method Ref. θ / ML T / K ΔHads
 ΔEads

 

CO/Cu(111) Exp. (TREELS) 1 1/4 150 -55.2 -53.9 

 RPA@LDA 2 1/8 - - -34 

 RPA@PBE 2 1/8 - - -33 

  3 1/4b - - -41 

  4 1/4 - - -41 

  5 1/4 - - -24 

 RPA@PBE0 2 1/8 - - -36 

CO/Pt(111) Exp. (SCAC) 6 1/4 300 -125 -123 

 RPA@PBE 5 1/4 - - -131 

  7 1/4c - - -131 

 rALDA 7 1/4c - - -128 

CO/Rh(111) Exp. (EQBM) 8 1/4 477 -139 -135 

 RPA@PBE 3 1/4b - - -139 

  5 1/4 - - -135 

CO/Ir(111) Exp. (TPD) 8 1/4 550 -149 -144 

 RPA@PBE 5 1/4 - - -143 

CO/Pd(111) Exp. (EQBM) 9 1/4 498 -143 -139 

 RPA@PBE 3 1/4b - - -134 

  5 1/4 - - -152 

NO/Pd(111) Exp. (TPD) 9,10 1/4 520 -179 -175 

 RPA@PBE 5 1/4 - - -192 

NO/Pt(111) Exp. (SCAC) 11,12 1/4 300 -114d -112 

 RPA@PBE 5 1/4 - - -128 

O/Ni(111) Exp. (SCAC) 9 1/4 300 -240 -239 

 RPA@PBE 5 1/4 - - -241 

H/Pt(111) Exp. (TEAS) 13 1/4 300 -36 -34 

 RPA@PBE 5 1/4 - - -49 

  14 1 - - -28.3 

H/Ni(111) Exp. (LITD) 9,15 1/4 370 -47 -43 

 RPA@PBE 5 1/4 - - -35 

H2O/Graphene DMC 16 1/4e - - -9.5 
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 RPA 16 1/4e - - -7.9 

H2O/h-BN DMC 17 1/16 - - -9.2 

 LRDMC 17 1/16 - - -10.3 

 RPA@PBE 17 1/16 - - -8.6 

 RPA+GWSE 17 1/16 - - -10.4 

 RPA+GWSE 

+SOSEX 
17 1/16 - - -10.9 

C6H6/Cu(111) Exp. (TPD) 9,18 1/9 225 -68 -66 

 RPA@PBE 19 1/8 - - -64 

  20 0f - - -9 

 RPA+rSE 20 0f - - -30 

C6H6/Ag(111) Exp. (TPD) 9,21 1/9 210 -63 -61 

 RPA@PBE 19 1/8 - - -61 

  20 0f - - -22 

 RPA+rSE 20 0f - - -39 

C6H6/Au(111) Exp. (TPD) 9,22 1/9 230 -72 -70 

 RPA@PBE 19 1/8 - - -62 

  20 0f - - -43 

 RPA+rSE 20 0f - - -56 

C6H6/Pt(111) Exp. (SCAC) 6,9 1/9 300 -164 -162 

 RPA@PBE 19 1/8 - - -168 

CO/MgO(001) Exp. (TPD) 23,24 1/8 60 - -20.6g 

 RPA@PBE 25 1/4 - - -6.9 

 RPAh@PBEh 25 1/4 - - -29.9 

NO/MgO(001) Exp. (TPD) 26 ~0.1 75 -21 -20 

 RPA@PBE 25 1/4 - - 2.8 

 RPAh@PBEh 25 1/4 - - -34.7 

CH4/MgO(001) Exp. (TPD) 27,28 1 47 - -15.0i 

 RPA@PBE 25 1/4 - - -8.4 

 RPAh@PBEh 25 1/4 - - -13.5 

H2O/MgO(001) Exp. (HAS) 24,29 1/8 203 -50.2g -55.8g 

 RPA@PBE 25 1/4 - - -47.5 

 RPAh@PBEh 25 1/4 - - -58.7 

a Adsorption enthalpies ΔHads have been corrected to adsorption energies ΔEads in the scheme 

used by Silbaugh and Campbell, where the +RT term is included, i.e. a finite temperature 

correction.9,30 For TPD, 2RT is added as an activation energy Ea was measured, rather than 

ΔHads.31  
b Corrected from 1/3 ML RPA calculation using DFT.  
c Not explicitly stated. Inferred by close RPA@PBE value to their later 2018 work, Ref. 5, where 

a near-identical energy was obtained for the same system and a coverage was provided.  

d Corrected due to an incorrect reflectivity, see Ref. 12.  

e Corrected with the Hartree-Fock energy from an (8x8) cell, i.e. 1/4 ML (2x2) coverage 

corrected by 1/64 ML coverage.  
f Performed on M22 2-layered clusters.  
g Corrected for direct computational comparison in Ref. 32.  
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h Exchange calculated using self-consistent orbitals, cf. Ref 25.  
i Corrected for direct computational comparison in Ref. 28.    

 

Table 2. Literature computational adsorption energy ΔEads for given systems (kJ mol-1) without 

experimental comparison. Coverage θ in monolayers (ML), where 1 ML is one molecule/ atom 

per surface adsorption site. Papers where RPA calculations were performed but the energies 

were not reported are given at the end of the table. 

System Method Ref. θ / ML ΔEads  / kJ mol-1 

O/CaO(001) RPA@PBE 25 1/4 -56.9 

 RPAh@PBEa 25 1/4 -46.3 

O/Mn(111) RPA@PBE 5 1 -78 

 rALDA 5 1 -73 

H2O/NaCl(001) RPA@PBE 33 1 -37.0 

 RPAh@PBEa 33 1 -43.4 

 RPA+rSE 33 1 -41.5 

 RPA+GWSE 33 1 -39.6 

H2O/Fe(001)b RPA@PBE 34 1/9 -41.8 

N2/Mn(111) RPA@PBE 5 1 72 

 rALDA 5 1 72 

N/Mn(111) RPA@PBE 5 1 -222 

 rALDA 5 1 -222 

CH/Mn(111) RPA@PBE 5 1 346 

 rALDA 5 1 349 

OH/Mn(111) RPA@PBE 5 1 120 

 rALDA 5 1 131 

NO/Mn(111) RPA@PBE 5 1 -93 

 rALDA 5 1 -96 

CO/Mn(111) RPA@PBE 5 1 -14 

 rALDA 5 1 -20 

CO/Sc(111) RPA@PBE 5 1 -58 

 rALDA 5 1 -59 

CO/Ti(111) RPA@PBE 5 1 -74 

 rALDA 5 1 -78 

CO/V(111) RPA@PBE 5 1 -76 

 rALDA 5 1 -82 

CO/Cr(111) RPA@PBE 5 1 -33 

 rALDA 5 1 -37 

CO/Ru(111) RPA@PBE 3 1/4c -136.8 

CO/Ni(111) RPA@PBE 35 1/4 N/Ad 

H/Mn(111) RPA@PBE 5 1 62 

 rALDA 5 1 62 

O2
-/Ca3O2Ru7(001) RPA 36 1/9 -69.5 

N2/Ru(0001) RPA@PBE 35 1/3 N/Ad 

C6H6/Pd(111) RPA@PBE 19 0.125 -166.0 

C6H6/Rh(111) RPA@PBE 19 0.125 -200.7 
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C6H6/Ni(111) RPA@PBE 19 0.125 -140.9 

C6H6/Si(001) RPA@PBE 37 Lowe N/Af 

a Exchange calculated using self-consistent orbitals, cf. Ref 25.  
b H2O dissociates on the Fe(001) surface, hence no experimental reference. See paper for 

reaction pathway using DFT and RPA.  
c Corrected from 1/3 ML RPA calculation using DFT.  
d The paper tested RPA while using GPUs and tested these systems without reporting any 

energies. 
e Extrapolated to slab from cluster.  
f Difference between two structures. At 0 K, when temperature is considered it is not 

meaningful to compare to experiment.   

 

2. Abbreviations 

2.1 Experimental 

TREELS – Time-Resolved Electron Energy Loss Spectroscopy 

SCAC – Single-Crystal Adsorption Calorimetry 

EQBM – Equilibrium Measurements of Coverage versus Temperature and Pressure9 

TPD – Temperature-Programmed Desorption 

TEAS – Thermal Energy Helium Atom Scattering 

LITD – Laser-Induced Thermal Desorption 

HAS – Helium Atom Scattering 

 

2.2 Computational 

RPA@X – Random Phase Approximation using orbitals from X  

DMC – Diffusion Monte Carlo 

LRDMC – Lattice Regularised DMC 

GWSE – GW Single Excitations 

SOSEX – Second Order Screened Exchange 

rSE – Renormalised Single Excitations 

rALDA – Renormalised Adiabatic LDA 
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