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Topic in German - Summary in German (max 200 words)

SAPP ist eine Pipeline zur Bestimmung genauer Parameter von Sternen in
großen Durchmusterungen wie Gaia-ESO und Gaia. Sie kombiniert ver-
schiedene Beobachtungen, darunter Spektren, Photometrie, Astrometrie und
asteroseismische Daten, mit Hilfe von Bayes’schen Schlussfolgerungen. SAPP
wurde anhand von Vergleichssternen validiert und bricht Entartungen zwis-
chen Parametern auf, was zu präzisen Ergebnissen führt. Bei der effektiven
Temperatur liegt der typische Fehler bei etwa 100 K, wobei spektroskopische
Modelle die Unsicherheit dominieren. Die Unsicherheit von Log(g) hängt von
den Beobachtungsdaten ab und reicht von 0,03 dex bis 0,06 dex. Die Metalliz-
itäten werden mit einer Genauigkeit von 0,03 dex für PLATO-Ziele ermittelt,
die durch seismische Prioritäten verbessert wird. SAPP verwendet auch ein
iteratives Schema, das die Beziehung max = f(Teff, log g) verwendet und ro-
buste Ergebnisse mit kleinen Unterschieden in Temperatur und Metallizität
liefert. Es liefert fundamentale Parameter mit einer Genauigkeit von 1%, er-
füllt die Ziele von PLATO und ermöglicht die Erforschung der galaktischen
Struktur, einschließlich der radialen Migration und der Alters-Metallizitäts-
Relation. SAPP wird verwendet, um die -armen und -reichen Populationen
in der galaktischen Scheibe mit Hilfe von Gaia-ESO-Spektren, Gaia EDR3-
Astrometrie und Photometrie zu untersuchen. Nichtlokale thermodynamis-
che Gleichgewichtsmodelle bestimmen Parameter und Häufigkeiten. Eine
kalte, metallarme -arme Scheibe wird in lokalen Verteilungen gefunden, was
auf eine gemeinsame Entwicklung der dicken und dünnen Scheibe hindeutet.
Diese Verteilungen zeigen gut definierte Trends im Alter und im kinematis-
chen Raum (Vφ ). Die genauen Alters- und Häufigkeitsschätzungen von SAPP
tragen zum Verständnis der galaktischen Eigenschaften bei, wie z. B. Mes-
sungen des radialen Gradienten.

Topic in English - Summary in English (max 200 words)

SAPP is a pipeline designed to determine accurate parameters of stars in large
surveys like Gaia-ESO and Gaia. It combines various observations, includ-
ing spectra, photometry, astrometry, and asteroseismic data, using Bayesian
inference. Validated with benchmark stars, SAPP breaks degeneracies be-
tween parameters, yielding precise results. For effective temperature, the typ-
ical error is about 100 K, with spectroscopic models dominating uncertainty.
Log(g) uncertainty depends on observables, ranging from 0.03 dex to 0.06
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dex. Metallicities are recovered with a precision of 0.03 dex for PLATO tar-
gets, improved by seismic priors. SAPP also employs an iterative scheme us-
ing max = f(Teff, log g) relation, yielding robust results with small differences
in temperature and metallicity. It provides fundamental parameters accurate
within 1%, meeting PLATO’s goals and enabling exploration of the Galactic
structure, including Radial Migration and Age Metallicity Relation. SAPP
is used to investigate the -poor and -rich populations in the Galactic disc us-
ing Gaia-ESO spectra, Gaia EDR3 astrometry, and photometry. Non-Local
Thermodynamic Equilibrium models determine parameters and abundances.
A cold metal-poor -poor disc is found in local distributions, suggesting co-
evolution of the thick and thin disc. These distributions show well-defined
trends in age and kinematic space (Vφ ). SAPP’s accurate age and abundance
estimations contribute to understanding Galactic characteristics such as Ra-
dial Gradient Measurements.
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Abstract

We introduce the Stellar Abundances and atmospheric Parameters Pipeline
(SAPP) pipeline that will be used to determine the classical parameters of
stars observed within large stellar surveys such as Gaia-ESO, Gaia and even-
tually the PLATO space mission. The pipeline has been designed with the
goal to return accurate and precise characterisation of surface stellar parame-
ters, including effective temperature, surface gravity, metallicity, and detailed
chemical abundances. We use the Bayesian inference method to combine ob-
servations of a star from different telescopes, including high-resolution wide-
band stellar spectra, photometry in different bands, astrometry, asteroseismic
constraints, and Infra-Red flux method. We validate the code on a set of
22 benchmark stars that includes 19 FGK -dwarfs and 3 GK-subgiants. Our
results suggest that combining various observables is the most optimal ap-
proach, as it allows to break numerous degeneracies between different param-
eters. This yields more accurate values of stellar parameters and more realistic
uncertainties associated with them. For effective temperature, we obtain the
typical combined (statistical + systematic) error of ≈ 100 K as spectroscopic
models dominate in statistical uncertainty. For log(g) the uncertainty depends
strongly on the type and precision of observables, and ranges from 0.03 dex to
0.06 dex in the best case, when accurate parallaxes and asteroseismic data are
available. Metallicities can generally be recovered to the precision of 0.03 dex
in the parameter space of PLATO targets. The accuracy of [Fe/H] estimates
improves with the inclusion of seismic priors. We also show that a direct it-
erative scheme, that employs the empirical νmax = f(Teff, logg) relation, and
iterating with spectroscopic calculations returns robust results, with Teff dif-
ferences of the order 20 K for the majority of stars. The effect on metallicity is
below 0.03 dex. Therefore, SAPP will provide fundamental parameters accu-
rate to within 1% which satifies PLATO’s requirements necessary to achieve
its scientific goals. Accurate age and chemical abundance estimations from
SAPP signify it’s ability to explore the Galactic structure by further under-
standing characteristics such as Radial Migration, Age Metallicity Relation
and Radial Gradient Measurements. Thus, we use the SAPP to investigate the
chemical, temporal, and kinematical structure of the α-poor and α-rich pop-
ulations in the Galactic disc. We employ the medium-resolution spectra from
the Gaia-ESO large spectroscopic survey, as well as Gaia EDR3 astrometry
and photometry. The stellar parameters and chemical abundances are deter-
mined using Non-Local Thermodynamic Equilibrium (NLTE) models of syn-
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thetic spectra. Ages are computed for a large sample of subgiants, turn-off,
and late main sequence stars using Garstec evolutionary tracks. We find ev-
idence of a cold metal poor alpha poor disc in the [α/Fe] distributions in the
local volume. Of which a sub-sample of older stars exist from this disc within
a temporal overlap which could be explained by co-evolution of the thick and
thin disc. These distributions are characterised by well defined trends in the
space of age- and kinematic (Vφ ).
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Chapter 1

Introduction

1.1 Motivation

The past decade has seen revolutionary developments in astronomical surveys
and large-scale observational programs aimed at assembling high-quality data
for millions of stars in the Galaxy, most notably the Gaia space mission (Gaia
Collaboration et al. 2016). Much of the early efforts were motivated by using
stars as tracers of Galactic structure and evolution, for example: Gaia-ESO
(Gilmore et al. 2012a), LAMOST (Chu & Cui 1996), RAVE (Steinmetz et al.
2006), APOGEE (Majewski et al. 2007). These have allowed us to pursue
one of the main quests in modern astrophysics: to understand the formation
history of the Milky Way.

In order to study the formation history, several key sources of information
are required which provide the following: phase-space information, ages, el-
emental abundances for a large number of stars within the Galaxy. There
are three main constraints on the formation history of the Galaxy this study
aims to explore: Galactic merger history, growth rate of the disk, and radial
migration of stars. What do these mean and what do we need to start our
quest?

1.2 What is known about the Galactic structure?

The Milky way is a large spiral galaxy with the approximate age of 13 Gyr
(close to the age of the universe) (Cayrel et al. 2001; Cowan et al. 2002). It
can be decomposed into three primary parts: Halo, Disc and Bulge (Tolstoy
et al. 2009). Fig. 1.1 is a basic schematic of the Milky way showing these
different parts as well as depicting globular clusters.
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Figure 1.1: Anatomy of the Milky Way depicted by NASA/JPL-Caltech (left) as seen from
above perpendicular to the Galactic plane. ESA figure (on right) is from the perspective edge-
on to the Galactic disk.

The best way to distinguish and explore the evolution of these structural com-
ponents of the Galaxy is to understand the main physical properties of their
stellar populations (Freeman & Bland-Hawthorn 2002; Bland-Hawthorn &
Gerhard 2016a; Barbuy 2019). These are characterised by a distinct distribu-
tion of ages, chemical compositions, stellar densities, and kinematics.

The common view of the main attributes of the Galactic disc is that it can be
split into two major components: thick and thin disc Mitschang et al. (2014);
Bergemann et al. (2014); Bensby et al. (2014). The thick disc stars are old,
metal poor and have large dispersions in their vertical space motions. The thin
disk, on the other hand, is young, metal rich and have a small vertical velocity
dispersion (Bensby et al. 2003; Nordström et al. 2004b; Bensby et al. 2005;
Anguiano et al. 2012). Evidence of the presence of a Galactic thick disc was
first presented by Gilmore & Reid (1983), showing that the density of stars
as a function of the vertical distance (Z) from the Galactic plane could not be
explained by a single exponential. Several observational studies that followed
have established that compared to the thin disc, the thick disc has a stellar
population that is kinematically hotter, it rotates about the Galactic centre
more slowly, lastly that it has different chemical properties, mainly higher
[α/Fe] ratios at a given metallicity (Bensby et al. 2003, 2005; Reddy et al.
2006; Bensby et al. 2007; Fuhrmann 2008; Feltzing & Bensby 2009). The
bulge is barred and X-shaped with a core that contains nuclear star clusters
and a super massive black hole (Sagitarrius A∗) with a mass of 4.1 × 106

M⊙ (Ness & Lang 2016; Barbuy et al. 2018). The inner regions of the bulge
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contain lots of stellar populations with stars as old as 13 Gyrs (Barbuy et al.
2018) .

The stellar Halo in terms of mass is mostly Dark matter. Similar to the bulge
it is also thought to host the oldest stars in the Universe, with ages above
13 Gyrs and highly eccentric orbits (Belokurov et al. 2006), (White & Croft
2000). Many studies such as (example REFERERENCES MISSING) find
sub-structure within the Halo, stellar streams and over-densities.

Using accurate age-dating methods, parallaxes (thus distances), and abun-
dance estimation we can discern the time evolution of the chemical structure
of the Galaxy. Comparing the plethora of observations with theoretical mod-
els we can identify the role of various processes such as in-fall, outflow, ra-
dial migration acting to shape the geometry, dynamics and chemistry of the
Galaxy.

Spiral star-forming galaxies have their baryonic matter dominated by the disc
which has a non-uniform metallicity and usually decreases with distance to
the Galactic Centre. This trend is called the Radial Metallicity Gradient
(henceforth known as RMG) Stanghellini et al. (2019). This has been known
for a long time, starting with work pioneered by Aller (1942), and later by
Searle (1971), and Pagel & Edmunds (1981). A vertical gradient also exists
and has been investigated by several studies such as Cheng et al. (2012a);
Schlesinger et al. (2014) whom reach different conclusions on how distinct
thick and thin disc stellar populations are. However, it can be agreed that
inspecting different elements at different epochs allows one to track disc evo-
lution. Determining formation scenarios for any part of the disc where it is
vertical or radial in direction requires the ages of stellar populations.

Of the most recent studies, Bergemann et al. (2014) derived an RMG spe-
cific to [Fe/H] and [Mg/Fe]1. Fig. 1.2 shows four panels, describing how
stars are distributed with the vertical distance from the Galactic plane (Z) and
Galactocentric radius (R).

The second and third panel show iron and magnesium metallicity versus Galac-
tic radius with Age as the colour scale in Gyrs. Three open clusters (NGC6705,
Trumpler20, NGC4815) are also plotted as representative stellar populations.

1The abundance ratio is defined as the logarithm of the ratio of a star’s iron abundance compared to that of
the Sun: [Fe/H] = log(NFe/NH ) - log(NFe/NH )⊙, where NFe and NH are the number of iron and hydrogen atoms
per unit of volume respectively. The square brackets represent this ratio to the Solar abundances. Since these
are logarithm in form, we define Magnesium abundance as: [Mg/Fe] = [Mg/H] - [Fe/H]
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With these gradients, one can make several different interpretations in regards
to disc formation.

The first panel shows the spatial age distribution of the stars and we can see
clear trends, with the oldest stars increasing in number as we go away from
the plane. However, this distribution is not symmetric with respect to positive
and negative Z. Bergemann et al. (2014) calculated [Fe/H], [Mg/Fe] - Radius
gradients for different intervals of Z. This allowed them to probe the inner and
outer disc of the Galaxy separately. They found that stars close to the plane
(within |Z| of 300 pc) have a ∆[Fe/H]/∆R value of -0.068 ± 0.0014 dex/kpc
which is more than that of the outer part of the plane (300 ≤ Zmax ≤ 800 pc)
-0.114 ± 0.009 dex/kpc. This was surprising as other studies found flatter
or positive RMG at larger vertical distances to the plane. However it was
discussed that this result could be due to the small data set the study had.
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Figure 1.2: The first panel shows Galactic vertical height versus Galactic Radius in kpc.
The second and third panel depicts the Radial Metallicity Gradient for [Fe/H] and [Mg/Fe]
respectively. The fourth and final panel plots [Mg/Fe] versus [Fe/H]. The colour scale for all
subfigures is stellar age in Gyrs.
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The RMG above allows us to explore what is known as Radial Migration
which is prominent in the “Inside-Out” formation of the disk. Orbits of stars
are affected by the spiral arms and the bar of the Milky Way.

This displacement of stars from their birth radii can occur due to the exchange
of angular momentum, which can be produced by different processes (Cheng
et al. 2012a). For example, stars interact with the transient spiral structure,
this occurs due to resonant scattering with the spiral arms. The star is lo-
cated at the co-rotation radius which causes it to migrate inwards or outwards
while keeping a circular orbit (Sellwood & Binney 2002). Another way is
through interaction of the Milky Way disc with in-falling satellites (Quillen
et al. 2009; Bird et al. 2012). Analysis of Gaia spectroscopy suggests that the
inner Halo of the Milky Way originated from another Galaxy (Helmi et al.
2018). Radial Migration can provide an insight into the merger history of the
Milky Way. Helmi et al. (2018) reports an analysis of the kinematics, chem-
istry, age and spatial distribution of stars that are mainly linked to two major
Galactic components: the thick disc and the stellar halo. They demonstrated
that the inner halo is dominated by debris from an object that is referred as
Gaia–Enceladus. Mergers have been shown to be effective at mixing the outer
disc via gravitational perturbing.

Also, an overlap of the dynamical resonances corresponding to the bar and
spiral structure can lead to this phenomenon. Minchev & Famaey (2010)
and Minchev et al. (2011) demonstrated that a strong exchange of angular
momentum occurs when a stellar disc is perturbed by a central bar and SS
simultaneously, which is shown to be very efficient and forms a bimodal dis-
tribution, with two local maxima close to the corotation and outer Lindblad
resonance of the bar, regardless of the pattern speed of the spiral. Due to dual
resonance, stars in the simulations successfully migrate.

Therefore, due to this process stars’ galactocentric distance changes which
implies that they have been born not where we observe them today. This is
important for us as it can explain the shape of the RMG, specifically how
flat it is at larger scale heights. Radial migration washes out the gradients by
mixing the populations Cheng et al. (2012a).

Ages can be derived using stellar structure models and asteroseismology,
determination of chemical composition requires stellar atmospheric models
combined with spectroscopy. Stellar densities and kinematics are measured
with observations from large stellar surveys such as Gaia. Kinematics allow
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you to calculate the orbital motion, obtaining the orbital motion of the stars
means that we can predict their migration over time, since we know the ages,
we can so to speak rewind the clock to when they were born and therefore
show where they were born. Martínez-Barbosa et al. (2014) attempted to de-
termine the birth radius of the Sun by integrating the orbit backward in time
using an analytical model of the Galaxy which includes the contribution of
spiral arms and a central bar. This could be applied to other stellar popula-
tions. Thus allowing to directly simulate Radial Migration.

1.3 Age-Metallicity relation

Decomposition of the Milky Way’s disc based on stellar ages and chemical
composition provides a direct connection to the history of the disc and helps
constrain chemical evolution models. Stars in the disc display very large range
of ages and chemical abundances, spanning the range of ∼ 10 gyr and 3 dex
in [Fe/H] (Ruchti et al. 2011). Besides, the velocities and orbits of stars in
the disc preserve some memory of the perturbations caused by the transient
spiral arms, the bar, and mergers with satellite galaxies (Schönrich & Binney
2009a,c; Minchev et al. 2013; Laporte et al. 2018). This leads, in particular to
radial migration, heating, and vertical excursions of stars away from the disc
(Laporte et al. 2019b).

Therefore, the formation history of the disc gives us an opportunity to con-
strain the cosmological model Lineweaver (1999). By calculating the differ-
ent proportions of matter, dark matter and dark energy within the Galaxy from
observations of the Galactic rotation curve as well as stellar density surveys
such as Gaia, we can pin point which cosmological model that needs to be
used in order for a disc to develop with these proportions at its current age.
Calculating Dark Matter density from the Rotation Curve has been done in
many studies, most recently by Sofue (2020). This could be plausible because
formation of the Galactic disc occurs at a time where the models significantly
diverge as you can see in Fig. 1.3.

Bergemann et al. (2014) provides an insight to the relationship between age
and metallicity (hereafter, the AMR - Age Metallicity Relationship) and α

enhancement of FGK stars in the Galactic disk. By analysing high resolution
UVES spectra from Gaia-ESO they were able to find that an observed age-
metallicity relation exists and splits between young and old stars (≈ 8 Gyrs).
Their results depict an age-metallicity plot for the Milky way disk, Fig. 1.5
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Figure 1.3: Size of the universe in units of the scale factor R(t), as a function of time. There
are five cosmological models ranging in Ωm and ΩΛ values. Redshift can be quantified on the
right axis. Depicted are two epochs representing the origin of the Universe (t0), the Galaxy
(tGal), and the Galactic disc (tdisk), with the uncertainties shaded in grey.
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Figure 1.4: Net abundance distribution of the interstellar medium in M⊙ integrated over time
in Gyrs. These simulations are made using the Chemby framework developed by Rybizki
et al. (2017). Blue solid line represents Fe and Mg abundances from Core-Collapse Super-
novae populations, red solid line represents Fe and Mg abundances from Type 1a Supernovae
populations.

shows trends which have been demonstrated in earlier observational studies
(Edvardsson et al. 1993; Rocha-Pinto et al. 2000) of the disk. Between 0
and 8 Gyrs, the trend is on average flat where the scatter in metallicity spans
approximately 1 dex. Beyond 8 Gyrs, there is a decline in [Fe/H] suggesting
the older the star, the more metal poor they are. Another critical parameter
for understanding the evolution of the chemical enrichment is the ratio of
the abundance of the alpha-element Mg to Fe (i.e. [Mg/Fe]), this is a very
important astrophysical quantity, as it represents a chemical clock sensitive
to the enrichment timescales by SN Ia and SN II (Chiappini et al. 1999).
Their findings suggest that [Mg/Fe] rich stars are on average much older than
[Mg/Fe] poor stars. This signifies the prevalence of SN II - outcomes of
massive star evolution - in the chemical enrichment during the earliest phases
of the Galaxy Fig. 1.4.

Notwithstanding many recent efforts to constrain the AMR in the galactic disc
(Bensby et al. 2014; Bovy et al. 2016; Mackereth et al. 2017), the problem
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still remains open. One of the critical aspects of these measurements is the
selection function (Nandakumar et al. 2017): that is, owing to the way an as-
tronomical facility observes the sky, one may preferentially observe stars with
some specific characteristics (metallicity, distance, age in different directions
on sky. This has to be carefully accounted for in the analyses. Also, the qual-
ity of stellar ages and metallicites has not been sufficient, so far, to provide a
robust constrain on the astrophysical dispersion of ages at a given metallicity,
depending on the Galactocentric radius and distance from the plane. Recent
attempts have provided interesting constraints on the radial behaviour of the
[Mg/Fe] ratio across the disc (Hayden et al. (2015) based on APOGEE, Lian
et al. (2020); Wheeler et al. (2020) based on LAMOST; Lin et al. (2020) based
on GALAH). However, so far these efforts have been limited by the lack of
robust ages and phase-space, in order to clearly separate the in-situ and ex-
situ stellar populations (especially in the context of the debate on the ex-situ
formation of the galactic thick disk, e.g. Brook et al. (2005); Bournaud et al.
(2009); Vera-Ciro et al. (2016); Miranda et al. (2016), as well as to isolate the
contribution from the halo at high altitudes and bulge in the inner regions of
the disk.
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1.4 Overview

In this work, I attempt to develop a self-consistent numerical tool that is nec-
essary to attack several scientific aspects, from updating the AMR to serving
as the work horse for parameter estimation for large stellar survey space mis-
sions such as PLATO. We start with a decisive sample of stars with robust
and homogeneously determined abundances of different chemical elements,
ages, kinematics, temperatures and surface gravities. We end with a numeri-
cal code that will be used to provide fundamental stellar parameters of stars
within all main galactic components: from the bulge, through the inner disk,
solar neighbourhood, outer disk, old disc (usually referred to as the thick disk,
e.g. Recio-Blanco et al. (2014); Sharma et al. (2019); Palla et al. (2020), and
the halo.

We use the completed large medium-resolution spectroscopic survey Gaia-
ESO combined with Gaia astrometry, photometry, and asteroseismology sur-
veys (CoRoT and Kepler). These give us a unique opportunity to provide de-
tailed measurements of radial and vertical evolution of the abundances of Fe,
Mg, and other elements across the entire Galaxy. This allows us to use data
with unprecedented multi-dimensionality and precision compared to previous
studies.

The most robust way to measure all these astrophysical tags is to combine
all observational information available for stars in a single comprehensive
framework, that justifies the choice of the Bayesian framework - the heart
of the work described in this study. The Bayesian technique is not new
(Pont & Eyer 2004; Serenelli et al. 2013; Schönrich & Bergemann 2014)
and has been applied to stellar physics before. Each study derived differ-
ent stellar parameters using varying observational sources e.g. Pont & Eyer
(2004) created a Bayesian framework which calculated ages from isochrone
fitting (which involves comparing Temperature, Luminosity, [Fe/H] to those
from the isochrone). Serenelli et al. (2013) used a Bayesian scheme to de-
rive Masses, Ages, and distances with GARSTEC stellar tracks, this required
accurate effective temperatures, surface gravity and [Fe/H] obtained by in-
dependent means. Schönrich & Bergemann (2014) developed a Bayesian
framework which at its core inspired the creation of SAPP with promises of
observation input flexibility and being the first generalised Bayesian approach
for stellar parameter determination.

Using the Bayesian framework in essence is a combination of several proba-
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bility distribution functions in a multi-dimensional parameter space that can
be combined/explored depending on the available observational information
of the star and the desired physical quantities. This style of parameter deter-
mination allows one to take into account all the different uncertainties that
different observational methods have.

Photometry is limited by reddening, spectra contain lots of diagnostic features
in a typical stellar spectrum, but each line suffers from its own systematics
(imperfect physical models, specific telescopes). Parallax is not always one-
to-one with distance. Usually manual intervention is required where lines are
re-weighted, photometry is re-calibrated, ad-hoc "corrections" are applied or
simply data is removed. With a Bayesian scheme, the different observational
inputs succeed the most with different parameters, therefore combining the
information with robust uncertainties maximises the accuracy of all the stellar
parameters. The study that I propose will benefit from this scheme for the
ability to combine all the observational information self-consistently.

The thesis is organised as follows. In Chapter 2, I present work of the first
2 years of my PhD culminated into a publication Gent et al. (2022). I in-
troduce the motivation for writing a pipeline to determine stellar parameters,
described the methodology, present observation data I used to validate the
pipeline, and describe the results and performance of SAPP. In Chapter 3, I
present the application of the SAPP pipeline on the Gaia-ESO survey, outside
of the PLATO space mission. This is the first full scale test of the pipeline
on a stellar survey, whereby I use the results to perform a chemo-dynamical
analysis of the Milky Way’s disc. This required validating the stellar param-
eters and robustly determining ages, as this data was beyond the benchmark
stars analysed in Gent et al. (2022). This chapter is based on a paper that is
currently in its second referee process, soon to be submitted. Each chapter
contains an abstract for the study, and overview. Chapter 4 summarises the
main highlights, and leads towards future perspectives of the application of
SAPP, further describing its current use in other co-authored studies.
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Chapter 2

The SAPP pipeline for the determination
of stellar abundances and atmospheric
parameters of stars in the core program
of the PLATO mission

We introduce the SAPP (Stellar Abundances and atmospheric Parameters
Pipeline), the prototype of the code that will be used to determine parame-
ters of stars observed within the core program of the PLATO space mission1.
The pipeline is based on the Bayesian inference and provides effective tem-
perature, surface gravity, metallicity, chemical abundances, and luminosity.
The code in its more general version can have a much wider range of appli-
cation. It can also provide masses, ages, and radii of stars and can be used
for stars of stellar types not targeted by the PLATO core program, such as red
giants. We validate the code on a set of 27 benchmark stars that includes 19
FGK-type dwarfs, 6 GK-type sub-giants, and 2 red giants. Our results sug-
gest that combining various observables is the optimal approach, as it allows
to break degeneracies between different parameters and yields more accurate
values of stellar parameters and more realistic uncertainties. For the PLATO
core sample, we obtain a typical uncertainty of 27(syst.)±37 (stat.) K for Teff,
0.00±0.01 dex for logg, 0.02±0.02 dex for metallicity [Fe/H], −0.01±0.03
R⊙ for radii, −0.01±0.05 M⊙ for stellar masses, and −0.14±0.63 Gyrs for
ages. We also show that the best results are obtained by combining the νmax
scaling relation and stellar spectra. This resolves the notorious problem of
degeneracies, which is particularly important for F-type stars.

1This chapter has been adopted from my first refereed published paper: https://ui.adsabs.harvard.
edu/abs/2022A%26A...658A.147G/abstract
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2.1 Introduction

The past decade has seen revolutionary developments in astronomical surveys
and large-scale observational programs aimed at assembling high-quality data
for millions of stars in our Galaxy. Many of the ongoing efforts are motivated
by using stars as tracers of Galaxy structure and evolution (e.g., Hippar-
cos: Perryman et al. 1997a, 2MASS: Skrutskie et al. 2006, SDSS/SEGUE:
Yanny et al. 2009, GCS: Nordström et al. 2004a, Gaia-ESO: Gilmore et al.
2012b; Randich et al. 2013, LAMOST: Cui et al. 2012, RAVE: Steinmetz
et al. 2006, Gaia: Gaia Collaboration et al. 2016, APOGEE: Majewski et al.
2017, GALAH: De Silva et al. 2015). With the advent of exoplanet science,
the role of stars as exoplanet hosts is becoming increasingly important. Space-
based missions - CoRoT, Kepler, and TESS - are discovering new exoplanets
at an astonishing rate (e.g. Borucki et al. 2010; Buchhave et al. 2014; Ricker
et al. 2015), but also yield precise data for the studies of stellar interiors with
asteroseismology techniques (e.g. Christensen-Dalsgaard 2002; Huber et al.
2013; Serenelli et al. 2017). Future facilities, such as PLATO (Rauer et al.
2014), are opening entirely new perspectives for studies of exoplanets in dif-
ferent environments and for studies of stars at the level of details that have so
far been only available for our Sun.

In this work, we introduce the SAPP pipeline2 that will be used for the deter-
mination of atmospheric parameters of stars observed within the core program
of the PLATO space mission (Montalto et al. 2021). The code will provide
stellar effective temperature (Teff), metallicity ([Fe/H]), surface gravity (logg),
radial velocities, and detailed chemical composition, among other parameters.
Our ambitious goal is to reach uncertainties as low as 1% on Teff and [Fe/H],
for instance, in order to match the high spectral data quality provided by up-
coming ground-based facilities, such as WEAVE and 4MOST. The SAPP is
written in Python and the source code is public and available for use3.

Our approach to the analysis of our targets is somewhat different from other
available pipelines and codes (e.g., SME: Valenti & Piskunov 1996; Piskunov
& Valenti 2017, The Cannon: Ness et al. 2015, The Payne: Ting et al. 2016,
Rix et al. 2016, Ting et al. 2019, MATISSE: Recio-Blanco et al. 2006, CNN
StarNet: Bialek et al. 2020), although our analysis shares many of the ele-
ments with these software units. It is beyond the scope of this paper to pro-

2We stress that the detailed approach to the analysis of PLATO targets will evolve.
3https://github.com/mg477/SAPP
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vide a detailed comparison of our code with the other programs, as ultimately
the design of a computer program follows the needs and objectives of a given
research project, and this sets the conceptual and numerical basis of a code.
In our case, motivated by the need to provide accurate and precise astrophys-
ical parameters for several 105 (and more) stars to enable their exploitation
in studies of exoplanets, we have chosen a Bayesian inference method as the
basis of the code (see, e.g. Jofré et al. 2019, for a review of methods and mod-
els). The idea of using Bayesian techniques is not new, and it has been already
presented in a number of studies (e.g. Pont & Eyer 2004; Jørgensen & Linde-
gren 2005; Serenelli et al. 2013; Schönrich & Bergemann 2014; Bailer-Jones
et al. 2018; McMillan et al. 2018; del Burgo & Allende Prieto 2018; Stein-
metz et al. 2020). In this work, we closely follow the methodology outlined
in Schönrich & Bergemann (2014) and combine various sources of obser-
vational information, including electromagnetic spectra, parallaxes, photom-
etry, and seismic constrains to determine astrophysical parameters of stars.
It has been already shown (e.g. Pont & Eyer 2004; Jørgensen & Lindegren
2005; Gruberbauer et al. 2012; Bazot et al. 2012) that the analysis of funda-
mental parameters of stars, masses and metallicities, especially benefits from
the Bayesian approach. Therefore, in order to take the full advantage of the
Bayesian formalism, we also include stellar evolution models that give us the
ability to determine masses, luminosities, radii, and ages of stars in a single
consistent framework taking into account the correlations between all relevant
parameters.

The chapter is organised as follows. Section 3.2 gives an overview of the
observed sample of stars that are used to validate the approach developed in
this work. In Sect. 2.3 we outline the basic concepts behind the numerical
part of the code and review the input parameters and input models, including
stellar structure models, stellar atmospheres, and the grids of stellar spectra.
In Sect. 3.7 we present the results of the analysis of the benchmark stars, as
well as clusters and in Sect. 2.5 we describe the operation of SAPP briefly
in the context of the PLATO space mission (Rauer et al. 2014). We close
the paper with the discussion of forthcoming improvements to the pipeline in
Sect. 2.6 and draw conclusions in Sect. 2.7.
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Table 2.1: Reference parameter sample of benchmark stars

Star ID HD V Ks Parallax Teff logg [Fe/H] Mass Age Radius Luminosity
mag mag mas K dex dex M⊙ Gyrs R⊙ L⊙

Gaia-ESO
18 Sco HD 146233 5.50 4.19 ± 0.29 70.74 ± 0.06 5810 ± 80 4.44 ± 0.03 0.03 ± 0.03 1.02 ± 0.06 2.90 ± 0.50 1.01 ± 0.01 1.05 ± 0.06
α Cen A HD 128620 0.01 -1.52 ± 0.05a 743.00 ± 1.30 (3) 5792 ± 16 4.31 ± 0.01 0.26 ± 0.08 1.11 ± 0.00 5.26 ± 0.95 1.22 ± 0.01 1.52 ± 0.01
α Cen B HD 128621 1.33 -0.64 ± 0.05a 743.00 ± 1.30 (3) 5231 ± 20 4.53 ± 0.03 0.22 ± 0.10 0.94 ± 0.00 5.26 ± 0.95 0.86 ± 0.00 0.50 ± 0.01
β Hyi HD 2151 2.70 1.3 ± 0.04b 133.72 ± 0.27 (1) 5873 ± 45 3.98 ± 0.02 −0.04 ± 0.06 1.14 ± 0.05 6.40 ± 1.40 1.89 ± 0.03 3.52 ± 0.09
β Vir HD 102870 3.60 2.28 ± 0.01c 90.89 ± 0.19 (1) 6083 ± 41 4.10 ± 0.02 0.24 ± 0.07 1.34 ± 0.04 4.00 ± 1.00 1.68 ± 0.01 3.58 ± 0.04
δ Eri HD 23249 3.54 1.62 ± 0.29 110.03 ± 0.19 (1) 5022 ± 34 3.76 ± 0.02 0.06 ± 0.05 1.33 ± 0.07 6.19 2.35 ± 0.01 2.94 ± 0.00
η Boo HD 121370 2.68 1.31 ± 0.02d 87.75 ± 1.24 (2) 6099 ± 28 3.79 ± 0.02 0.32 ± 0.08 1.64 ± 0.07 2.67 ± 0.10 2.67 ± 0.02 8.97 ± 0.12
CoRoT 20 HD 49933 5.76 4.72 ± 0.02 33.53 ± 0.04 6635 ± 91 4.20 ± 0.03 −0.41 ± 0.08 1.28 ± 0.01 1.83 ± 0.10 1.46 ± 0.01 3.52 ± 0.04
Procyon HD 61421 0.37 -0.70 ± 0.01e 284.56 ± 1.26 (2) 6554 ± 84 4.00 ± 0.02 0.01 ± 0.08 1.50 ± 0.07 1.87 ± 0.13 2.05 ± 0.03 6.90 ± 0.35
Sun ... ... ... ... 5777 ± 1 4.44 ± 0.01 0.03 ± 0.05 1.00 ± 0.00 4.56 ± 0.00 1.00 ± 0.00 1.00 ± 0.00

Kepler Legacy
KIC 10162436 HD 188819 8.66 7.36 ± 0.02 7.30 ± 0.01 6259 ± 49 3.98 ± 0.02 −0.07 ± 0.02 1.41 ± 0.05 2.57 ± 0.43 2.01 ± 0.03 ...
KIC 10644253 BD+47 2683 9.26 7.87 ± 0.03 10.35 ± 0.01 6126 ± 27 4.40 ± 0.02 0.13 ± 0.02 1.16 ± 0.02 1.37 ± 0.72 1.12 ± 0.00 1.45 ± 0.09
16 Cyg A HD 186408 5.95 4.43 ± 0.02 47.32 ± 0.02 5839 ± 42 4.29 ± 0.02 0.09 ± 0.01 1.07 ± 0.01 7.36 ± 0.31 1.22 ± 0.01 1.52 ± 0.05
16 Cyg B HD 186427 6.20 4.65 ± 0.02 47.33 ± 0.02 5809 ± 39 4.36 ± 0.02 0.06 ± 0.01 1.04 ± 0.05 7.05 ± 0.63 1.11 ± 0.02 1.21 ± 0.11
KIC 12258514 HD 183298 8.16 6.76 ± 0.02 12.25 ± 0.01 6046 ± 24 4.12 ± 0.02 0.03 ± 0.02 1.25 ± 0.02 5.50 ± 0.40 1.59 ± 0.02 2.63 ± 0.12
KIC 3427720 BD+38 3428 9.22 7.83 ± 0.02 10.74 ± 0.01 6092 ± 24 4.39 ± 0.02 −0.02 ± 0.02 1.10 ± 0.02 2.97 ± 0.78 1.12 ± 0.01 1.37 ± 0.08
KIC 6106415 HD 177153 7.21 5.83 ± 0.02 24.16 ± 0.01 6090 ± 17 4.30 ± 0.02 −0.04 ± 0.01 1.04 ± 0.02 4.55 ± 0.28 1.21 ± 0.01 1.61 ± 0.09
KIC 6225718 HD 187637 7.53 6.28 ± 0.02 19.03 ± 0.02 6308 ± 33 4.32 ± 0.02 −0.11 ± 0.01 1.17 ± 0.04 2.23 ± 0.20 1.23 ± 0.02 2.08 ± 0.11
KIC 7940546 HD 175226 7.42 6.17 ± 0.02 12.96 ± 0.02 6319 ± 28 4.00 ± 0.02 −0.10 ± 0.01 1.51 ± 0.09 2.42 ± 0.17 1.97 ± 0.04 5.69 ± 0.35
KIC 9139151 BD+45 2796 9.29 7.95 ± 0.02 9.76 ± 0.01 6136 ± 27 4.38 ± 0.02 0.10 ± 0.02 1.18 ± 0.03 1.49 ± 0.68 1.16 ± 0.01 1.81 ± 0.11

Other
ν Ind HD 211998 5.29 3.54 ± 0.26 35.13 ± 0.06 5320 ± 24 3.46 ± 0.02 −1.43 ± 0.06 0.85 ± 0.05 11.00 ± 1.06 ... ...

The reference parameter sample of well-studied FGK stars used for the tests reported in this work.
The errors of V-mag are 0.01 mag. KIC 12069424 is 16 Cyg A and KIC 12069449 is 16 Cyg B. See
Sect. 2.2.2 for a more detailed description. vsini values are not tabulated here however they range
from 1.1 kms−1 (α Cen B) to 12.7 kms−1 (η Boo). The Ks magnitudes are taken from Cutri et al.
(2003), except for the stars marked in the table, for which they were calculated from K magnitudes
taken from the following references, transformed to Ks using Eq. (A1) from Carpenter (2001):
aEngels et al. (1981), bGlass (1974); Engels et al. (1981); Carter (1990), cJohnson et al. (1966,
1968); Aumann & Probst (1991), dJohnson et al. (1966); Johnson (1967); Blackwell et al. (1979);
Ghosh et al. (1984); Selby et al. (1988); Arribas & Martinez Roger (1989), eLow & Johnson (1964);
Johnson et al. (1966); Glass (1974); Veeder et al. (1978); Engels et al. (1981); Tapia et al. (1984);
Roth et al. (1984); Evans et al. (1987); Alonso et al. (1994). The photo-geometric distances of the
stars are taken from Bailer-Jones et al. (2021), these use Gaia eDR3 parallaxes which are not marked
in the table (Gaia Collaboration 2020). The stars that are marked, the distances were calculated using
the formula d = 1/π and thus parallaxes shown are from, 1Gaia Collaboration (2020), 2van Leeuwen
(2007), 3Pourbaix & Boffin (2016). Mean and standard deviation are given in case of more than one
reference.
All parameters that have an uncertainty of 0.00 are accurate to less than 0.00 of the given unit.
The current solar effective temperature is 5772 ± 1 K (Prša et al. 2016), the use of the older value of
5777 K within this study is justified by the SAPP’s systematic uncertainties which are more than 10
K.
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Figure 2.1: Teff-logg diagram of the benchmark targets. Colour scale represents metallicity
(blue end is metal poor and red end is just above solar metallicity). Each star is plotted with
its reference values (Table 2.1) on top of a solar isochrone.

2.2 Observations

2.2.1 Observed data

The core PLATO sample focuses on main-sequence stars and sub-giants (Mon-
talto et al. 2021). Therefore, we first focus on these types of stars, but owing
to the versatility of the code and input physics, we also present in Sect. 2.4.6
the performance of the code on spectra of red giants in the Galactic field and
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in stellar clusters.

Our core validation stellar sample includes Gaia benchmark stars (Heiter et al.
2015), Kepler Legacy stars (Silva Aguirre et al. 2017; Nissen et al. 2017), and
a very metal-poor star ν ind (Chaplin et al. 2020). These stars are shown in
the Teff − logg plane in Fig 2.1, and they provide a representative coverage
of the current PIC (Montalto et al. 2021). The stars cover a broad range
in effective temperatures, from 5022 K (δ Eri) to 6635 K (HD 49933), and
surface gravities from logg = 3.46 (ν Ind) to logg = 4.53 dex (α Cen B).
One of the stars in the sample (η Boo) is a relatively fast rotator (for FGK-
type stars) with a projected equatorial rotational velocity vsin i = 12.7 kms−1.
Some of the stars have a super-solar metallicity, in excess of +0.2 dex ( η

Boo, α Cen A,B system), whereas the most metal-poor star in the sample is
ν Ind with [Fe/H] =−1.43 dex (Chaplin et al. 2020).

The spectra of the benchmark stars are taken from the ESO public archive.
For the majority of stars, spectra obtained with the high-resolution UVES
spectrograph mounted on VLT are available. For the Kepler stars, reduced
combined spectra taken with HARPS-N facility were kindly provided by P.
E. Nissen (priv.comm.). The UVES spectra (4800 to 6800 ) have a resolv-
ing power of λ/δλ ≈ 47000 (Dekker et al. 2000) and the HARPS data of
115000 (Mayor et al. 2003).The signal-to-noise ratio (S/N) of the UVES and
HARPS spectra is in the range from 200 to over 1000. The spectra are all pre-
processed (described in section 2.3.5) by the SAPP using different procedures
developed, this includes continuum normalisation, radial velocity correction
and contaminant treatment. Then we degrade the resolving power of the spec-
tra to R = 20000 and reduce the wavelength coverage to 5300 - 5600 Å in the
optical spectral window. This is done to ensure that our tests are as predictive
as possible: spectra with such characteristics represent a plausible scenario,
in which for the vast majority of PLATO targets only spectra observed with
medium-resolution (R ≈ 20000) facilities, such as 4MOST, WEAVE, and
APOGEE, will be available.

The observed photometry for these stars was extracted from the Gaia EDR3
catalogue Gaia Collaboration et al. (2016, 2018); Gaia Collaboration (2020),
which we supplemented with 2MASS magnitudes (JHKs) and Johnson-Cousins
photometric data, where available. For most stars in the sample, we used the
photo-geometric distances from Bailer-Jones et al. (2021) catalogue. If they
were not available (see Table 2.1), then Gaia parallaxes π are converted into
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Figure 2.2: Percentage difference between Gaia EDR3 parallax and Hipparcos parallax (van
Leeuwen 2007) with respect to Gaia EDR3 in mas. The error represents the uncertainty of
EDR3 parallaxes and Hipparcos parallaxes propagated through the percentage difference.

The open circles represent the Kepler legacy stars, the solid black circles represent
Gaia-ESO stars, and the single open square represents our metal poor star ν Ind. The
average uncertainty for the Kepler Legacy and Gaia-ESO stars are in the bottom right

corner.

distances via d [pc] = 1/π . This is a suitable approximation in this work, be-
cause the benchmark stars are all nearby targets, with the most distant system
being KIC 10162436 at around 138 pc. If Gaia parallaxes were not available,
then values from the Hipparcos catalogue were supplemented (Perryman et al.
1997b; van Leeuwen 2007). The largest percentage difference between dis-
tances from Bailer-Jones et al. (2021) and using the inverse parallax values are
0.02% for Gaia EDR3 and 0.39 % for Hipparcos, respectively. The compari-
son between EDR3 and Hipparcos parallaxes can be seen in Fig. 2.2, where
it can be seen that the maximum propagated percentage difference for Kepler
Legacy stars are ∼ 5% and for Gaia-ESO less than 0.5%.

The observed magnitudes were corrected for interstellar extinction using the
Stilism tool (Capitanio et al. 2017). The tool maps the local Interstellar
Matter (ISM) based on measurements of starlight absorption by dust (redden-
ing effects) or gaseous species (absorption lines or bands). It provides line-
of-sight reddening interpolated on a given distance, Galactic longitude, and
latitude with associated uncertainties. Figure 2.3 depicts the line-of-sight red-
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Figure 2.3: Figure extracted with Galactic coordinates of 18 Sco: l = 004.695, b = +29.157.
Reddening value E(B-V) in magnitude versus distance in parsecs. The black solid line is E(B-
V) as a function of distance, the yellow shaded region represents the E(B-V) uncertainty.

dening value (black solid line) with uncertainty (yellow shaded region) versus
the distance in parsec. This figure was created using the Stilism tool for the
Galactic coordinates for the star 18 Sco. For the benchmark stars, the red-
dening is small (E(B-V) ≲ 0.015 mag) and is implemented via the extinction
correction (see equation 2.9).

2.2.2 Stellar parameters of the benchmark stars

Stellar parameters for our benchmark stars were obtained from several lit-
erature sources, the priority being given to Jofré et al. (2018), because they
provide a comprehensive homogeneous analysis of all classical stellar param-
eters, including metallicity and detailed chemical abundances, derived with
constraints from independent data. This study is based on the analysis pre-
sented by Jofré et al. (2014) and Heiter et al. (2015). All parameters for ν Ind
were adopted from Chaplin et al. (2020).

In short, the determination of parameters for the Gaia benchmark stars is as
follows. The Teff values rely on interferometric angular diameters measured
with CHARA and VLTI facilities and bolometric fluxes obtained either via
integrating the observed Spectral Energy Distributions (SEDs) or indirectly
by converting the photometry into Fbol using synthetic calibrations. δ Eri is
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the only star, for which we give a preference to the recent accurate Teff and
radius values based on the interferometric angular diameter measured with
VLTI/PIONEER (Rains et al. 2020). The surface gravities were determined
using masses estimated from evolutionary tracks, angular diameters, and Hip-
parcos parallaxes, which are mostly in excellent agreement with Gaia DR2
and Gaia EDR3 values for the reference sample (see Fig. 2.2). The surface
gravities were verified using asteroseismic scaling relations, where possible.
Metallicities are model-dependent quantities: here we adopt the Non-Local
Thermodynamic Equilibrium (NLTE) estimates. Luminosity measurements
are taken from Heiter et al. (2015), whereas masses are adopted from dif-
ferent sources. For δ Eri’s mass is taken from Bruntt et al. (2010) with age
adopted from Thévenin et al. (2005). α Cen A & B have masses and radii
from Kervella et al. (2017) with age from Joyce & Chaboyer (2018). The
mass and age of ν Ind are taken from Chaplin et al. (2020), but no luminosity
or radius are provided in that study. HD 49933 has mass, age, and radius es-
timated by Liu et al. (2013). The age and radius sources vary star-by-star, for
18 Sco age Monroe et al. (2013) and radius Bazot et al. (2018), for β Hyi age
and radius Brandão et al. (2011), β Vir age Eggenberger & Carrier (2006) and
radius Boyajian et al. (2012), η Boo age Carrier et al. (2005) and radius van
Belle et al. (2007), Procyon age Liebert et al. (2013) and radius from Kervella
et al. (2004).

For the Kepler Legacy sample, stellar parameters were adopted from Nissen
et al. (2017), except the 16 Cyg A & B binary, for which the interferometric
Teff estimate from White et al. (2013) is given a preference. We do not use ν

Ind or the Kepler stars in the analysis of Teff (except 16 Cyg A & B), because
their Teff were not determined in the same fundamental way as those of Gaia
benchmark stars and large scatter exists between different estimates (e.g. Wu
& Li 2017 for KIC 6225718). The interferometric angular diameter (AD)
measurements for KIC 6225718 and KIC 6106415 exist, however, the errors
of the Teff estimates are unfortunately too large (70 to 90 K) to provide a
meaningful constraint on the methods. The estimates of mass (M), radius (R),
luminosity (L), and age (τ) for the majority of these stars come from Serenelli
et al. (2017) (KIC 10162436, KIC 10644253, KIC 3427720, KIC 9139151)
and Creevey et al. (2017) (16 Cyg A & B, KIC 12258514, KIC 6106415, KIC
6225718, KIC 7940546).
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2.3 Methods

2.3.1 Bayesian probability approach

The conditional probability of a set of model parameters X = X1,...,Xn given a
set of observations O = O1,...,Om is given by Bayes theorem and results from
from the combined probability P(X,O) = P(X|O)P(O). Hence,

P(X|O) =
P(X)

P(O)
P(O|X), (2.1)

where P(X|O) is the posterior probability, that is the conditional probability of
the parameter set X given the set of observables O. P(O|X) is the likelihood,
i.e. the probability of the observations occurring given the set of parameters
X. P(X) is the prior probability ascribed to a set of predefined parameters. The
denominator P(O) is function only of the observations, and it is not relevant
for determination of stellar model parameters, as it acts only as a normalisa-
tion factor. Therefore, the expression above can be simplified to

P(X|O) ∝ P(X)P(O1, ...,Om|X), (2.2)

where the posterior P(X|O) is a probability distribution function (PDF) on the
chosen parameter space. For the remainder of this paper the observational
likelihoods are abbreviated by a prime given the set of parameters, i.e. P′(X).
The current implementation of SAPP assumes observables are statistically
independent, which allows decomposing P(O1, ...,Om|X) as,

P′(X) = P(O1, ...,Om|X) =
m

∏
j=1

P(O j|X). (2.3)

More specifically, based on the observables used in this work,

P(X|O) ∝ P(Ospec|X) ·P(Omag,dist |X),

·P(Oseism|X) ·Pprior(X),
(2.4)

where the subscripts refer to a specific observable, j: "spec" for stellar spec-
tra (fluxes against wavelength), "mag" for photometric magnitudes and their
products, "seism" for asteroseismic quantities (∆ν , νmax), and "prior" for any
priors. Here Pprior(X) is the prior probability distribution, this can represent
the initial mass function (IMF), selection function, or any other source of
information that further constrains the parameter space. For this study just
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the IMF (see Sect. 2.3.9 and the age step size (from model grid points, see
Sect. 2.3.8) are used as a prior. All observables are assumed to be normally
distributed, i.e.

P(O j|X) =
N j

∏
k

G j(x− x̄k,σk), (2.5)

where N j is the number of parameter points (index running over k) for the
given observable j. Therefore,

G j(x− x̄k,σk) =
1

(σ
N j
k 2π)

1
Nj

exp

[
−(x− x̄k)

2

2σ2
k

]
(2.6)

It is easy to modify the expression for the likelihood to include statistically
dependent observables by introducing the use of their correlation matrix. This
is usually not necessary, but in this work we explore the influence of covari-
ance in the analysis (see Sect. 2.4.5) and therefore, we also perform additional
calculations with equation 2.6 modified to:

G j(x− x̄k,σk) =
exp(−1

2(x− x̄k)
TΣ−1(x− x̄k))√

(2π)Nj|Σ|
, (2.7)

where Σ is the covariance matrix. The individual likelihoods are described
in the following sections. Similar to Schönrich & Bergemann (2014), we
include spectra, photometry, parallax, stellar evolution models, and astero-
seismic constraints, when available.

The core parameter space is defined as follows. The quantities Teff, logg,
and [Fe/H] represent the key parameter space, which all grids (photometric,
asteroseismic, spectroscopic) of the SAPP share. On the other hand, mass M,
age τ , and radius R, Luminosity L, and abundances are secondary parameters.
They can only be inferred from some of the grids and so have dependencies
on each of the three parameters in the key parameter space.

2.3.2 Synthetic photometry

The photometry PDF P(Omag,dist |X) relates magnitudes and parallaxes to the
model predictions. We denote the stellar model magnitudes at model point
i and magnitude k1 by mi,k1 and the photometric observation in the filter k1
(such as G, GBp or GRp) with Ok1:
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Pi(Omag,dist|m,d,r) =
Nk1

∏
k1

P(Ok1|mi,k1,µ(d),Ak1(r)), (2.8)

in accordance with equation (2.6),

P(Ok1|mi,k1,µ(d),r) = G j(mi,k1 − (Ok1 −µ(d)−Ak1),σk1), (2.9)

where the extinction value is Ak1(r) is a function of reddening,r, and µ(d) =
5 log(d)-5 is the distance modulus and σk1 is the photometric error combined
for the k1 band.

The extinction in an individual photometric band is calculated using:

Rk1 =
A(k1)

E(B−V )
, (2.10)

where the values of R were adopted from Casagrande et al. (2011):

Rk1 =



4.23, k1 = BT

3.24, k1 = VT

0.86, k1 = J
0.5, k1 = H
0.3, k1 = Ks

(2.11)

For the Gaia EDR3 dataset, the AG value can be given, however it is not
always available/correct (REF). In this case, (GBp-GRp) color-dependent ex-
tinction coefficients presented in Casagrande et al. (2021a) are used for G,
GBp and GRp (see Fig. 2.4). For the magnitudes, we separate the PDFs en-
tirely (G, GBp, GRp) and (H, J, Ks, B, V).

2.3.3 Distance and extinction uncertainties with respect to photome-
try

To include the uncertainty of distance modulus and extinction in computing
the photometric PDF, µ(d) and Ak1 must be considered as separate quantities.
In equation 2.9, µ(d) and Ak1 enter as parameters in each band with no er-
ror, to account for the measured value and error, an additional factor in the
likelihood is introduced,
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Figure 2.4: De-reddened colour-dependent extinction coefficients for each Gaia filter, G, GBp
and GRp. Figure 1 in Casagrande et al. (2021a).

Pi,α,β = Pi(Omag,dist|m,d,r)× exp
[
−(µα −µ(d))2

2δ µ(d)2

]
× exp

[
−
(Ak1,β −Ak1(r))

2

2δAk1(r)2

]
,

(2.12)

where Pi,α,β is marginalised over parameters µα and Ak1,β which vary over
a large range in values centering around the observed quantities µ(d) and
Ak1.

2.3.4 Asteroseismic constraints

Cool stars, typically FGK, show ubiquitous oscillations which are excited
by convective motions in their envelopes, the same mechanism responsible
for solar oscillations. These so-called solar-like oscillations are characterised
by a regular pattern showing modes of consecutive radial order to be almost
equally spaced in frequency. The difference in frequency values of such con-
secutive modes determines the large frequency separation ∆ν . Moreover, the
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distribution of power as a function of frequency shows a well defined peak
at the so called frequency of maximum power, νmax. These two quantities
are related through standard asteroseismic scaling relationships (e.g. Chaplin
& Miglio 2013; Serenelli et al. 2017) to fundamental stellar parameters as
follows:

∆ν ≃ ∆ν⊙

√
ρ

ρ⊙
= ∆ν⊙

√
M
R3 (2.13)

where ∆ν⊙ = 135.1 µHz (Huber et al. 2011), ρ is the mean density of the
star, and ρ⊙ is the solar mean density, and the last equality assumes the stellar
mass M and radius R are expressed in solar units.

For νmax, the relation is:

νmax ≃ ν⊙
g

g⊙

√
Teff,⊙
Teff

= ν⊙
M
R2

√
Teff,⊙
Teff

, (2.14)

where the solar values are ν⊙ = 3090 µHz (Huber et al. 2011), logg⊙ =
4.44, and Teff,⊙ = 5777 K (Heiter et al. 2015) and, again, the last expression
assumes solar units for M and R.

The νmax taken from the stellar evolution model is calculated using the afore-
mentioned relationship, given the model values of Teff, M, and R. However,
∆ν is computed from the radial orders (l=0) according to the prescription in
White et al. (2011). We denote the stellar model asteroseismic quantities at
model point i and quantity k2 by νseism,i,k2. It should be stressed that νmax
and ∆ν are, strictly speaking, not direct observables. The analysis of light
curves and the oscillation power-spectrum is a complex and non-trivial pro-
cedure that involves a number of parameters, and it is far beyond the scope
of this work to incorporate it into the present scheme4. We therefore refer to
these quantities as observables (Belkacem et al. 2011). The asteroseismology
likelihood is constructed as:

Pi(Oseism|ν) =
Nk2

∏
k2

P(Ok2|νi,k2) (2.15)

P(Ok2|νi,k2) = G j(νi,k2 −Ok2,σk2) (2.16)
4It shall be kept in mind that dedicated PLATO WPs are in charge of the light curve analysis.
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2.3.5 Spectroscopy

Pre-processing of spectra

Typically when spectra are taken, depending on the facility the data is run
through a reduction pipeline which cleans the data of atmospheric interference
such as tellurics (these aren’t always caught), blaze functions, cosmic rays
and other features. Some pipelines also perform continuum normalisation
on the spectra, however, these aren’t always fully successful. Meaning, the
spectra collected is not ready for science. It must be further processed by the
studies intending to analyse the data. We found a plethora of these issues for
different spectra collected. For example, spectra from Gaia-ESO iDr5 fit files
were somewhat continuum normalised but not fully, the given continuum was
closer to 5 percent above unity. HARPS and UVES spectra were not always
continuum normalised and also suffered from different contaminants. They
both had to be corrected for telluric and treated for cosmic rays.

i. Contaminant treatment

We mask the pixel location of the tellurics by inspecting the solar spectra for
each given facility and then used those masks for any spectra taken by those
telescopes. The masks were via "Noising-up" the errors i.e. we increase the
error at the telluric pixel and 1.7 Å around it such that the fitting routine does
not mistake it for a line. The cosmic ray treatment is simple, we apply a sigma
clipping routine to the spectra pre-normalisation. The spectra are clipped to
2.5 sigma, no less otherwise vital information is lost. This is very important to
treat as the cosmic ray contamination appears as an emission line, thus it will
affect the continuum normalisation routine, since we use linear fitting.

ii. Normalisation routine

1. Search through spectra for negative fluxes, zero value or NaN pixels
(this can happen due to reduction pipelines/bad pixels on CCD). If any
bad pixels are found, remove said pixels from spectra.

2. Sigma clip the data to remove cosmic ray emissions. See fig. 2.5

3. Search through the spectra for any significant gaps (lost data)

4. Split spectra into individual segments. We developed our own list of
zones to split the data in by carefully inspecting the wings of strong
lines that appear in the spectra. See fig. 2.6
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5. Divide the entire spectra by its median value. We found this aids in the
normalisation routine by bringing the overall spectra closer to unity. For
example if most of the points are above 1, dividing by the median will
reduce the spectra down, if most of the points are below 1, dividing by
the median will increase the spectra towards 1.

6. Find a linear regression fit for each segment. Divide the segment by said
fit.

7. For each segment, split data in half (the split point actually is the pixel
closest to unity within 2.5 of the middle pixel), divide by the median
and find a linear fit for each half. Divide each half by its given linear fit.

8. Ignore the previous step if the lines are deemed as broad. For example,
Hα line would be too broad for this secondary normalisation to work.

9. Stitch each normalised segment together and output the continuum nor-
malised spectra. An example of normalised spectra for Gaia-ESO HR10,
UVES and HARPS can be seen with fig. 2.12.

Figure 2.5: Comparing UVES spectra of the star δ Eri before and after sigma clipping with
σ = 2.5

Radial-velocity correction
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Figure 2.6: 18 Sco HARPS-North spectra (blue solid line) from 6250 to 6745 . The red-
dashed lines over-plotted represent wavelength segments defined within the continuum nor-
malisation routine.

After continuum normalising spectral data and treating contaminants, a fur-
ther reduction step is required, radial velocity correction. The radial-velocity
of a star represents the relative motion of the star with respect to the observer
at the time of observation. The motions doppler shift the light and either
blue shift or red shifts it. What we observe is the spectra is shifted along its
wavelength scale by some amount.

This greatly affects analysis of the spectra of the star, specifically the line
profiles of the models will not match the lines from the observations. This
will result in a high χ2 value for many pixels and thus produce an erroneous
"best-fit" model with incorrect parameters. We decided to write our own RV
correction procedure as it is relatively simple and allows us to verify the RV
value given typically with the spectral data (sometimes it is not given). To
shift the spectra to rest frame with a RV value known, the following equation
is required,

λ0 = λobs/(∆RV/c+1) (2.17)

Our procedure took direct inspiration from PyAstronomy RV correction mod-
ule, PyAstronomy.pyasl.crosscorrRV, which is a collection of astronomy pack-
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ages (Czesla et al. 2019). The procedure we follow involves testing a range
of RV values, doppler shift the observed spectrum and compare it to a model
which is in the rest frame. As all the stars in our benchmark sample are on
the main-sequence and so sub-giant/dwarfs, we only require one model for
RV correcting our spectra, a Main-Sequence star such as our Sun. A spectral
model of R ≈ 500,000 was created using Turbospectrum (Plez 2012) with
the classical parameters of the Sun (see table .2.1). This model works as a
template because despite some changes in the HR Diagram, all the stars’ line
profiles should approximately match the location of the Solar line profiles.
Therefore, one linearly shifts the observed spectrum and see how well the
lines match. This is done via Cross-Correlating, a method whereby we mea-
sure the similarity of two spectra (observed and model) as a function of the
displacement of one relative to the other. To calculate the Cross-Correlation
exactly, the procedure does the following:

1. Create a list of plausible ∆RV values, for example -50 to 50 kms−1 with
a resolution of 0.05 kms−1.

2. For each ∆RV value, interpolate the model template spectra onto the
observation spectra wavelength frame. This can be done by making λobs
the subject of equation 2.17, thus λ0,shi f t = λ0 × (RV/c + 1) where λ0 in
this case is the original model wavelength (i.e. rest frame). Interpolating
ensures the model wavelength scale sampling matches the observation
scale exactly.

3. Calculate the Cross-Correlation value using the following equation,

CC = ∑
i

flux[i]obs ×flux[i]0,shift,

where i represents the wavelength pixel. This total number is the CC
value given the ∆RV value used.

4. Calculate CC for all ∆RV values and locate where the maxima occurs,
this will indicate the ∆RV value required for Radial-Velocity correction.

Figure 2.7 depicts two sub-figures with the results of calculating the RV cor-
rection of UVES α Centauri A spectra. The first sub-figure plots a variable
called "CC" (Cross-Correlation) versus RV correction in kms−1, here we see
the peak of the CC is at ∆RV = -36.2 kms−1. The second sub-figure shows
three spectra, the black solid line is the observed spectra pre-shifted, the black
dashed line is the observed spectra RV shifted and the grey solid line is the
Solar model.
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Figure 2.7: Two subfigures representing the radial-velocity correction process for a UVES
spectra of Alpha Cen A convolved to HR10 resolution. Sub-figure on the left depicts the
Cross-Correlation value versus the doppler rv shift for a given model and observation com-
parison. The Sub-figure on the right shows the radial-velocity corrected spectra (black solid
line) and the un-corrected spectra (black dashed line) versus the high resolution Solar model
from Turbospectrum (grey solid line).

Spectroscopic models

The main difference with the approach outlined in Schönrich & Bergemann
(2014) is our code does not use synthetic grids directly, but relies on the Payne
algorithm. This is a fast model-reconstruction technique, which is based on
artificial neural networks (ANN) (Ting et al. 2016, 2019). The conceptual
idea of the method is to use an ANN (or a set of ANNs) to represent how the
flux at each point across the stellar spectrum varies with each individual stellar
parameter, e.g. the Teff (but the number of parameters is only limited by the
dimensionality of the spectral grids). Once trained, the ANN layers, which act
like a function that predicts a flux value at each point, can be used to quickly
re-create an almost exact copy of the original spectrum. The typical error of
the flux is ≲ 10−3, which corresponds to the interpolation error of ≲ 0.1%
(Kovalev et al. 2019). Such "generic" spectra can be used to quickly create
analogues of stellar spectra computed ab-initio. The input training grids of
synthetic spectra must be computed on a random mesh and must be uniformly
distributed in the full space of parameters.

Here we use the Payne model trained on an 8-D grid (Teff, logg, [Fe/H],
micro-turbulence vmic, vbrd (which accounts for macro-turbulence and pro-
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jected rotation velocity vsin i), [Mg/Fe], [Ti/Fe], [Mn/Fe]). The training grids
(see Kovalev et al. 2019, for more details) cover the entire parameter space
of FGKM-type main-sequence stars, sub-giants and red giants, that is 4000 ≤
Teff ≤ 7000 and 1.0≤ logg≤ 5.0, and metallicity −2.6≤ [Fe/H]≤+0.5. vbrd
is used because it is not possible to resolve the separate influence of macro-
turbulence and rotation broadening components at the typical resolving power
of observed stellar spectra (see also Mashonkina et al. 2017; Kovalev et al.
2019). Both vmic and vbrd are randomly and evenly distributed in the parame-
ter space, corresponding to typical values measured for FGK stars. vmic varies
from 0.5 to 2 km−1, whereas vbrd varies from 5 to 25 km−1. The elements
are chosen, because for them reliable NLTE atomic models were available
to us at the stage of model grid development. The reference solar compo-
sition adopted in that grid was taken from Grupp (2004a) and scaled-solar
abundances were used for all elements, except Mg, Ti, Fe, and Mn, for which
the meteoritic values from Grevesse & Sauval (1998) were used. The main
advantage of this approach, compared to classical methods, is the significant
improvement in performance. The standard method, which relies on sym-
metric grids with an equidistant step size is computationally very costly and
forbids computing separate grids for all possible detailed abundances, while
still keeping up with the rapid developments in atomic and molecular physics
(e.g. Belyaev & Voronov 2020; Den Hartog et al. 2021) and 3D NLTE ra-
diative transfer methods (e.g. Bergemann et al. 2019; Gallagher et al. 2020;
Bergemann et al. 2021). The current grids allow us to determine [Mg/Fe],
[Ti/Fe], [Mn/Fe], but it can be extended to an arbitrary number of chemical
elements in future.

The physics of the input model spectra was extensively described in Kovalev
et al. (2019). In short, these are synthetic spectra models computed using
1D NLTE radiative transfer for Fe, Mg, Ti, and Mn. The MAFAGS-OS
(Grupp 2004a,b) 1D hydrostatic model atmospheres with opacity sampling
(OS) were used, owing to their more extended parameter coverage (up to mid
A-type) and denser grid sampling. We note, however, that extensive compara-
tive tests were performed in different studies, showing that the MAFAGS-OS
and MARCS model (Gustafsson et al. 2008) provide very similar thermo-
dynamic structures and results based on these models are virtually identical
(Bergemann et al. 2012, 2019). Owing to the assumption of hydrostatic equi-
librium, the transport of energy by convection has to be parametrised. In the
MAFAGS-OS model, the latter is computed using the mixing-length theory
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(Böhm-Vitense 1958; Cox & Giuli 1968; Canuto & Mazzitelli 1991). Micro-
turbulence, the parameter that - for the lack of full 3D RHD treatment - ap-
proximates the effect of velocities on scales smaller than the photon mean free
path, is a free parameter in the grid. We note, however, that the calculations
of new multi-dimensional NLTE grids with average 3D models are already in
progress, and the grids will make the use of ad-hoc adjustable parameter vmic
obsolete.

Model-data comparison

In the spectroscopic module, the SAPP relies on the gradient descent method,
a standard first-order iterative optimisation algorithm that allows to locate the
global minimum in the parameter space. As shown in Kovalev et al. (2019),
the main advantage of the gradient descent method is that it allows to greatly
speed-up the spectroscopic analysis compared to other methods. The aver-
age run-time of this module is about 0.4 seconds per star, and this procedure
yields all spectroscopic quantities, including Teff, metallicity, detailed chemi-
cal abundances, etc.

Once the global minimum in the 8-D parameter space is found, we construct
the spectroscopic PDF P(Ospec|X) by assuming a normal distribution with the
1 σ uncertainty for T spec

eff , loggspec, and [Fe/H]spec which are provided by the
gradient descent method. Other types of spectroscopic PDFs were extensively
studied in Schönrich & Bergemann (2014). The other derived spectroscopic
parameters (chemical abundances, vbrd, vmic) are kept at their best fit values.
The discretisation and parameter space of the spectroscopic PDF follows the
model grid points defined by the stellar evolution tracks described in Sect.
2.3.8. We note, however, that the latter has no influence on the shape and
amplitude of P(Ospec|X).

Hence, P(Ospec|X) for a given parameter space model point i is indexed over
quantity k3,

Pi(Ospec|X) =

Nk3

∏
k3

P(Ok3|Xi,k3), (2.18)

for each spectroscopic parameter Ok3,

P(Ok3|Xi,k3) = G j(Xi,k3 −Ok3,σk3) (2.19)
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where Ospec = T spec
eff , loggspec, [Fe/H]spec and Xi = Teffi, loggi, [Fe/H]i respec-

tively. For this construction of spectroscopic PDF, Nk3 = 3, and k3 indexes
from 1.

For the case of covariance, equation 2.7 is used instead of equation 2.5.

Error model

Since our model grids have only eight dimensions, we have implemented a
more restrictive approach with respect to the statistical analysis of individ-
ual observations. Kovalev et al. (2019) used the full spectrum fit, however,
this is sub-optimal, because different spectral lines correspond to the abun-
dances of different chemical elements across the entire periodic table, and
using low-dimensional training grids does not allow to account for the true
chemical abundance patterns of the star, which are in most cases not scaled-
solar (Bergemann et al. 2014).

Therefore, in this work, instead of pre-selecting spectral lines by eye, as it
has been common in previous literature studies, we resort to a robust statis-
tical procedure. The procedure entails a comparison of the reference syn-
thetic spectra of the benchmark stars (using the reference stellar parameters
and abundances obtained as described in Sec. 2.2.2) with the observed spec-
tra that allows to find the wavelength regions that are poorly described by
our synthetic models. These regions are not masked, but rather we evalu-
ate the residuals between the model flux and observed flux at each wave-
length point. These mono-chromatic residuals, which we refer to as "the error
model", serve as systematic uncertainties, so that the total combined error per
wavelength point is determined by adding the error model in quadrature with
the observed flux error.

Fig. 2.8 shows such a map of residuals ordered by Z (atomic number of the
element) in the wavelength window 5300 to 5600 Å . This procedure, as we
show in Sect. 2.4.1 yields very robust results for the CONTROL sample of
stars. Given the limitations of our 1D NLTE models, such as the absence of
realistic treatment of convection and turbulent motions that are a fundamen-
tal property of FGKM-type stars - the use of the residual map is justified.
Correlation

It shall be pointed out that some spectroscopic parameters are highly corre-
lated with each other, owing to underlying physics of energy transfer in stellar
atmospheres. Fig. 2.9 shows the covariances for all eight parameters in the
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Figure 2.8: Y axes represents the name of the stellar spectra, the X axes is wavelength in
angstroms. The colour axes represents the absolute residual between specific spectra and the
stars corresponding reference model.

spectroscopic module. The core parameters - Teff, logg, and [Fe/H] show
the most significant correlation, but also the α-enhancement (e.g., [Mg/Fe] or
[Ti/Fe]) and micro-turbulence correlate with metallicity in different regimes
of parameter space. This is often the reason why alternative constraints on
the core parameter space are necessary. The impact of covariance on the final
results is discussed in Sect. 2.4.5.

2.3.6 Infra-red flux method

The Infra-Red Flux method (IRFM) is another efficient method to determine
effective temperature and angular diameter of a star (e.g., Blackwell & Shallis
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Figure 2.9: Correlation coefficient tables split into two sub-figures. Each sub-figure has
a colour scale that represents the correlation coefficient, which ranges from -1 (negatively
correlated), 0 (no correlation), 1 (positively correlated). This number informs how each spec-
troscopic parameter is correlated with another. The top panel is the table for a K-type star (δ
Eri) and the bottom panel is a table for a F-type star (HD49933). The vertical and horizontal
axes for both depict the 8 spectroscopic parameters from SAPP’s spectroscopy module.

1977; Casagrande et al. 2006; González Hernández & Bonifacio 2009). The
IRFM does not depend much on the physics of stellar model atmospheres
employed (see e.g., Casagrande et al. 2006, 2010a, for a discussion of H−

opacity and the use of MARCS vs ATLAS9 models across FGK dwarfs, and
Chiavassa et al. 2018 for an analysis of the use of 3D vs 1D models). An
estimate of logg and [Fe/H] is also required, but has minimal impact on the
methodology (see e.g, Casagrande et al. 2006; González Hernández & Boni-
facio 2009, for a discussion)

However, the adopted interstellar reddening and absolute flux calibration can
easily introduce systematic errors of order ∼ 100 K (Casagrande et al. 2006;
Ruchti et al. 2013). In the context of this work, the use of IRFM is limited to
stars with reliable 2MASS photometry, which is about half of those in Table
2.1 due to their brightness and 2MASS saturation. For some of the remaining
stars with good photometry in fewer bands, we tested the colour-Teff rela-
tions derived from the same implementation of the IRFM (Casagrande et al.
2020). These calibrations are available in up to 12 different colour combina-
tions, with extra quality cuts based on photometry and realistic errors from a
Monte Carlo approach5. The sensitivity of these relations to the adopted input
parameters varies depending on the colour indices.

5https://github.com/casaluca/colte
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In Sec. 2.4.2 we compare the results of T IRFM
eff with our spectroscopic Teff

values. This allows us to test the precision with which we can determine the
Teff by means of the IRFM method. This is important because we expect that
this method, along with the Surface-Brightness Colour relationships (SBCR),
will be the source of constraints on Teff for those PLATO targets that do not
have spectra.

2.3.7 Surface-brightness colour relationships

Surface-Brightness Colour relationships (SBCR) allow one to easily and inde-
pendently estimate the limb-darkened angular diameter of the star. Combin-
ing the latter with the distance to the star, the linear radius can be computed.
Furthermore, the combination with the bolometric flux yields the effective
temperature.

Many SBCRs exist in the literature, but all of them are empirical and are cal-
ibrated on interferometric measurements (see Nardetto 2018 and Salsi et al.
2020 for a short review) or on Galactic eclipsing binaries (Graczyk et al. 2017,
2019). For example, Pietrzyński et al. (2019) derived the distance to the Large
Magellanic Cloud with a 1 % precision using eclipsing binaries as distance
indicators. In order to achieve such precision, they used a dedicated SBCR
based on the observations of 48 red clump stars with the PIONIER/VLTI in-
strument (Gallenne et al. 2018). Assuming the expected 1% precision and
accuracy of angular diameters expected from CHARA/SPICA (see Sect. 2.6),
we estimate that the method will provide the precision of 50 to 100K in Teff
and 1 to 2% in radii.

The main advantage of the method is its simplicity: only two magnitudes
(usually V and K) are required and it is not very sensitive to reddening, be-
cause the surface brightness and the colors have a similar sensitivity to extinc-
tion. For example, a difference of 0.2 mag in the visual extinction translates
into a difference of 2% on the radius and 60 K on the temperature. For com-
parison, a 2% error on Fbol translates into an error of 30 K on the temperature.
The main limitation of the method in the context of PLATO is likely its sensi-
tivity to the uncertainty of the K magnitude. A 0.03 mag error in the K band
magnitude causes an 80 K uncertainty in Teff and a 2 % uncertainty on the ra-
dius. The results also depend on the spectral type and luminosity class (Salsi
et al. 2020). Additionally, the method cannot be used for stars that show a
significant activity level, have a companion(s), are flattened due to rotation
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(Challouf et al. 2014, 2015), show signatures of wind and/or circumstellar
shells.

In this work, we employ the SBCR relationships from Salsi et al. (2021),
which were derived for F5-K7 IV/V stars using the methodology described in
Salsi et al. (2020). The relationships are based on a careful selection of the in-
terferometric data, suitable sample selection (no activity), and a homogeneous
set of 2MASS photometry.

In Sect. 2.4.2, we compare our SBCR estimates obtained with these relation-
ships with the reference values. The bolometric fluxes, which are needed in
the SBCR method to determine Teff from the linear radius, are taken from
Heiter et al. (2015). However, it is expected that SAPP will provide bolomet-
ric fluxes as an output, from the photometric module.

2.3.8 Stellar evolution models

The SAPP code also includes a detailed grid of GARSTEC stellar evolution
models (Weiss & Schlattl 2008), which covers the mass range from 0.6 to
5.0 M⊙ with a step of 0.02 M⊙ and metallicity from −2.50 to 0.60 with a
step of 0.05 dex.

In short, the models were computed as follows. Stellar atmospheres are based
on the T-τ VAL-C model (Vernazza et al. 1981), implemented with the ana-
lytic fit given in Sonoi et al. (2019). This relation leads to stellar models that
reproduce well the Teff scale of RGB stars in the APOKASC sample (Serenelli
et al. 2017; Pinsonneault et al. 2018). Convective overshooting is treated in
GARSTEC as a diffusion process parametrised with a coefficient f , which is
fixed to 0.02 at all convective boundaries. This is roughly equivalent to an
overshooting region extending over 0.2HP, with HP being the pressure scale
height at the convective boundary. For small convective cores, f is decreased
linearly from 0.02 down to 0 for stellar masses from 1.4 down to 1.1 M⊙.
This prescription has been found to describe well results from binary stars
(Higl et al. 2018) and mid-age open clusters (Semenova et al. 2020). No
convective core overshooting in the main sequence is used below 1.1 M⊙.
Mass loss is modelled with a Reimers law and η = 0.2. Microscopic diffu-
sion, without taking into account radiative levitation, is included according
to Thoul et al. (1994). Its efficiency is suppressed linearly with stellar mass
in the range 1.25− 1.35 M⊙ and it is not included for higher masses. The
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reason is that microscopic diffusion and radiative levitation in the presence
of very thin convective envelopes lead to theoretically large changes in sur-
face abundances not supported by observations, likely due to the presence of
a yet physically unidentified macroscopic mixing process. For lower masses,
however, extra-mixing below the convective envelope is included following
the prescription described in VandenBerg et al. (2012), with a metallicity de-
pendent efficiency adjusted to reproduce the solar lithium depletion and the
depletion of lithium typical of the Spite plateau (e.g. Spite & Spite 1982;
Sbordone et al. 2010) stars.

The relation between the abundances of metals and helium is assumed to fol-
low a linear relation calibrated using the Standard Big Bang Nucleosynthesis
(SBBN) helium value YP = 0.2485 (Steigman 2007) and a solar model cal-
ibration, which lead to a slope on the enrichement law ∆ = 1.14 (Serenelli
et al. 2017). More recent determinations of YP lead to slightly lower values,
(YP = 0.2470±0.0002 and YP = 0.2446±0.0041, consistent with each other,
for SBNN and non-SBBN respectively Fields et al. 2020). The impact on the
slope of the enrichment law is about 7%, equivalent to that produced by a
[Fe/H] error of 0.025 dex.

In addition, the models include synthetic photometry computed using AT-
LAS12/SYNTHE bolometric corrections6 for different passbands: UBVRI,
2MASS, Kepler, Gaia, Tess, Hipparcos, Tycho and PanStarrs. Bolometric
corrections have so far been implemented corresponding to Av=0, so extinc-
tion has been applied a posteriori. This leads to errors of approximately a few
hundredths of magnitude for Av < 2 mag.

2.3.9 Priors

Initial Mass Function

The Initial Mass Function (henceforth IMF) is an empirical function that de-
scribes the initial distribution of masses for a given population of stars. It was
first derived for stars in the Solar neighborhood by Salpeter (1955). The study
obtained the functional form,

ζ (M) = ζ0 M−2.35 (2.20)
6http://waps.cfa.harvard.edu/MIST/model_grids.html#bolometric
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where ζ0 is a constant which sets the local stellar density. Using the IMF
one can determine the number of stars which form within certain mass limits.
The common properties from the IMF is that most of the stars that form are
low mass and most of the mass in stars reside in low mass stars i.e. the most
common stars which form aren’t high mass. However, following a burst of
star formation, the luminosity from the star forming region is dominated by
high mass stars (Salpeter 1955). This functional form of the IMF is well
defined for Masses above 0.5 M⊙ (Offner et al. 2014; Kroupa 2001), below
this the function should flatten. Although, the exact form of low mass IMF
remains uncertain.

The origin of the IMF is an unsolved astrophysical problem in star formation
theory. On one hand, most theorists believe that the IMF is not necessarily the
same everywhere in the universe, as different amounts of metals will affect
fragmentation and so it is entirely possible for a significant number of high
mass stars to form. On the other hand, observationally there is little to no
evidence that the IMF varies in our Galaxy or in nearby galaxies (Offner et al.
2014).

To use this as a prior for our calculations, for simplicity unity is chosen for
ζ0.

The input mass used for this prior to be applied will derive from the stellar
evolution models, these track the mass evolution of the star and so applying
the IMF will have a small constraint on the age but a significant constrain on
Radius. All of the stars in our sample are within the local Solar neighbour-
hood arguably and so using the simpler IMF is justified.

2.3.10 Numerical approach

The exact procedure is as follows.

In this first step, Teff, logg, and [Fe/H] are fixed to the best fit spectroscopic
value determined using the gradient descent method. This is because this
method is fast and it does not require probing the entire parameter space. In
the second step, the SAPP collects stellar evolution tracks which have Teff,
logg, [Fe/H] centred on the first-guess parameters within a certain range de-
fined by the user. For simplicity, we limit the sub-domain range to ± 300 K
in Teff, ± 0.5 dex in logg, ± 0.6 dex in [Fe/H]. Alongside these parameters
collected, mass, radius, age, and luminosity are also tabulated. Figure 2.10
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Figure 2.10: Kiel diagram of GARSTEC stellar evolution tracks used in SAPP coloured in
age within the red box defined by a range of Teff, logg, and [Fe/H].

depicts an example selection of tracks based on a conservative range.

Second, for each point in the sub-domain of the stellar evolution models, i,the
spectroscopic probability is calculated using equations 2.18,2.19. Figure 2.11
shows the 3D parameter space of Procyon’s spectroscopic PDF sampled di-
rectly from the 8D space (left) and re-constructed using the best-fit parame-
ters, uncertainties and covariance matrix (right).

Finally, this spectroscopic PDF defined on the sub-domain of stellar evolution
models is folded with the PDFs computed from photometric, astrometric, and
asteroseismic data. This procedure returns the full posterior PDF.

The final estimates of all output parameters (Teff, logg, [Fe/H], M, age, R,
L) are calculated by fitting a Gaussian to the posterior PDF with mean µ

and standard deviation σ . In other studies, Schönrich & Bergemann (2014),
the expectation values and their moments were used However, our extensive
inspection of the posterior PDFs showed that they are rather symmetric and
can all be well approximated by a Gaussian.
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Figure 2.11: 3D parameter space in Teff, logg, [Fe/H] mapped onto a regular grid with colour
scale as log likelihood probability P(Ospec|X) of Procyon spectra. Left panel shows spectro-
scopic PDF directly sampled from 8D parameter space (keeping vsin i, vmic and abundances
fixed). The Right panel shows spectroscopic PDF re-constructed using best-fit parameters,
uncertainties and the co-variance matrix.
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2.4 Results

The results of our analysis of the benchmark stars will be discussed in de-
tail below. We will begin with quantifying the accuracy and precision of our
estimates of Teff, logg, and [Fe/H] obtained using different spectroscopic ap-
proaches and different types of observational data (Sect. 2.4.1). We will then
proceed to the analysis of using IRFM and SBCR to calculate Teff and radius
(Sect. 2.4.2). The influence of seismic priors on logg and so on the analysis
of other stellar parameters will be the subject of Sect. 2.4.3. The results for
masses, radii, and ages of stars obtained using the full Bayesian solution will
be presented and discussed in Sect. 2.4.4. The impact of including covariance
from spectroscopy is detailed in Sect. 2.4.5. Finally, the analysis of medium
resolution spectra is shown in Sect. 2.4.6.

Figure 2.12 depicts three spectra (black dots) of α Cen B (one of the refer-
ence targets) from different telescopes compared to best fit spectra models
from SAPP (magenta lines). A medium resolution spectra (HR10) with R
= 20, 000 and two high-resolution spectra (UVES, HARPS) with original
R = 47, 000 and 118, 000 respectively. The high resolution spectra have
been degraded to that of HR10 in order to demonstrate the performance of
fitting different quality spectra of the same star. The original resolutions are
annotated above each spectra as well as a sample of diagnostic lines which
populate the HR10 wavelength range. This is just for an illustration, but the
agreement for all other stars in the sample is equally good. The agreement
between the observed data and the models is very good, which suggests that
the SAPP in combination with available theoretical models can be used with
confidence to analyse spectra of FGK-type dwarfs and sub-giants.

2.4.1 Constrained versus unconstrained spectroscopic calculations

We begin with the analysis of the influence of the error model (see Sect. 2.3.5)
on the spectroscopic calculations. Hereafter, we refer to the results obtained
using the error model as "constrained" analysis, and those obtained without
the error model as an "un-constrained" analysis.

We find that the accuracy of stellar parameters, Teff, logg, and [Fe/H], is
significantly improved, if the error model is employed with respect to the
reference stars. The scatter of the SAPP Teff estimates decreases from 101
K (unconstrained analysis) to 42 K (constrained analysis) and the bias de-
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Figure 2.12: Normalised Flux versus wavelength in angstroms. The observed spectra of α

Cen B (black dots) is overlaid with SAPP’s best fit model from the spectroscopy module
(magenta solid line). This contains HARPS, UVES and HR10 spectra with original resolving
powers R∼ 118000, 47000 and 20000 respectively. The UVES and HARPS spectra have
been convolved down to that of HR10.

creases from 109 K (unconstrained analysis) to −1 K (constrained analysis).
Even more impressive is the improvement in logg estimates. The systematic
logg bias decreases from −0.16 dex (unconstrained analysis) to −0.04 dex
(constrained analysis) and the scatter reduces enormously, from 0.13 dex to
0.02 dex, which makes our spectroscopic results competitive with other tech-
niques, such as asteroseismology. As Fig. 2.13 shows, in the unconstrained
analysis the residuals are large and positive. The constrained analysis, in con-
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Figure 2.13: Residuals between SAPP parameters and reference versus the signal-to-noise
ratio of four stars: β Vir, η Boo, β Hyi, and α Cen A. Open circles represent using purely
spectroscopic module (without error model), these have an average and 1σ in the legend
named ⟨∆[Fe/H]⟩. Filled circles represent using spectroscopic module with the error model,
these have an average and 1σ in the legend named ⟨∆[Fe/H]emodel⟩.

trast, is much more successful, because it removes all systematic effects and
returns metallicities with the precision of 0.02 dex,this is likely due to the er-
ror model reducing the impact of features within the spectrum which are con-
sistently causing the [Fe/H] to be initially overestimated. Not surprisingly,
the constrained analysis also improves the results for the detailed chemical
composition of stars. The abundances of Ti, Mg and Mn are in excellent
agreement with the reference values, with mean differences of 0.02± 0.04
dex, 0.04±0.04 dex, and −0.04±0.03 dex, respectively.

It should be stressed, however, that the literature values of[Fe/H] and any
other element abundances cannot be treated as ’reference’ quantities, because
there is no model-independent (fundamental) way to determine the detailed
chemical composition star. All methods depend on models of stellar atmo-
spheres, atomic, and molecular physics, and, therefore, on the level of physi-
cal complexity of the systems. Therefore, most differences between our val-
ues and the reference metallicities stem from the different radiative transfer
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Figure 2.14: Comparison of effective temperatures (top panel) and radii (bottom panel) de-
rived from the SBCR (solid circles) and IRFM (open squares) method to Reference values.
The dark grey line corresponds to the 1:1 line, the light grey shaded region represents our
adopted threshold of 2%. The average uncertainty for IRFM, SBCR (vertical) and Reference
(horizontal) is annotated in the middle right for Teff and bottom right for radii. The annotation
in the upper left represents the average difference between SBCR, IRFM and Reference with
1 σ scatter about said average respectively.

methods and input physics employed in the spectroscopic calculations.

2.4.2 IRFM and SBCR modules

In this section, we explore whether constraints on Teff from the IRFM and
SBCR methods could help improve the estimation of the effective tempera-
tures.

Figure 2.14 (top panel) shows our estimates of Teff obtained using the IRFM
and SBCR method in comparison with the reference Teff measurements. The
results based on both methods are sensitive to the quality of photometry and
to extinction, therefore we limit this comparative analysis to stars with the
2MASS flags "A" or "B", which corresponds to the photometric errors below
0.05 mag in the J, H, and Ks bands. Generally, we find that both methods
provide an excellent constraint on the Teff of a star, with the average bias of
only ∼ −32 K and the scatter of ∼ 73 K around the reference values. The
uncertainties of the IRFM estimates are of the order ∼ 70 K. As to SBCR, the
uncertainty on the effective temperatures is ∼ 123 K, but it ranges from 98 to
138 K depending on the quality of photometry.
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Figure 2.14 (bottom panel) compares the resulting SBCR and IRFM radii of
stars with the reference values. The uncertainties indicated in the figure are
the quadratic sum of the individual uncertainties. The SBCR uncertainties, of
the order ∼ 0.052 R⊙ are dominated by the RMS error of the method, with
the precision of ∼ 3.1 to 4.5%. The IRFM radii are slightly more precise,
with σ ∼ 0.027R⊙.

We conclude that both methods, SBCR and IRFM, require accurate and pre-
cise 2MASS photometry (with errors less than 0.05 mag) in order to achieve
the PLATO space mission requirements. Also extinction may influence the
results. Currently, both methods may be used as auxiliary methods to con-
strain Teff and radii, foremost as priors on spectroscopy. However, their use
as standalone modules will require an improvement in the parameter cover-
age and reference parameters of the calibration samples. In particular, we
anticipate that with the data from the upcoming CHARA/SPICA facility, the
SBCR method will be improved significantly to reach the desired precision of
1−2% on the radii.

2.4.3 Influence of seismic priors on stellar parameters

In the subsequent analysis, we investigate whether the use of asteroseismic
data improves the constraints on stellar parameters, compared to the approach
when only stellar spectra are used. So far, most studies employing asteroseis-
mic constraints on logg have reported an improvement in the accuracy of re-
sults (Bruntt et al. 2012; Buchhave & Latham 2015; Nissen et al. 2017).

We use two asteroseismic quantities: νmax – the frequency of the maximum
oscillation power – and ∆ν – the large frequency separation (e.g. Serenelli
et al. 2017). These seismic data are used as a prior in two methods. The
first approach is to estimate a logg value from the asteroseismic PDF, which
utilizes both quantities and then fix it in the spectroscopic analysis. We note
that instead of fixing the surface gravity, a prior on logg can be imposed,
however, for the benchmark stars this alternative approach yields the same
result. This is due to the very small, of the order 0.01 to 0.02 dex, uncertainties
on the seismic logg values.

We also explore a different approach, in which the final solution is obtained
using an iterative algorithm, with logg constrained via the empirical νmax
= f (Teff, logg) relationship (e.g. Belkacem et al. 2012). In short, using the
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(a) (b) (c)

(d) (e) (f)

Figure 2.15: SAPP spectroscopic parameters Teff and logg of the benchmark stars which have
interferometric Teff reference values above 5500 K (this includes two KIC stars 16 Cyg A
and B). The vertical axis represents the residuals between Teff, logg and their corresponding
reference values. The horizontal axis represents the reference parameters. The red line is
a linear regression of the data points. The top panel contains results produced by SAPP’s
constrained spectroscopy module, and the bottom panel contains results produced by SAPP’s
constrained spectroscopy module with νmax prior applied. The grey shaded region is our
tolerance of 1% for Teff and 0.05 dex for logg. The average uncertainty in each panel is
located in the bottom right. For each star, several spectra were analysed (see Sect. 3.2)
.
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observed stellar and solar νmax values, we input an initial guess of Teff from
spectroscopy, the resulting logg value from the equation 2.14 is then fixed
in the spectroscopic analysis. The re-calculated set of parameters give a new
estimate of Teff, which is used in the same equation, and the loop continues
until the Teff estimate does not change by more than 10 K. The choice of
this convergence criterion is not critical at this stage and the convergence is
usually very fast.

Figure 2.16 shows the iterative process for spectra of the Sun from Ceres taken
by HARPS. Whereby the process determines a new logg given a spectral Teff
and asteroseismic νmax using equation 2.14. Once a logg is calculated, it is
fixed and the spectroscopy module is re-run, therefore determining a new Teff
which is used in the same equation. The change in effective temperature is
tracked and represents the vertical axis, the number of iterations represents
the horizontal axis.

Such an approach has been adopted, for instance, by Lund et al. (2019). Fig-
ure 2.15 shows our results obtained without and with a logg prior, using the
iterative solution with logg.

Figure 2.16: Difference between effective temperature estimations per iteration versus num-
ber of iterations. This is the iterative method described in section 2.4.3 for the Sun, specifi-
cally Ceres HARPS spectra.

Overall, it is clear that the use of seismic prior on νmax improves the accu-
racy of Teff and logg estimates (compare panels (a)-(d) and (b)-(e)), resolving
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the notorious problem of systematically under- or over-estimated tempera-
tures and surface gravities (Mortier et al. 2014; Tsantaki et al. 2019). The
iterative solution improves not only the accuracy (central values), but also the
precision of the results: the scatter of Teff residuals is reduced by a factor of
two, from ±42 K to ±21 K. The uncertainties of individual values, however,
increase slightly when a seismic prior is applied, which is due to the error
in νmax being taken into account. Without the seismic prior, the uncertain-
ties are purely statistical in nature. The most obvious improvement concerns
the stars with Teff ⪆ 6200 K: Procyon and HD 49933. For these F-type stars,
the spectroscopic analysis without any prior returns a very problematic (and
well-known) systematic bias in Teff and logg, which manifests itself in the un-
fortunate correlation between the residuals of the both parameters (Fig. 2.15,
panel c). In other words, the Teff over-estimated by 100 K also implies that
the logg estimate is ∼ +0.1 dex too high. The causal connection between
the residual of Teff and that of logg cannot be established, as both parameters
are highly correlated (Fig. 2.9). Remarkably, including the seismic priors
resolves the problem: the Teff and logg values are now in a good agreement
with the reference values, with systematic bias on the order of 40 K between
the two quantities.

Accurate surface gravity estimates are essential to determine chemical abun-
dances from gravity-sensitive spectral lines, such as Mg triplet lines at 5100 ,
Ca near-IR triplet lines, and the majority of diagnostic lines of singly-ionised
elements (Gehren et al. 2004; Lind et al. 2012; Bergemann et al. 2017).

We therefore conclude that, similar to Teff, the seismic prior offers a clear
improvement in surface gravity and helps to break the degeneracy between
the influence of logg and Teff for stars hotter than the Sun.

2.4.4 Bayesian solution

In this section, we describe the results obtained, when all stellar parameters
are determined consistently using the Bayesian approach (Sect. 2.3.1), em-
ploying photometric (magnitudes), astrometric (parallaxes) , spectroscopic,
and asteroseismic (∆ν , νmax) data. As emphasised in Sect. 2.1, we want to
leverage the exquisite statistical capabilities of Bayesian inference methods
and therefore we also include stellar structure models, which gives us the
ability to determine radii, masses, and ages of stars in the consistent homo-
geneous framework. This also allows us to quantify the correlations between
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various parameters and to explore the influence of uncertainties in the funda-
mental parameters of stars: their initial mass and detailed chemical composi-
tion.

Figure 2.17 depicts the PDFs for Procyon from different modes of SAPP with
the vertical axes as logg and the horizontal axes as Teff. Each PDF shows
the likelihood landscape sliced in the [Fe/H] dimension with respect to their
maximum probability. The colour scale is the logarithm of the correspond-
ing probability, over-plotted is an evolution track with M = 1.5 M⊙ and Z
= Z⊙, the best-fit value is plotted as a white cross. The differences in Figs.
2.17d,e, and f are subtle, (d) represents the combination of the Spectroscopy
PDF and Asteroseismology PDF, this is analogue to our constrained spec-
troscopy + νmax prior results. Fig. 2.17 (e) represents the PDF resulting from
the combination of Spectroscopy and Photometry with parallax included, and
(f) represents the PDF resulting from the full Bayesian scheme. The probabil-
ity range of 10−50 to 1 allows us to see the detail of the likelihood landscape
and how it changes with various combinations.

Our final results for the Bayesian scheme are provided in Table 2.2 and they
are compared with the reference quantities in Figure 2.18. The average un-
certainty for each panel is located in the bottom right. The systematic un-
certainties of SAPP are determined from the average differences calculated
and shown in the annotations of each sub-figure. Therefore, the final values
presented in table 2.2 have the statistical and systematic uncertainties com-
bined. For the stars which have multiple observation spectra, the final values
are averaged and the uncertainties are propagated thoroughly. Clearly, our re-
sults for all stellar parameters are in excellent agreement with other estimates.
The Teff estimates are accurate to 27(syst.)±37(stat.) K (∼ 0.5 %), whereas
the error on logg and [Fe/H] does not exceed 0.00(syst.)± 0.01(stat.) dex
and 0.02(syst.)± 0.02(stat.) dex, respectively. Also the estimates of radii,
masses, and ages of the benchmark stars are consistent with the reference val-
ues. Radii and masses are best determined, with the statistical uncertainty
of only 0.03 R⊙ and 0.05 M⊙ respectively. Ages are determined with a pre-
cision of 0.63 Gyr and a small bias of ∼ −0.14 Gyr. It shall be stressed,
however, that ages are highly model-dependent quantities, and their determi-
nation, in turn, relies on the quality of atmospheric parameters (Teff, [Fe/H],
α-enhancement...). Also the reference values are highly heterogeneous, and
were determined by different methods and models. Therefore a disagreement
(however small) is not surprising and may simply indicate that different types
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(a) (b) (c)

(d) (e) (f)

Figure 2.17: Five sub-figures depicting a PDF calculated for Procyon from different modes
of SAPP a) Asteroseismology, b) Spectroscopy c) Photometry and Parallax, d) Spectroscopy
and Asteroseismology, e) Spectroscopy and Photometry (with parallax) and f) Combined
(Bayesian scheme). The horizontal axes is effective temperature, the vertical axes is surface
gravity and the colour bar is the logarithm of probability. Each sub-figure PDF is sliced in
[Fe/H] dimension. The grey solid line represents a stellar evolution track with 1.5 M⊙ and Z
= Z⊙ (the Pre-Main Sequence is not included). The white cross represents the best fit value
for the given PDF.
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(a) (b) (c)

(d) (e) (f)

Figure 2.18: SAPP stellar parameters from the full Bayesian scheme versus the reference
parameters. The annotations represent the average difference between the SAPP parameters
with covariance and the reference parameters respectively. The uncertainty represents the 1
σ scatter about said average. The gray shaded region represents the desirable uncertainties
of stellar parameters for PLATO: 1% for Teff, 0.05 dex for logg and [Fe/H], 15 % for mass,
10 % for age, 2 % for radius. The vertical error bars represent the average 1 σ uncertainties.
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of stellar evolution models (or isochrones) and/or different input values for
atmospheric parameters of stars were employed in the literature studies that
we use for comparison with our results.

Comparing our final Bayesian results with the literature estimates (e.g. Sahlholdt
et al. 2019; Das & Sanders 2019; Howes et al. 2019), we can conclude that
the SAPP code provides robust estimates of fundamental stellar parameters,
comparable or even superior to other methods. In Das & Sanders (2019), the
precision of parameters is 10% on mass and 10-25% on age. Sahlholdt et al.
(2019) find more conservative uncertainties, of the order ∼ 15−40% on age.
Howes et al. (2019) did not use asteroseismic information, and their estimates
are strongly dependent on the evolutionary stage of a star, with typical uncer-
tainties of 15% on age at the turn-off and RGB, but reaching up to 50% on
the main-sequence and sub-giant branch (see their Fig. 18). Our results are
qualitatively similar to these estimates, if we were to limit the input data to
observed spectra, photometry, and parallaxes, but the use of asteroseismology
greatly improves the precision of M, R, and τ , allowing to constrain their val-
ues to a precision of a few (1 to 5%) percent for masses and radii, and 15%
for ages. Whereas in PLATO (see section 2.5), these quantities will not be
determined using the SAPP, our results suggest that the SAPP delivers robust
and accurate estimates of atmospheric and fundamental parameter of stars,
making the code useful for the characterisation of stars observed within other
ongoing and forthcoming programs, such as WEAVE, 4MOST, and SDSS-
V.

2.4.5 Spectroscopy parameter covariance impact on bayesian scheme

The current formulation of spectroscopy produces a PDF that can reliably
be combined with other modules. In this section, we explore the influence
of using the spectroscopic covariance (Eqn. 2.7 in Sect. 2.3.1) in the full
Bayesian calculations.

We have also compared the results for stellar parameters computed with and
without the inclusion of spectroscopic covariance. Figure 2.19 explores the
difference between using the covariance matrix from spectroscopy and assum-
ing independence between spectroscopic parameters in the Bayesian scheme.
For each parameter, the difference is plotted against the reference value of
each star with the average uncertainties annotated in the bottom right corner.
The grey shaded region represents the desired tolerance of the final results.
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Fig. 2.19 confirms that the differences between the results obtained using the
two approaches are small. The only somewhat significant deviation can be
seen in Teff and τ , which scatter around ∼ ± 40 K and 0.67 Gyrs, respec-
tively. We do not detect any significantly large systematic bias associated
with the assumption of independent likelihoods.

The inclusion of covariance is formally correct with respect to statistical anal-
ysis, as otherwise the assumption is that the core parameters and their errors
are independent. It is also not a significant problem in terms of calculation
overheads, as the covariance matrix is always available as a by-product of
spectroscopic calculations in the SAPP (Sect. 2.3.5). On the other hand, it
is clear that the influence of using the covariance is small in the parameter
space of FGK-type stars. We can therefore conclude that it is not critical to
include the spectroscopic covariance in the full Bayesian analysis, as long as
one does not require the precision of better than 1 percent in the astrophysical
characterisation of stars.

2.4.6 Analysis of medium-resolution spectra

Gaia-ESO benchmark stars

We present our results obtained from the analysis of medium-resolution HR10
spectra of the Gaia-ESO benchmark stars and compare them with the independently-
determined stellar parameters (see Sect. 2.2.2). The GIRAFFE HR10 spectra
cover a narrow wavelength range from 5300 to 5600 at the resolving power
of 20000. The median S/N is in the range from 70 to over 2000. The HR10
spectra have lower sampling than the degraded UVES and HARPS spectra
analysed in Sect. 2.4.4, this allows the difference of instrument effects to
be explored. These stars also include one FGK sub-giant (HD 140283), two
red giants (ξ Hya, HD 122563), an F dwarf (HD 84937), and two G dwarfs
(µ Ara, τ Cet). These targets are important because red giants highlight the
extent of SAPP’s applicability towards metal-poor stars outside of PLATO’s
core program. In Fig. 2.20 a total of 17 benchmark stars are analysed, where
the SAPP estimates of Teff, logg, [Fe/H] are compared to the reference values,
respectively. The average uncertainty values are shown in the bottom right
corner. The upper panel depicts SAPP data derived without asteroseismology
data, and the lower panel with asteroseismology. The red data points repre-
sent stars which have no asteroseismic information, therefore are identical in
both panels.
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(a) (b) (c)

(d) (e) (f)

Figure 2.19: The differences between SAPP best-fit parameters from Bayesian scheme cal-
culated with and without covariance matrix from spectroscopy (vertical axes) versus the ref-
erence parameters presented in Table 2.1 (horizontal axes). The uncertainty represents the 1
σ deviation. The gray shaded region represents the desired errors: 1% for Teff, 0.05 dex for
logg and [Fe/H], 15 % for mass, 10 % for age, 2 % for radius.
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Figure 2.20: SAPP best-fit parameters of Gaia-ESO HR10 spectra from Bayesian scheme,
with resolution R = 20,000 and coverage λ ⊂[5300,5600] . In total there are 17 benchmark
stars depicting a different parameter (Teff logg, [Fe/H] and [Mg/Fe]) derived from SAPP (ver-
tical axes) versus the given reference parameter (horizontal axes). The panels represents data
determined using the Bayesian scheme without asteroseismology (upper) and with asteroseis-
mology (lower). The red data points represent stars without any asteroseismic parameters.
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We find that the analysis of medium-resolution stellar spectra with the SAPP
also yields reliable results. If asteroseismic constraints are used, we obtain
the average Teff bias of about ∼ 101 K and a dispersion of 76 K, very pre-
cise logg estimates on the order of 0.012 dex, and metallicities accurate to
≈ 0.05 dex. Also the Mg abundances can be determined with the uncertainty
of ≈ 0.01± 0.08 dex. Interestingly, the Teff value obtained from the HR10
spectra alone are superior to those obtained using νmax. This could possibly
be the consequence on non-trivial relationships between the physics adopted
in the spectroscopic module (Sect. 3.4.1), which is based on MAFAGS-OS
atmospheric models. The model atmospheres adopt the mixing length that
is empirically constrained to reproduce observed Balmer line profiles (given
a pre-defined Teff scale), and may, therefore by coincidence, compensate for
the deficits of the model atmospheres, yet at the expense of surface gravity
accuracy. Nonetheless, our results in both cases reinforce the evidence that
medium-resolution optical spectra, with R ≈ 20,000, are well suited for the
analysis of fundamental parameters and composition of PLATO stars. Spectra
of such quality will be obtained in future with 4MOST (Bensby et al. 2019;
de Jong et al. 2019) and WEAVE medium-resolution spectrographs (Dalton
et al. 2014). Therefore it can be foreseen that the characterisation of PLATO
targets can indeed be done at the required level of accuracy and precision, if
4MOST and WEAVE medium-resolution spectra are available.

Gaia-ESO open and globular clusters

In Figures 2.21 and 2.22 we present the results from our analysis of six open
and globular clusters7, for which Gaia-ESO HR10 spectra are available in the
public Gaia-ESO data release8. None of the clusters were processed using the
Asteroseismic module in SAPP, therefore only photometric, astrometric and
spectroscopic data was analysed in this section. In Fig. 2.21, we also show
several isochrones (derived from the GARSTEC stellar evolution tracks de-
scribed in Sect. 2.3.8) with varying ages and similar metallicity respectively.
These isochrones were not fit to the data, and are only displayed to guide
the eye. The unique value of clusters is not just because they, to a first or-
der, represent mono-age and mono-metallic stellar populations (Magrini et al.
2017; Bastian & Lardo 2018), but also because homogeneous observations of

7Cluster RV values from Gaia EDR3 were used to differentiate non-cluster members; here we adopted a
typical threshold of 5σ in RV for all clusters, except NGC 6352, for which the threshold value of 3 kms−1 was
assumed

8http://archive.eso.org/scienceportal/home?data_collection=GAIAESO&publ_date=
2020-12-09
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Figure 2.21: Teff-logg diagram of the Gaia-ESO clusters. Only data analysed in this work
with the SAPP are shown. In each panel, the black solid circles are a star with corresponding
error bars in Teff and logg. There are three isochrones varying in age (blue youngest, orange
median, green oldest) which have a metallicity close to the average [Fe/H] of the cluster.
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Figure 2.22: SAPP metallicities [Fe/H] of stars in clusters versus the spectral SNR. In each
panel, the average (NLTE) [Fe/H] and 1σ scatter is annotated, the former being shown as
the green dotted line. The grey dashed line and corresponding blue shaded region represents
NLTE [Fe/H] estimates and their errors from Kovalev et al. (2019) respectively.
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stars at different evolutionary stages are available. For NGC 6253 and NGC
6752, we can directly test the metallicities in red giants against our estimates
obtained for main-sequence and sub-giant stars. Additionally, literature val-
ues of metallicity are available for the turnoff or sub-giant stars in NGC 104
(Carretta et al. 2004) and NGC 6253 (Maderak et al. 2015), and we use these
estimates to validate our results.

Generally, the results for all six Gaia-ESO clusters are very robust (Fig. 2.21),
with the Teff and logg values being in good agreement with the isochrones.
Also the intracluster metallicity variation (Fig. 2.22) is very small, consistent
with expectations from previous literature estimates of metallicity. In partic-
ular, three of the clusters with NLTE metallicites were analysed in Kovalev
et al. (2019) and their corresponding average [Fe/H] agree very well with our
study. Furthermore, our metallicity estimates for NGC 104 and NGC 6253
are consistent with values based on non-RGB stars from Carretta et al. (2004)
and Maderak et al. (2015), who obtain [Fe/H] =−0.67±0.01±0.04 dex and
[Fe/H] =+0.445±0.014 dex, respectively. However, it should be noted that
NLTE effects are particularly large in the atmospheres of red giants at low
[Fe/H] typical of globular clusters (Kovalev et al. 2019), and most literature
estimates use 1D LTE models, which is why a comparison with other studies
is not meaningful. There is no systematic bias or correlation of metallicity
with stellar parameters (Teff or logg) or the SNR. That suggests that our abun-
dances are robust and do not depend on the quality of the data, at least for
stellar spectra with SNR > 20. The typical [Fe/H] dispersion is about 0.03
dex (NGC 362, NGC 104, NGC 6253) to 0.06 dex (NGC 1261). Only for
NGC 6752, the dispersion is a bit larger, σ [Fe/H]≈ 0.09 dex. Whether some
of this dispersion is caused by the presence of sub-giants is not clear yet (e.g.
Geller et al. 2017; Giesers et al. 2019).

2.5 BO-SAPP and DO-SAPP

In the context of PLATO, the SAPP will operate in two modes: the version
that will run During Operations (DO-SAPP) and the version that will be used
before the mission to provide an initial characterization of all targets (Before
Operations, BO-SAPP). Spectroscopy will be activated in both modes. How-
ever because of scientific and runtime considerations, it is the only module
that will be activated in DO-SAPP, which overall minimizes SAPPs complex-
ity. Thus, DO-SAPP will only rely on stellar spectra and logg priors available
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from the seismic analysis of PLATO light-curves or from the granulation sig-
nal. Also, PLATO Follow-Up (FU) spectra and PLATO photometry will be
used, if necessary. Unlike the current implementation of the SAPP, which uses
the MAFAGS-OS model atmospheres, PLATO modules will use the MARCS
1D and Stagger 3D models combined with a newly developed NLTE version
of the Turbospectrum code (Plez 2012) as inputs.

In BO-SAPP, all modules combine together into SAPP’s Bayesian framework
to produce best-fit parameters Teff, logg, [Fe/H], chemical abundances, Vmic,
Luminosity, etc. Currently, the code makes use of photometry, spectra, and
parallaxes, whereas IRFM and SBCR techniques are used to constrain Teff in-
dependently and to validate the spectro-photometric results. We furthermore
plan to include the interferometry data.Stellar evolution models will not be
used, to minimise overlap with other modules of the PLATO Stellar Analysis
System (SAS) system. Furthermore, we anticipate that once the Gaia RVS
spectra are available, these will be used to complement spectra from instru-
ment archives and surveys. The details of combining different observed spec-
tra, such as, e.g. Gaia RVS, SDSS-V, and 4MOST data, will be presented in a
separate study, however, the main advantage of the SAPP is that same phys-
ical models and the same statistical approach will be used for the analysis of
all different kinds of spectroscopic observations to maximise the consistency
of the results. Photometric data will be sourced from 2MASS, SPHEREx, and
other surveys.

SAPP’s parameters will be used by different PLATO work-groups to deter-
mine radii, mass, and ages of stars, as well as astrophysical parameters of
their orbiting planets. Therefore, very stringent requirements are posed on the
accuracy of the atmospheric characterization. For example, a 2% error in Teff
translates into a 3 percent error in radius and a 5 % error in mass for a typical
FGK-type un-evolved star (Serenelli et al. 2017). Owing to the complexity
of PLATO algorithms and the details of work organisation within different
PLATO packages, the exact scope of both branches of the SAPP pipeline may
change slightly in future.

2.6 Future developments

The future improvements of the code will involve the transition to 3D con-
vective stellar model atmospheres, but also updates to the SBCR relationship,
and a module to analyse M-dwarfs based on optical and infra-red spectra. 3D
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models are needed, because they provide a physically-realistic description of
convective and radiative energy transport in late-type stars (e.g. Vögler et al.
2005; Nordlund et al. 2009; Freytag et al. 2012), and thereby remove the need
for ad-hoc adjustable parameters (like the mixing-length, micro-turbulence,
and macro-turbulence), which are used in 1D hydrostatic models. Besides,
the most accurate solar photospheric abundances require 3D NLTE modelling
from first principles (e.g. Lind et al. 2017; Bergemann et al. 2019; Amarsi
et al. 2019; Gallagher et al. 2020).

In terms of 3D modelling, the Stagger grid (Magic et al. 2013a,b) will be
used in the PLATO consortium to obtain the non-seismic stellar parameter
determination, asteroseismic surface effect corrections, limb darkening, and
stellar convective noise. The existing STAGGER grid has currently about 200
models with Teff from 3500 to 7000 K (step 500 K), logg from 1.5 to 5 dex
(step of 0.5 dex), metallicity from −4 to +0.5 dex. The grid contains also
models for specific benchmark stars which are out of the nodes of the grid.
The grid is currently being refined to 250 K step in Teff and the models are
run for longer time sequences to have better relaxation and more snapshots per
model, i.e. more reliable time average. These models will be used to compute
3D NLTE synthetic grids computed using MULTI3D (Bergemann et al. 2021)
with NLTE-Turbospectrum (Gerber et al. in prep.), and they will supersede
the currently used 1D NLTE grids based on the MAFAGS-OS models (Sect.
2.3.5).

Further, we are planning to improve the calibration relationships for the SBCR
module (Sec. 2.3.7). We are planning to use the data collected with the
CHARA/SPICA instrument9 (Mourard et al. 2017; Pannetier et al. 2020).
With the 300m baselines of the CHARA array (ten Brummelaar et al. 2005)
and the optical regime of the SPICA instrument (6500 - 8500 ), an angular
resolution of 0.2 mas could be reached, yielding angular diameters with a
precision of about 1% for several hundreds of FGK-type stars.

2.7 Conclusions

In this study, we present the SAPP pipeline for the astrophysical character-
isation of FGK-type stars. The code is based on the method of Bayesian
inference and it is capable of combining various sources of observational in-
formation, including but not limited to spectroscopy, photometry, parallaxes,

9First light expected in 2022.
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and asteroseismology, along with their uncertainties. Thus, the code avoids
the assumption of Gaussian uncertainties and uncorrelated variables, which is
commonly used in astronomical literature.

We tested the pipeline on a sample of well-studied FGK-type stars, most of
them included in the set of Gaia benchmark stars (Jofré et al. 2018), and
we complemented them with a metal-poor TESS sub-giant ν Ind (Chaplin
et al. 2020) and with stars from the Kepler legacy sample (Nissen et al. 2017).
High- and medium-resolution spectra (R > 40,000 and R = 20,000 respec-
tively) with high-S/N (S/N > 300) spectra for these stars are available from
the ESO archives. The combined sample includes 27 FGK-type stars that
cover a broad range in Teff, logg, and metallicity. The majority of our bench-
marks are main-sequence stars, but there are several sub-giants. The reference
parameters of these targets were adopted from recent literature studies that
employed asteroseismology, interferometric angular diameters, and spectro-
photometry.

We find that spectroscopic data provides most the reliable information about
atmospheric parameters of stars. From spectra alone, we can determine Teff,
logg, metallicity, and individual abundances of α- and iron-group elements
with a precision of a 50 to 100 K (Teff) and 0.05 to 0.1 dex in other parameters.
These parameters can be recovered from the medium-resolution (R = 20,000)
spectra with narrow wavelength coverage in the optical. Higher-resolution or
wide-band spectra would be needed to obtain reliable abundances of carbon,
oxygen or rare chemical elements, such as Li or neutron-capture species.

We also find that the asteroseismic prior offers a clear improvement in the
accuracy and precision of Teff and logg estimates. This can be achieved by ei-
ther using the asteroseismic scaling relationships and iterating with the spec-
troscopic module, or by using asteroseismic constraints as an independent
likelihood in the PDF. The combined approach allows us to achieve 1% ac-
curacy in the estimate of Teff for all stellar types relevant to PLATO (FGK-
type). M-type stars are relevant to the context of PLATO, however will be
tested in future studies. The strictly spectroscopic analysis without a seis-
mic prior yields highly biased parameters for hotter stars, with Teff and logg
estimates severely over-estimated. This bias is the consequence of the pro-
gressive loss of important lines of neutral species, which makes it difficult to
break the degeneracies between logg and Teff. The SBCR and IRFM modules
provide useful constraints on Teff, however, they are currently not competitive
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with spectroscopy, as the precision of both methods is not better than 100 K
in Teff. On the other hand, both modules deliver robust estimates of stellar
radii, with the accuracy of 3 to 5% in our parameter space. With the upcom-
ing CHARA/SPICA data we expect that the SBCR method can be improved
further to reach the precision of 1 to 2% in radii.

Comparing our results computed using the SAPP pipeline with the indepen-
dent values, we find that Teff and logg estimates are recovered to better than
1%, assuming the validity of the absolute scale of the interferometric Teff and
asteroseismic logg estimates. Our NLTE estimates of metallicity ([Fe/H]),
Mg, Ti, and Mn abundances agree with the NLTE estimates based on very
high-resolution (HARPS, UVES) spectra to better than 0.04 dex. This pre-
cision and accuracy will help PLATO to attain its goals of 2 % in R, 15
% in mass and 10 % in age (Goupil 2017; Serenelli et al. 2017). Analysis
of medium-resolution HR10 spectra of stars with asteroseismic data showed
that we obtain reliable results within 5% for Teff and logg within 1%. NLTE
[Fe/H] are accurate to within 0.1 dex with [Mg/Fe] accurate to -0.03±0.07
dex. SAPP was tested on spectra of stars in six open and globular clusters for
an independent assessment of the pipeline. Out of the six, three have been
analysed by Kovalev et al. (2019) for the determination of NLTE [Fe/H] and
abundances, which agree very well with our study. Our results of the six
clusters in general are robust and present little scatter with respect to stellar
atmospheric parameters (Teff, logg, [Fe/H]). Spectra of this resolution and
quality are expected from future facilities, such as 4MOST (e.g Bensby et al.
2019; de Jong et al. 2019) and WEAVE (e.g. Dalton et al. 2014).

Finally, we note that although in this work our focus is on PLATO, the SAPP
pipeline is versatile enough to provide astrophysical parameters for other
types of stars, such as red giants, M dwarfs, etc. Kovalev et al. (2019) pre-
sented comprehensive tests and validation of the NLTE spectroscopic mod-
ule on high- and medium-resolution spectra of evolved and un-evolved stars
across a broad range of metallicities −2.5 ≲ [Fe/H] ≲+0.3, effective temper-
atures 4000 ≲ Teff ≲ 7000 K, and surface gravities 1.2 ≲ logg ≲ 4.6 dex. The
advantages of combining spectra, photometry, astrometry, and stellar mod-
els to derive ages and masses of evolved stars were carefully explored by
Serenelli et al. (2013) and Schönrich & Bergemann (2014). We therefore
conclude that the SAPP code delivers robust estimates of stellar astrophysical
parameters, which makes the code useful for the analysis of low-mass stars
observed with different large-scale spectroscopic surveys, such as 4MOST
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and WEAVE (e.g. Dalton et al. 2014; Bensby et al. 2019).
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Chapter 3

Chemo-dynamical overview of the Milky
Way disc through Gaia-ESO

Abstract

Aims. Our goal is to investigate the chemical, temporal, and kinematical struc-
ture of the α-poor and α-rich populations in the Galactic disc.
Methods. We employ the medium-resolution spectra from the Gaia-ESO large
spectroscopic survey, as well as Gaia EDR3 astrometry and photometry. The
stellar parameters and chemical abundances are determined using Non-Local
Thermodynamic Equilibrium (NLTE) models of synthetic spectra. Ages are
computed for a large sample of subgiants using Garstec evolutionary tracks.
Results. We find evidence of a kinematically cold metal poor alpha poor
disc in the [α/Fe] distributions in the local volume. Of which a sub-sample
of older stars exist from this disc within a temporal overlap which could be
explained by co-evolution of the thick and thin disc. These distributions
are characterised by well defined trends in the space of age- and kinematic
(Vφ )1.

3.1 Introduction

Over the past decade, tremendous progress has been made in understanding
the structural properties of our galaxy. A combination of data from large-
scale photometric, spectroscopic, and astrometric stellar surveys, such as the
Gaia-ESO, LAMOST, GALAH, APOGEE allowed robust constraints on the
temporal variability of chemical enrichment across the Galactic disc, bulge,

1This chapter has been adopted from my second submitted paper which is in referee process, the first sub-
mitted version: https://ui.adsabs.harvard.edu/abs/2022arXiv220610949G/abstract
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and the halo (e.g. Bland-Hawthorn & Gerhard 2016b; Barbuy et al. 2018;
Helmi 2020). Complemented with accurate positions and kinematics of stars
from the Gaia space mission (Gaia Collaboration et al. 2016, 2018, 2020), it
has become possible to constrain the detailed chemo-dynamical evolution of
these stellar populations and to gain new insights into their origins.

Still, the structure and evolution of the Galactic disc remains one of the most
complex problems in studies of Galaxy formation. Since the discovery of the
thick disc (Gilmore & Reid 1983), much work focused on the bi-modality in
the space of chemical abundances (e.g. Bensby et al. 2005; Reddy et al. 2006;
Recio-Blanco et al. 2014; Duong et al. 2018). Many studies based on stars
in the solar neighbourhood and beyond pointed out the existence of two pop-
ulations, [α/Fe]-rich and [α/Fe]-poor, partly overlapping in metallicity (e.g.
Fuhrmann 1998; Nidever et al. 2014), age (e.g. Bensby et al. 2014; Feuillet
et al. 2019), and kinematics (e.g. Ruchti et al. 2011; Lee et al. 2011; Kor-
dopatis et al. 2011; Hayden et al. 2015). These stellar populations have been
deemed as the "thin" and the "thick" disc, and their morphological param-
eters have since then been subject of a major interest (Bland-Hawthorn &
Gerhard 2016b). First, it has been shown different physical processes may
influence the formation and evolution of sub-structure in the disc, including
multiple infall (e.g. Chiappini et al. 1997; Spitoni et al. 2019), radial migra-
tion (e.g. Schönrich & Binney 2009b,d; Loebman et al. 2011; Minchev et al.
2013) and radial mixing caused by satellites (Quillen et al. 2009), growth in-
duced by mergers (e.g. Villalobos & Helmi 2008; Read et al. 2008; Villalobos
et al. 2010), gas-rich accretion and mergers (e.g. Brook et al. 2004; Stewart
et al. 2009; Grand et al. 2018; Buck 2020), local gas instabilities associated
with turbulence (Bournaud et al. 2009), dynamical interaction with cold dark
matter sub-halos (Hayashi & Chiba 2006; Kazantzidis et al. 2009), galactic
winds (Moster et al. 2012), and early outflows (Khoperskov et al. 2021). It
has also been demonstrated that the chemical bi-modality is a relatively rare
phenomenon in L∗ galaxy discs (Mackereth et al. 2018; Gebek & Matthee
2021). More recent studies address in more detail the spatial variability of the
bi-modality (Hayden et al. 2015; Bovy et al. 2016; Nandakumar et al. 2020),
finding that [α/Fe]-rich component is more centrally concentrated, whereas
the [α/Fe]-poor component has a larger radial extent (Haywood et al. 2019;
Sahlholdt et al. 2022). Both stellar populations appear to be well-mixed dy-
namically, which implies that a robust decomposition of the two based on their
phase-space is not possible. Therefore, the question of whether the popula-
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tions are indeed distinct stellar components with a separate formation history
still remains open.

The main difficulty in this work, so far, has been the limited observational
information - not in a sense of data quantity, but in the sense of chemo-
dynamical parameter coverage -, combined with a complex selection func-
tion of different observational surveys (e.g. Bergemann et al. 2014; Stonkutė
et al. 2016; Nandakumar et al. 2017). The observing strategy of the GALAH
survey is such that the majority of stars belong to the thin disc (Duong et al.
2018), and the population statistics of objects with chemical properties of
the thick disc is very incomplete. The APOGEE survey is also magnitude-
limited, therefore the samples are biased to relatively metal-rich stars in the
range −0.5 ≲ [Fe/H] ≲ 0.3 (Hayden et al. 2015), also the ages are less reliable
at [Fe/H] < −0.5 because of the paucity of metal-poor stars in the training
samples (Lian et al. 2020). The LAMOST stellar survey of the Galaxy has
a deeper spatial coverage compared to GALAH and APOGEE (Xiang et al.
2019), however, the accuracy of chemical composition is limited and does
not allow to resolve the sub-structure in the chemical abundance plane and
to identify small gradients associated with different formation scenarios and
chemical enrichment sites.

In this work, we perform of a detailed analysis of the chemical, temporal, and
kinematical distribution functions using the spectroscopic data from the Gaia-
ESO large spectroscopic survey, astrometry from the Gaia early Data Release
(EDR3), and stellar ages. Similar work was presented by Feuillet et al. (2019)
and Lian et al. (2020) using the infra-red spectra from the APOGEE survey. In
our work, we furthermore make an attempt to quantify the temporal evolution
of the α-poor and α-rich populations, using a large sample of subgiants with
accurate age estimates.

The paper is organised as follows, in Sect. 3.2 we discuss the observational
sample. Sect. 3.3 outlines the approach used for the determination of stellar
parameters and chemical abundances. In Sect. 3.5, we briefly state how the
ages are determined. The results are presented in Sect. 3.7, where we focus
on the distributions of chemical abundances, combined with kinematics and
ages. Further, we discuss the results in the context of previous observational
and theoretical findings, and we close the paper with conclusions in Sect.
3.8.

88



3.2 Observed data

In this work, we rely on targets observed within the Gaia-ESO large spec-
troscopic survey (Gilmore et al. 2012a; Randich et al. 2013). In the latest
public data release (DR4), spectra for over 105 are available, and we use all
spectra taken with the HR10 setting of Giraffe spectrograph2. The HR10 data
are available for 55,761 stars. The signal-to-noise (SNR) distribution of the
sample is very broad and ranges from 2 to a few 100 per pixel.

Fig. 3.1 shows the targets in the photometric colour-magnitude (CMD), J ver-
sus J - Ks, plane, where J and Ks are VISTA photometric filters (McMahon
et al. 2013). The apparent regular distribution is caused by the photometric se-
lection of targets in the input Gaia-ESO catalogue. For the Giraffe catalogue,
the following basic selection scheme was used: 0.00 ≤ (J−Ks) ≤ 0.45 and
14.0 ≤ J ≤ 17.5 for the blue box, and 0.40 ≤ (J−Ks)≤ 0.70 and 12.5 ≤ J ≤
15.0 for the red box. The boxes were defined to maximise the probability of
observing targets in all Galactic components, the discs and the halo, therefore
the target densities vary drastically, and to account for this effect, the boxes
were slightly extended in order to optimise the fiber occupancy in each field.
In particular, in the fields, where number of targets exceeded the number of
fibers - as in low latitude fields -, additional selection criteria were used, such
as shifting the boxes by the mean value of extinction in a given field 0.5 E(B
- V). This procedure leads to a characteristic spread of the distribution along
the x-axis, as seen in Fig. 3.1. The relative distribution is such that the major-
ity of targets (80 %) are in the blue box, whereas stars in the red box account
for about 20 % of the sample. The blue box targets include main-sequence,
turnoff, and subgiant stars, and the red box was optimised for red clump stars,
however because of the extension of the boxes a certain overlap exists. For the
detailed description of the selection, we refer to Stonkutė et al. (2016). This
selection implies that most targets in the Gaia-ESO HR10 sample are rather
faint, 14 ≳ Gmag ≲ 17, compared to other surveys such as RAVE, APOGEE,
or GALAH.

We complement these data with the proper motions, photometry, and extinc-
tion from the EDR3 Gaia catalogue (Gaia Collaboration et al. 2020). The
cross-match between every Gaia-ESO spectrum and Gaia ED3 catalogue was
performed on grounds of angular position within a 1.0 arcsec tolerance (cone
search). Distances and their uncertainties were adopted from Bailer-Jones

2The NLTE grids employed in this work cover the corresponding wavelength regime
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Figure 3.1: Photometry of the observed sample. Left panel shows the distribution in the Gaia
magnitudes, G vs GBp - GRp. Right panel shows the distribution in the VHS magnitudes, J vs
J - Ks (see Sect. 2).

et al. (2021). The spatial distribution of the sample is shown in Fig. 3.2.
Most of these objects are confined closer to the plane with altitudes of up to
2 kpc and they probe a range of Galactocentric radii from ∼ 5 to 12 kpc. The
3D space velocities3 for the sample are calculated using the Python package
’astropy’ (Astropy Collaboration et al. 2013; Price-Whelan et al. 2018). The
accuracy of the astrometric information is high enough to yield the velocities
with the uncertainty of ≲ 5 kms−1.

3In this work, we use galactocentric cylindrical coordinate system. So that Vr, Vφ , Vz are the components
of the full 3D space velocity pointing towards Galactic center R, in the direction of rotation φ , and vertically
relative to the disc mid-plane, respectively.
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Figure 3.2: Spatial distribution of the observed sample. The vertical axis represents the height
above the disc plane in kpc and the horizontal represents the Galactocentric radius in kpc. The
colour scale shows normalised density from 0.07% (dark blue) to 100% (dark red).

3.3 Stellar parameters

The homogeneity, accuracy, and precision of stellar parameters is essential
given by the scientific goals of this study. However, our analysis of the Gaia-
ESO sixth internal data release (iDR6)4 (Gilmore et al. 2012a; Randich et al.
2013) show artificial ridges and bifurcations in the space of stellar parameters
and their uncertainties. It suffers from some loss of precision owing to the
complex homogenisation and cross-calibration procedure employed. There-
fore, this does not allow for a robust analysis of the distribution functions in
the space of astrophysical parameters and ages.

We have therefore opted to re-analyse the spectra using the Bayesian SAPP
pipeline described in Gent et al. (2022). This method was shown to provide
atmospheric parameters, including Teff, logg, [Fe/H], and abundances (Mg,

4https://www.gaia-eso.eu/
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Figure 3.3: The distribution of the observed sample in the Teff-logg plane. The targets en-
closed within the red box represent the sample used for the analysis of ages.

Ti, Mn), across a broad range of stellar parameters: 4000 ≲ Teff ≲ 7000 K,
1.2 ≲ logg ≲ 4.6 dex, and −2.5 ≲ [Fe/H] ≲ +0.6 dex. Extensive tests of the
NLTE synthetic spectral grids and the Payne model (Ting et al. 2019) based
on these can be found in Kovalev et al. (2019). The latter study also pre-
sented a detailed spectroscopic analysis of the benchmark stars, including
main-sequence stars, subgiants, and red giants, and 742 stars probing the en-
tire evolutionary sequence in 13 open and globular clusters. In Gent et al.
(2022), the code was developed to carry out the full Bayesian analysis, by
combining the probabilities obtained from the spectroscopy, photometry, as-
trometry, and asteroseismic data analysis modules.

The results of the SAPP analysis are shown in Fig. 3.3, where the entire
Gaia-ESO HR10 sample with SNR > 20 is plotted in the Teff-logg plane. The
characteristic uncertainties of stellar parameters are of the order 22 K for Teff,
0.043 dex for logg, 0.025 dex for [Fe/H], 0.049 dex for [Mg/Fe], and 16%
for age. These uncertainties represent the combined estimates derived from
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the shape of the multi-dimensional posterior PDF, and thus, they account for
the statistical uncertainties (those of the observed data) and for the systematic
(differences between the individual PDFs derived from the photometric, as-
trometric, and spectroscopic data). For more details on the error analysis, we
refer the reader to Gent et al. (2022).

3.4 Selection function

In order to assess the influence of the survey selection function on our data
set, we followed the methodology of Bergemann et al. (2014) and Thompson
et al. (2018). To ensure self-consistency in the analysis, the same evolutionary
tracks were used (Sect. 3.5). Firstly, a complete population of stars has been
generated assuming the Salpeter initial mass function (IMF), a constant star
formation rate (SFR), and a uniform and age-independent metallicity [Fe/H]
distribution. The distribution exhibits a trend, which reflects simply the IMF
and the stellar evolution lifetime, that is shorter at lower [Fe/H] and same
mass. We then remove stars outside the Teff-logg box used in our analysis
(Sect. 3.3). In the second step, this Mock dataset is used to determine the
completeness fraction by calculating the ratio of photometrically selected tar-
gets relative to the complete sample. This is done separately for the blue and
red photometric boxes.

Figure 3.4 shows for a given distance of 1 kpc, the relative stellar density
(left) and completeness (right) of the Mock stellar population from the red and
blue selection boxes. The distance was chosen as representative of the bulk
fraction of stars in the observed Gaia-ESO sample, but careful inspection of
the simulated fractions suggests that the distribution is qualitatively similar at
distances at 0.5 kpc or 2 kpc. It can be concluded that the distribution of stars
in the age-metallicity plane suffers from a systematic bias, which is primarily
caused by the colour cuts adopted in the Gaia-ESO survey. These cuts lead to
a very pronounced depletion in the fraction of young stars with ages ≲ 7 Gyr,
although the effect slightly depends on metallicity. The red box additionally
skews the distribution towards old metal-rich stars, whereas the blue box is
primarily sensitive to old metal-poor stars. This situation is rather similar to
the completeness for the Gaia-ESO UVES sample described by Bergemann
et al. (2014) and Thompson et al. (2018).

We conclude that the distribution of our Gaia-ESO HR10 sample is thus pref-
erentially skewed towards older populations with slightly sub-solar metallici-
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ties.

Figure 3.4: Synthetic stellar population to simulate the selection effect of Gaia-ESO survey
and of the observed stellar sample. Here the results of the simulation at 1 kpc are shown
for the blue box (top row) and red box (bottom row) as defined in Sect. 3.2. Right: the
completeness fraction, defined as the ratio of stars with cut to the number of stars without
cut, i.e. the larger the number the more stars are retained in the population after applying the
colour cuts (Sect. 2). In case of no bias, the completeness fraction is unity 1.

3.5 Stellar ages

One important component of this study is the availability of ages. Ages are de-
rived using the Bayesian pipeline BeSPP presented in Serenelli et al. (2013),
which was also applied to the analysis of the first Gaia-ESO data release in
Bergemann et al. (2014). The code relies on the GARSTEC grid of stellar
evolutionary tracks (Weiss & Schlattl 2008) (also used in SAPP) that covers
the mass range from 0.6 to 5.0 M⊙ with a step of 0.02 M⊙ and metallicity
from −2.50 to +0.60 with a step of 0.05 dex. The average fractional uncer-
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tainty of ages is approximately 11% (0.7 Gyrs) with 85 % of the stars with
fractional uncertainties less than 15%.

The analysis of ages is limited to subgiants and upper main-sequence stars
(including turn-off, TO), because of the strong degeneracy typically identi-
fied between tracks of different ages and metallicities for the lower MS and
RGB phases. This selection is made by limiting the effective temperature and
surface gravity to: 4700 - 6700 K, 3.5 - 4.5 dex for subgiants and turn-off
stars, and 5400 - 6700 K, 3.5 - 4.2 dex for the upper main-sequence. We also
include the stars with accurate abundances and ages analysed in Bergemann
et al. (2014). These stars are part of the Gaia-ESO sample. We further limit
our sample with a maximum of 0.1 dex in [Fe/H] error and 30% in age error.
The uncertainties of stellar parameters however are small enough to ensure
that our selection retains most of the subgiants in the sample and it minimises
the contamination by lower main-sequence stars. Our stellar sample with
ages thus contains 4406 stars, all of have a complete kinematic characterisa-
tion. This sample we label as the "Chronos" sub-sample. The next section
we describe the validation of our stellar parameters and ages to finalise the
quality-controlled Chronos sub-sample.

3.6 Validation of stellar parameters and ages

The quality is stellar parameters is important within the scope of this paper. In
Paper 1 (Gent et al. 2022), we presented a careful validation of our stellar anal-
ysis pipeline and its outputs (including metallicities, masses, and ages), using
a sample of benchmark stars with independently determined stellar parame-
ters, including interferometic Teff and ages constrained by asteroseismology.
We showed that a combination of spectroscopy, astrometry, and photometry in
the Bayesian framework yields metallicites accurate to 0.02 dex and ages with
the precision of ∼ 0.6 and accuracy of ∼ 1 Gyr, in line with results of simi-
lar earlier studies (e.g. Serenelli et al. 2013; Schönrich & Bergemann 2014).
Whereas the focus of our work in Paper 1 was on main-sequence stars and
subgiants, and the same type of observational information, that is the Gaia-
ESO spectra, Gaia photometry and astrometry, was employed, the difference
with respect to present study is the use of global asteroseismic quantities that
are not available for the majority of stars in the present sample.

Therefore, here we present additional tests in order to investigate the proper-
ties of data errors in the parameter space that is relevant to our conclusions.
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Table 3.1: Sensitivity of the Bayesian stellar parameters for the Chronos sub-sample:
In the first row we provide the results obtained using the IRFM Teff instead of the spectro-
photometric estimates.
In the second row, we tabulate the results obtained by systematically shifting the distances
by ±10% (as the analysis is limited to stars with uncertainties less than 10%). In the third
row shows the largest bias and scatter for a given metallicity regime between BeSPP ages
and ages calculated with J, Ks 2MASS photometry via Xiang & Rix (2022). In the fourth
row, the comparison between BeSPP - SAPP age scales of the final validated sample gives an
average difference and standard deviation, with an average error of 0.6 Gyrs

∆[Fe/H] ∆Teff ∆ logg age
dex K dex Gyr

IRFM Teff 0.01 ±0.04 16 ±52 -0.06 ±0.14 -
d ± 10% 0.00 ±0.02 2 ±12 0.00 ±0.08 -
J, Ks - - - 0.9 ±2.2
BeSPP - SAPP - - - 0.5 ±0.4

First, we carry out the analysis of atmospheric parameters of stars using the
infra-red flux (IRFM) method (Casagrande et al. 2010b, 2021b). The results
obtained by applying the IRFM technique to our main sample are provided
in Table 3.1. The effective temperatures are in agreement with the reference
SAPP values to 16 ± 52 K, whereas the resulting surface gravities and metal-
licities change by −0.06±0.14 dex and 0.01±0.04 dex, respectively, if Teff
is derived from IRFM instead of spectroscopy.

We also investigate the quality of surface gravities calculated by the SAPP by
applying a systematic shift to distances that are adopted from (Bailer-Jones
et al. 2021). The shift was estimated through the analysis of typical uncer-
tainties of distances: the average distance error in our sample is of the order 8
% pc with the majority of stars having the error of ∼ 5%. The resulting stellar
parameters calculated with the offset distances are also provided in Table 3.1.
The shift has no significant effect on Teff, with the average difference of 2 K
and a scatter 12 K, whereas surface gravities and metallicities are affected at
the level of 0.00±0.08 and 0.00±0.02, respectively.

In the third step, we explore the sensitivity of ages to stellar parameters by per-
forming the analysis of ages calculated self-consistently within the Bayesian
framework versus the approach presented in Xiang & Rix (2022), where only
Ks magnitudes are used circumventing the surface gravities. In the latter case,
we make uses of either Ks or Ks and J magnitudes using the synthetic photom-
etry associated with evolutionary tracks. We do not change Teff or metallicity
scales, owing to their negligibly small sensitivity to the input data (Table 3.1.
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We find that the effect on ages is maximum at slightly sub-solar metallici-
ties, with the bias and scatter of ∼ 0.9 Gyr and ∼ 2.2 Gyr, respectively.
Surprisingly, more metal-poor stars (that are also preferentially old), [Fe/H]
≲ −0.7 dex, are least affected by the approach, with the age bias of only 0.3
Gyr and scatter of 1.4 Gyr. From this comparison, we can cut the stars within
a fraction of the standard deviation obtaining stars which are consistent with
BeSPP. We chose an absolute difference ± 1 Gyrs for the internal age scales
(approximately half of the average standard deviation), reducing the number
of stars within the Chronos sample to 3100. By selecting stars which agree to
within 1 Gyr of these two age scales, we are left with an externally validated
sample.

Finally, we compare the ages obtained using BeSPP with the age estimates
internally by the SAPP. Since the codes assume a similar algorithm, the same
input data and evolutionary tracks, this comparison only demonstrates the in-
ternal precision of ages. We find the both codes are in excellent agreement,
with 0.5 Gyr bias and a scatter of 0.4 Gyr only. Selecting stars which agree
between BeSPP and SAPP within 1 Gyr (identical cut to external compari-
son), we are left with an internally validated sample. This final step results in
an average precision in fractional age error (accounting for the variance from
external, then internal cuts) of 10 % for BeSPP and 11 % for SAPP, reducing
the number of stars within the Chronos sub-sample to 2898.

This final set of ages can now confidently be used in future sections and from
now on are referred to as calibrated Chronos ages. The age scale we will
use in particular will be from BeSPP which uses Teff, logg, and [Fe/H] from
SAPP.

3.7 Results and Discussion

3.7.1 Chemical abundances

The [Mg/Fe] abundance ratios of our sample against metallicity are shown
in Fig.3.5. Here we limit the analysis to the abundance of Mg, because no
particular sub-structure is visible in the distribution of Ti or Mn abundance
ratios.

As previous studies showed, we also see a prominent bi-modality in the [Mg/Fe]
abundance ratios, which is manifested as two over-densities separated at [Mg/Fe]
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Figure 3.5: The densities of NLTE abundances of [α/Fe] (traced by Mg) as a function of
[Fe/H]. The dashed lines represent the average [α/Fe] value for stars which are α-rich (red)
and α-poor (blue).
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≈+0.15 dex across the entire metallicity range, −1.5 ≈ [Fe/H]≈−0.2 dex.
The low-α component peaks at [Mg/Fe] ≈ +0.05 dex and the high-α com-
ponent at [Mg/Fe] ≈+0.24 dex. It shall be stressed that no component of the
analysis, neither the (spatial distribution) observed data nor the grid (models),
have any known non-linear dependence that could lead to this discontinuity
in the space of Mg and Fe abundances. In particular, in the spectroscopic
grid used in the chemical abundance analysis, all elemental abundances have
a random uniform distribution. In agreement with the visible over-densities,
we choose to assign stars to the α-rich population, if their associated [Mg/Fe]
abundance is above 0.13 dex, and to the α-poor disc otherwise. Throughout
the text, we will proceed to call these two sets of stars "α-rich" and "α-poor"
populations.

Figure 3.6: Phase-space of the observed Gaia-ESO sample: Circular velocity, Vφ , versus ra-
dial velocity, Vr, coloured in density. The upper panels represent the α-poor population, and
the lower panels represent the α-rich population. Each population is split into two [Fe/H]
bins, metal poor and metal solar-rich. The blue ellipse represents the halo distribution fol-
lowing the multi-Gaussian approach described in Belokurov et al. (2018) to determine halo
contamination within the disc.

Comparing our distributions with literature, we find an overall satisfactory
agreement, although it should be noted that owing to a combination of fac-
tors, including vastly different spatial-photometric coverage of observational
surveys, their observational strategy, and incomplete volume sampling, cer-
tain differences arise that render a one-to-one comparison of chemical abun-
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dances in a given volume of the Galaxy impossible. Nonetheless, it appears
that our distributions are consistent with the distributions seen in the previous
DRs of the Gaia-ESO (e.g. Mikolaitis et al. 2014; Recio-Blanco et al. 2014;
Kordopatis et al. 2015), as well as independent studies (e.g. Adibekyan et al.
2013; Bensby et al. 2014). In the latter work, a prominent separation is de-
tected in [Ti/Fe] abundance ratios, whereas the [Mg/Fe] ratios show a more
continuous distribution. This could be the consequence of the spatial cover-
age of the sample. The study by Bensby et al. (2014) focuses on the nearby
stars in the solar neighbourhood, whereas our sample probes more extended
regions in the Rgc - z space, reaching 3 < Rgc < 13 kpc and |z| ≈ ±3 kpc.
A similar distribution of the low and high-α/Fe populations is seen in the
APOGEE sample (e.g. Hayden et al. 2015). One should note, however, that
their α parameter refers to the average of different elements5, and so their
distributions are not directly comparable to the present sample. The GALAH
survey results (Bland-Hawthorn et al. 2019; Buder et al. 2021) are also consis-
tent with our distributions. In the chemical distributions of the RAVE stellar
sample (Steinmetz et al. 2020), the α-rich component discernible at [α/Fe]
≈ +0.45, that is somewhat higher compared to our data and the samples
from APOGEE6(Hayden et al. 2015; Jönsson et al. 2020), although consis-
tent within the uncertainties of both samples.

3.7.2 Kinematics and abundances

Figure 3.6 shows the distribution of our α-poor and α-rich samples in the
plane of radial velocity, Vr, versus circular velocity, Vφ for different metallicity
bins. The kinematic quantities were calculated using the positions, proper
motions, and parallaxes from Gaia DR3 and the astropy package.

It is clearly seen that the majority of stars from both α-rich and α-poor pop-
ulations are centred with Vr ≃ 0 kms−1 and Vφ ≃ 220 kms−1, consistent
with the expectations for the Galactic disc (Ruchti et al. 2011; Navarro et al.
2011; Bensby et al. 2014). With decreasing metallicity, the velocity disper-
sion in the radial direction increases, the mean rotation of stars decreases, and
a counter-rotating component appears at [Fe/H] ≈−0.6, which is in line with
previous studies of the disc (Fuhrmann 2004; Chiba & Beers 2000; Deason
et al. 2017). The perhaps most interesting feature of the observed distributions

5O, Mg, Si, S, Ca, and Ti
6The Ti abundances from the APOGEE SDSS-DR16 appear to be unreliable.
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(Fig. 3.6, panel B) is the presence of a significant fraction of metal-poor, −1≲
[Fe/H] ≲−0.6, and α-poor stars on disc orbits. In terms of kinematics, these
stars are identical to the more metal-rich α−poor population suggesting their
thin disc origin. In Sect. 3.7.3, we will perform a more detailed analysis of
this group in terms of their integrals of motion in order to understand their
properties. In the most metal-poor bin, [Fe/H] ≲ −1 dex, low-Vφ stars with
large radial velocities |Vr| ≳ 200 kms−1 appear. This population has first been
chemically identified by Nissen & Schuster (2010) and Hayes et al. (2018),
before finally appearing in Gaia DR2 (Haywood et al. 2018). Belokurov et al.
(2018) identified these stars as a population with very radial orbits associated
with a massive merger event around 8 to 11 Gyr ago, which was subsequently
coined as the Gaia-Sausage Myeong et al. (2018) or the Gaia-Enceladus event
Helmi et al. (2018).

Combining Gaia DR2 with APOGEE, Di Matteo et al. (2019) found that the
accreted halo component is characterised by the Vφ ≈ 0 kms−1 and is ap-
proximately Gaussian distributed in Vr, with the corresponding velocity dis-
persion of ≈ 120 kms−1 (Lancaster et al. 2019). For highly prograde veloc-
ities, Vφ > 100 kms−1 (Di Matteo et al. 2019, their Fig. 10) however, the
contribution of the accreted halo population is of the order of a few percent.
Here, we estimate the contamination by the halo stars in our sample follow-
ing the multi-Gaussian decomposition approach by Belokurov et al. (2018).
The model estimates are performed separately for the α-poor and the α-rich
populations. In short, we select all stars with Vφ < 0 and any Vr value and
model the bivariate distribution of Vφ and Vr by a Gaussian that is centred on
Vφ = 0. This resulting bivariate Gaussian function is assumed to represent the
halo component of the entire stellar sample. Then, the resulting contamina-
tion fraction is calculated as the ratio of the number of stars in this Gaussian
to to the total number of stars above a given Vφ value. In Table 3.2, we show
the resulting expected fractions of the contamination of our sample by halo
stars, as predicted by our model for both α populations. Similar to Di Matteo
et al. (2019), we find the lowest value of this range to be ∼ 110 kms−1 (Fig.
3.6). For Vφ above this limit, the contamination by the halo is expected to be
at the level of < 1% for the α-poor population, as long as [Fe/H] ≳ −1. For
the most metal-poor bin, [Fe/H] ≲ −1, the contamination is ∼ 12%. In the
α-rich population, the fractions are not too different in the metallicity bins
[Fe/H] ≳ −1. However, as expected, the halo component becomes dominant
over disc for the most metal-poor α-rich bin.
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Table 3.2: Contamination of the observed sample by halo stars in %. See text.

Disc population Vφ ≥ 110kms−1 Vφ ≥ 180kms−1

% %
α-poor
−2.5 < [Fe/H]< −1.0 3.5 0.1
−1.0 < [Fe/H]< −0.6 0.2 0.0
−0.6 < [Fe/H]< −0.2 0.0 0.0
−0.2 < [Fe/H]< 0.5 0.0 0.0
α-rich
−2.5 < [Fe/H]< −1.0 68.9 58.3
−1.0 < [Fe/H]< −0.6 3.3 1.9
−0.6 < [Fe/H]< −0.2 0.7 0.3
−0.2 < [Fe/H]< 0.5 0.0 0.0

In addition, we compute the halo contamination through a slightly different
model independent procedure, where instead of fitting the Vφ distribution,
we calculate the contamination at Vφ velocities in individual [Fe/H] bins by
reflecting the Vφ distribution across Vφ = 0.

Figure 3.7 shows the determination of halo contamination in the thick and thin
disc for varying [Fe/H] bins as an alternative method. We analyse stars with
Vφ < 0 kms−1, assume symmetry in Vφ distribution with respect to Vφ = 0
and therefore determine the number of halo stars with positive circular veloc-
ities. The contamination is determined by inspecting the number of stars with
Vφ > 110 kms−1 and comparing that to the number of stars in total above
the velocity cut. This is determined for each bin of [Fe/H] and so a running
average is calculated as opposed to fitting a velocity ellipsoid. This allows us
to determine how contamination depends on metallicty and therefore informs
the [Fe/H] limit for each alpha- population. Assuming a cut at [Fe/H] = -1,
the average halo contamination is less than 10%.

The results of this calculation (Fig. 3.7) confirm the decomposition based on
Belokurov et al. (2018), suggesting that above [Fe/H] ≳−1 the observed stel-
lar sample is primarily represented by stars with disc-like kinematics, and the
contribution of accreted halo stars is marginal (see also Ruchti et al. 2011). It
is therefore safe to assume that stars above this metallicity with ≳ 110 kms−1

are representative of the Galactic disc. We use this working definition of the
disc in the next section to investigate its evolutionary properties, by combin-
ing the chemo-kinematical distributions with the ages of stars.
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Figure 3.7: Running average of halo contamination in the disc in variable [Fe/H] bins with
Vφ > 110 kms−1. The red dotted line represents high α and the blue dotted line represents
low α .

3.7.3 Orbital Characteristics

Total Energy and Specific Angular Momentum

It is instructive to analyse the general properties of the data with respect to
integrals of motion. Specifically, the relationships between energy E and
specific angular momentum Lz help to identify substructure over the entire
landscape. This method has successfully been applied to the studies of the
Galactic halo (Helmi et al. 2018; Belokurov et al. 2018; Koppelman et al.
2019). Stars which have been accreted and have the same progenitor tend to
group together in E-Lz even spread in physical configuration space (Helmi &
de Zeeuw 2000; Brown et al. 2005; Gómez 2010; Simpson et al. 2019; Naidu
et al. 2020).
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Figure 3.8: Total orbital energy versus specific angular momentum in [Fe/H] bins. For each
panel, we show the entire stellar sample in black colour scale representing logarithmic den-
sity. Upper panel represents α-poor stars with the Chronos sub-sample coloured in blue.
Lower panel represents α-rich stars with the Chronos sub-sample coloured in red.

To derive E-Lz from the 6D Gaia phase space, we used the GalPot code with
the Galactic potential from (McMillan 2016). The specific angular momen-
tum is defined as,

Lz =Vφ ×R, (3.1)

where Vφ is circular velocity and R is Galactocentric radius. The total orbital
energy of a system Etot in a cylindrical axisymmetric potential can be split into
two terms, that is the kinetic energy describing the kinetic energy of motions
in radial and vertical direction and the effective potential

Etot = Φe f f +
1
2
(V 2

R +V 2
Z ), (3.2)

where Φe f f is the effective potential and it includes the gravitational potential,
Φ (McMillan 2016), and the centrifugal potential (Bovy 2017),

Φe f f (R,Z,Lz) = Φ(R,Z)+
L2

z

2R2 (3.3)

Figure 3.8 shows the distribution of our full stellar sample in the plane of Etot
in Kpc2 Myr−1 versus Lz in Kpc2 Myr−2. The complete sample is represented
by the black colour scale as logarithmic number density.
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Action space

In order to further understand the systematic properties of our chemically
distinguished samples and to better characterise the old α- and metal-poor
sample, we take a step further and look at their vertical and radial actions.
In principle, actions and their corresponding angles are just another set of
canonical coordinates i.e. dθ⃗ ·dJ⃗ = d⃗x · d⃗v. However, for non-resonant orbits
in axisymmetric potentials, the actions are defined as the constants of motion
and are invariant under adiabatic changes and even mostly invariant under
radial migration. Therefore, any evolution in action space is caused by the
non-axisymmetric nature of the Galaxy.

Furthermore, in those potentials, the three conserved actions Jφ , Jr and Jz
correspond to our directions in cylindrical coordinates and have a intuitive
meaning: Jφ is equal to angular momentum Lz. JR and Jz are a measure of the
radial, respectively vertical, excursion of the orbit around its guiding centre
radius Rg and the galactic plane. For small excursions and fully decoupled
radial and vertical motions, this can be approximated by the are of the ellipsis
outlined by the orbit in the R− vR and z−V z-plane. Using actions hence
allows us to fully classify any orbit by just three parameters.

This is also the advantage over taking Lz and E as conserved quantity - in
an axis-symmetric potential, we know a third conserved quantity I3 exists,
however, there exists no intuitive meaning and worse, no analytic description
for this. Hence, using actions allows us to fully classify any orbit by just 3
parameters. As they are conserved for any orbits, they are also preferential
to using velocities in stellar classification which change over the course of an
orbital period.

To obtain actions for our stellar sample, we used the Agama(Vasiliev 2019)
code with the Galactic potential from McMillan (2017). In order to minimise
the noise from distance errors, we introduce a parallax cut of 10%, which
reduces our sample to 11137 stars.

Fig. 3.9 shows the resulting action distributions, where we distinguish be-
tween the halo population as identified kinematically in Sect. 3.7.2, as well
as the α-poor and the α-rich disc components defined chemically.

We can see that all sub-selections except the halo are concentrated around
Jr and Jz=0 and seem to be exponential distributed as expected by a pseu-
doisothermal distribution function (Carlberg & Sellwood 1985; Binney 2010),
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Figure 3.9: Density distribution in all actions for our identified components.
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though with different exponential factors. Furthermore, all samples, again ex-
cept the halo, are centred around an |Lz| slightly lower than the solar value at
about −2080 kpc kms−1.7. This is a result of the definition of our halo cut
which selects all stars with a low vφ . Here, the alpha rich disc tends towards
the lower |Lz|, i.e. is mostly made up by orbits with guiding centre radius fur-
ther in the disk. This is a result of the shorter scale length of the α-rich disc
with respect to the α-poor one (Bensby et al. 2011; Cheng et al. 2012b).

Distribution of the α-poor, metal poor population: Kinematically Cold Metal
Poor Thin Disc

One particularly interesting feature of our disc distributions is the presence
of a kinematically cold α- and metal-poor disc component (Fig. 3.9, in filled
green). Even after a very strict selection on [Fe/H] and α-abundance is ap-
plied ([Fe/H] < −0.5 and [Mg/Fe] < 0.05 dex), it follows quite closely the
Jrand Lz distribution of the α-poor disc. All but about 10 of these stars are
neither in the Lz nor at the high Jr region that could be considered as halo.
There is one interesting, slight deviation from the α-poor disc however: It
is concentrated at slightly higher |Lz| compared to the full sample, which
may indicate that those are outer disc thin disc stars that have since migrated
inwards.

Fig. 3.10 shows the density of the cold metal poor disc sample in real space.
We can see that we loose nearly all stars with distances of more than ≈ 2 kpc,
however, looking at the action plots, we can see that we retain a population at
low or even positive Lz which is an indication of the halo population.

Figure 3.11 shows the Kiel diagram and metallicity abundance plane of the
sample compared overplotted on the full sample. This sample is not subject to
the same constraints made for the Chronos sample as this is purely a kinematic
selection of the metal poor alpha poor tail. The cold metal poor disc reveals
to mostly contain TO and main-sequence stars with 7 stars which can be
identified as RGB stars. In the next section, ages of the Chronos sample are
investigated, further ages in the cold metal poor disc are analysed.
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Figure 3.10: Spatial density of the full sample after applying the parallax cut. Overplotted
is our metal and alpha poor sample (green dots) with a histogram of the vertical and radial
distributions on the edges. The solid magenta histogram is of our full sample.
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Figure 3.11: Teff vs logg as well as metallicity abundance plane for the full disc sample from
Chronos overplotted by the metal and alpha poor component (green crosses).
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Figure 3.12: [α/Fe]-[Fe/H] space of our Gaia-ESO Chronos sample binned in age.

3.7.4 Ages and abundances of disc stars

In this section, we present the distribution of [α/Fe] with respect to age for the
Galactic disc Chronos sample using the kinematic decomposition discussed
in Sect. 3.7.2. Figure 3.12 shows [α/Fe] versus [Fe/H] binned in age for
colour scale. It further expanded into [Fe/H] bins for [α/Fe] vs Age and age
bins for [α/Fe] vs [Fe/H] in Figure 3.13.

The bi-modal distribution in Fig. 3.13 defining the α-rich and α-poor pop-
ulations clearly shows a strong evolution with age. Most stars in the α-rich
population, with the mean [α/Fe] ≈ 0.24 dex, have the age of ∼ 8 to ∼ 12
Gyrs, in line with the results by Xiang & Rix (2022). In contrast, the α-poor
population, mean [α/Fe] ≈ 0.03 dex, is characterised by a much wider dis-
tribution of ages from a few to ∼ 10 Gyr. In the intermediate range of ages,
7 ≲ τ ≲ 11 Gyr, both α-poor and α-rich components overlap in age, which
suggests their possible co-evolution over this limited period of time. This
reveals an old component of our Cold metal poor disc.

7Here we use the solar radius of 8.34 kpc from Reid et al. (2014) and solar velocity V⊙= 12.24kms−1 and
rotation curve Vcirc = 238 kms−1 from (Schönrich 2012).

110



Figure 3.13: The observed sample of Galactic disc stars from the age validated Chronos
sample in the [α/Fe]-age (upper panel) and [Fe/H]-age (lower panel) plane.
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Figure 3.14: The observed sample of Galactic disc stars from the age validated Chronos
sample (with a fractional parallax cut of 10%) in the [α/Fe]-age (upper panel) and [Fe/H]-
age (lower panel) plane.
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The presence of old α-poor stars ranging in metallicities is intriguing although
not fully unexpected. We can see this more clearly in Fig. 3.14 where ages
below 5 Gyrs are not inspected due to the age bias from the selection func-
tion. We can see that comparing the cold metal poor thin disc with the full
disc sample from Chronos with distance cuts applied that there is a old sam-
ple of stars peaking around 8 Gyrs. Among the earlier studies, Hayden et al.
(2017) remarked on the significant temporal and chemical ([Fe/H]) overlap of
the α-rich and α-poor components of the Galactic disc, studying the proper-
ties of TO and subgiant stars in the AMBRE:HARPS survey. Silva Aguirre
et al. (2018) identified a population of old α-poor stars through asteroseismic
age dating of APOGEE targets in the Kepler field. They report an overlap in
age from 8 - 14 Gyrs between the α-poor and α-rich components. A non-
negligible fraction of α-poor metal-rich stars with ages up to 9 Gyr is also
evident in the results by Xiang & Rix (2022). Similar distributions are seen in
the results based on the APOGEE data by Ciucă et al. (2021) and Beraldo e
Silva et al. (2021), who find α-poor stars with ages up to ∼ 12 Gyr spanning
the entire range of metallicity, −0.7 ≲ [Fe/H] ≲+0.4, in the solar neighbour-
hood. The study by Beraldo e Silva et al. (2021) is relevant in the context of
our work, as the spatial coverage is similar, Rhelio ∼ 2 kpc, and the targeted
stellar population (subgiants and the lower part of the RGB branch) overlaps
with the properties of our observed Gaia-ESO sample. Feuillet et al. (2019)
find rather tight age-[α/Fe] relationships, with some evidence for the pres-
ence of old α-poor stars. However, they do not report stellar densities in each
bin in the age-[α/Fe] plane (e.g. their Fig 6), whereas this would be necessary
to confirm whether an age-[α/Fe] bimodality exists in their distributions. The
next section, we explore what could have caused this temporal overlap and so
the origin of these old stars from the cold metal poor disc.

Possibility of Co-evolution epoch of the thin and thick disc

The temporal extent of the thick ([α/Fe]-rich) disc appears to be well-established
(Bensby et al. 2005; Haywood et al. 2013; Hayden et al. 2017), and our re-
sults reinforce the evidence for a rather limited star formation in this pop-
ulation. In contrast, the age (τ) distribution of the [α/Fe]-poor disc pop-
ulation extends out to τ > 10Gyr and spans a broad range of metallicities
−0.7 ≲ [Fe/H] ≲ +0.2. Whereas the extended star formation history of the
α-poor disc is not new, within our results, a small population of stars may
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hint at interpretation that the [α/Fe]-rich and [α/Fe]-poor disc could possibly
co-exist during a limited epoch.

Our analysis is not the first to highlight the possibility of the parallel forma-
tion of the Galactic discs. This scenario appear to be consistent with studies
based on different age dating methods and different observational samples
(Hayden et al. 2017; Ciucă et al. 2021; Beraldo e Silva et al. 2021) and it
received support from studies based on other tracers, including the analy-
ses of properties of α−poor old RR Lyrae in the disc (Prudil et al. 2020)
and high-latitude stellar overdensities (e.g. Laporte et al. 2020). The latter
study, in particular, showed that for the Anticenter Stream (ACS), a coherent
stream-like outer disc structure with [Fe/H] ∼ −0.6 and no enhancement of
α elements, the cumulative age distribution is consistent a high fraction of old
stars τ > 10Gyr and an abrupt dearth of young stars. The Monoceros Ring
(Newberg et al. 2002) shows more steady star formation through the presence
of a more extended distribution stars with ages from ∼ 5 to ∼ 10 Gyr (Laporte
et al. 2020).

At face value, this implies that the Milky Way galaxy already had an [α/Fe]-
poor disc in place before z ∼ 2, around the peak of the cosmic star formation
rate density (Madau & Dickinson 2014). The size of the early disc cannot be
reliably estimated in this work, because our sample probes a rather limited
spatial volume, about few kpc from the Sun. However, we find that even the
oldest stars in the alpha-poor disc are not preferentially confined to the inner
disc, but are rather broadly distributed over the entire range of Galactocentric
radii probed by the observed sample. While such an extended disc size would
make the Galaxy seem like an outlier to the general size-evolutionary trend for
MW-like galaxies (van Dokkum et al. 2013), we note that the stars in the ACS
most probably started out with smaller guiding radii and were later excited to
larger ones following interactions with a massive satellite (see Laporte et al.
2019a, for an N-body study on the formation of ACS-like structures). Laporte
et al. (2022) argued that estimated time at which the ACS decoupling from the
disc is similar to the timescale of the merger via the Gaia-Sausage-Enceladus
event (Naidu et al. 2021). This is also consistent with the Beraldo e Silva
et al. (2021) interpretation that a significant (30 to 50%) fraction of the local
old α-poor stars are migrators from the inner disc.

Several scenarios have been invoked to explain the formation of the thick and
thin disc, but only several of them predict a co-evolution of the discs. In cos-
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mological simulations of galaxy formation (e.g. Brook et al. 2004; Buck 2020;
Agertz et al. 2021), the old α-poor stellar population originates as a result of
star formation following a merger that brings pristine (H-rich) metal-free gas
from the circumgalactic medium, thus drastically reducing the metallicity of
the ISM at a constant (low) [α/Fe] ratio. These stars are expected to be about
7 to 10 Gyr old, although this depends on the time of the merger. Nonethe-
less, the main prediction of this scenario is the presence of both alpha-poor
and alpha-rich populations at a given metallicity, whereby the alpha-poor pop-
ulation is about 2 Gyr younger. There are also controlled hydrodynamical
simulations of clump formation in the primordial disc (Bournaud et al. 2009;
Clarke et al. 2019) that follow the evolution of self-enriching high star forma-
tion density clumps similar to those seen in high-z galaxies (e.g. Elmegreen
& Elmegreen 2005). In these simulations, the formation of the thin disc se-
quence is accompanied by that of the thick disc (a-rich) sequence, the lat-
ter emerging from gas-rich self-enriching clumps in the early α-poor disc.
Whereas this scenario is favoured by Beraldo e Silva et al. (2021), whose
conclusions on the bimodal age-[α/Fe] structure of the disc are very similar
to ours, Ciucă et al. (2021) interpret their findings in the hybrid framework,
involving rapid central enrichment, cold gas accretion (or merger), and radial
evolution of the disc (Grand et al. 2018). That is, the signature of gradual
chemical enrichment in the disc, with the old part of the thick disc component
forming from turbulent well-mixed inner regions owing to a merger or metal-
poor gas accretion, and the thin (inner and outer disc) forming at later stages
over a continuous period of time fuelled by hot gas accretion from the halo.
In summary, our results disfavour strictly sequential formation scenarios or
the thin and thick discs and are in line with recent observational studies (Silva
Aguirre et al. 2018; Beraldo e Silva et al. 2021; Ciucă et al. 2021). Instead, our
data can be best interpreted in the context of the parallel formation scenario
of the discs. However, the precision and accuracy of ages is not yet fully suf-
ficient to disentangle between the clumpy formation (as in Clarke et al. 2019)
and gradual enrichment involving a metal-poor gas accretion and mergers (as
in Grand et al. 2018), that is the two disc formation scenarios that predict that
the disc components grew in parallel, at least during a limited period of time,
in the early Galaxy.
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3.8 Conclusion

In this work, we study the enrichment properties of Galactic disc using the ob-
served abundances, ages, and kinematics of stars observed by the Gaia-ESO
survey. We have used spectra from the fourth public data release (DR4) of the
Gaia-ESO survey, to derive stellar parameters and non-LTE abundances for
stars within a ∼ 2kpc volume about the Sun, with majority of stars spanning
6 < R < 10 kpc in Galactocentric radius and |Z| < 2kpc in vertical distance
from the plane. We kinematically isolate our disc stars and break down the
Milky Way into its Galactic components (Halo, α-rich, α-poor disc). And
thus, through action space, discover evidence of a cold metal poor thin disc.
We further determine ages (τ) for a fraction of stars in the sample, primar-
ily focusing on late main-sequence, subgiant, turn-off stars, and investigate
the influence of the survey selection function on the age-metallicity distribu-
tions.

We find that the two chemically-defined components of the Galactic disc,
[α/Fe]-poor and [α/Fe]-rich, show a significant temporal overlap of about
2 to 3 Gyrs. Both populations are old. The α-rich disc extends out to ages
τ > 12 Gyr, and the α-poor component with −0.7 ≲ [Fe/H] ≲+0.4 is present
already as early as 10 Gyr ago. The overlap thus refers to the limited period
from τ ∼ 7 to ∼ 11 Gyr, which is when both disc components are clearly
visible in the age-α diagram.

Our results therefore could be explained by the parallel formation of the disc
components, challenging the classical sequential scenarios, such as the two-
infall model with a star-formation hiatus (Chiappini et al. 1997) or the in-situ
formation of the thin disc from the thick disc (Bird et al. 2013). Rather, we
suggest that the growth of the α-poor and α-rich components accompanied
each other during a significant period of time of several Gyr. The two possible
options are the formation of the α-rich component from the primordial thin
disc, i.e the clumpy formation (Clarke et al. 2019) or gradual formation of
the two populations primarily associated with the differential evolution of the
inner and outer discs (Grand et al. 2018; Ciucă et al. 2021). There is tentative
evidence for the latter, since in our data the α-rich disc component is on av-
erage older and more metal-poor than the α-poor component. However, we
do find some stars in the α-poor population that are as old as those in the α-
rich population. Since in the clumpy and distributed star formation scenario,
the gas-rich fragments have a high star formation rate density, the paucity of
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primordial thin disc stars (compared to thick disc stars) in our observations
can in principle also be understood in the framework of the clumpy disc for-
mation model. Future surveys with better coverage and higher quality data
such 4MOST, and WEAVE, will allow to provide a better spatial and tem-
poral coverage of the disc allowing to distinguish between the two scenarios.
The next goal will be to analyse 1 million Gaia RVS spectra (Recio-Blanco
et al. 2022) with the SAPP to investigate the kinematic space further beyond
Gaia-ESO coverage.
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Chapter 4

Summary

• In the first part of this work, we developed the Stellar Abundances and at-
mosphere Parameters Pipeline SAPP. The SAPP was developed to anal-
yse multiple types of observational data from large-scale surveys in or-
der to determine fundamental stellar parameters and so to characterise
their surface and interior properties. The SAPP combines multiple tech-
niques. The spectroscopy module uses NLTE synthetic spectra com-
puted with The Payne (Ting et al. 2019; Kovalev et al. 2019) in combi-
nation with observed stellar spectra, which allow the determination of
Teff, logg, [Fe/H], abundances (Mg, Ti, Mn) and other parameters such
as radial velocity, microturbulence, and stellar rotation. The photom-
etry module compares observed photometry from Gaia DR3, 2MASS,
Johnsons BV, and distances (Bailer-Jones et al. 2021) to synthetic pho-
tometric magnitudes and luminosities based on GARSTEC stellar evo-
lution models. The asteroseismology module compares observed global
oscillation parameters νmax and δν of stars to model asteroseismic val-
ues. All modules are combined using a Bayesian algorithm with selected
priors to produce a final posterior for each star whereby a final set of fun-
damental parameters are calculated.

• We apply the SAPP to Gaia-ESO HR10, UVES, and HARPS spectra of
FGK benchmark stars described in Gent et al. (2022), for which photom-
etry and asteroseismic parameters are available. We find a good agree-
ment with respect to independently derived stellar parameters, specifi-
cally, interferometric Teff values. We show that the combination of dif-
ferent observational information for a star is the most optimal approach,
that allows highly accurate and self-consistent estimates of stellar Teff,
log(g), metallicities, radii, luminosities, masses, and ages, and therefore
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help to ensure that the goals on the accuracy of stellar characterisation
in the PLATO space mission are achieved.

• To test the ability of the SAPP to characterise red giant branch stars
and clusters, we derived stellar parameters for the kinematically-selected
members of the well-studied literature clusters NGC 104, NGC 1261,
NGC 362, NGC 4590, NGC 6253, NGC 6752. We find an excellent
agreement in derived stellar parameters and NLTE metallicities of the
cluster members, with a very small intra-cluster dispersion of typically
0.05 dex, except NGC 6752. The results are in good agreement with
previous literature analysis of the clusters, although most previous stud-
ies employed LTE synthetic spectral models. The internal scatter of the
intra-cluster NLTE metallicities is smaller compared to the strictly spec-
troscopic NLTE analysis of Kovalev et al. (2019) that re-inforces the
evidence that the combination of photometry, parallaxes, and spectra im-
proves the astrophysical characterisation of stars.

• In the second part of this work, we applied the SAPP pipeline to the
entire public release of the Gaia-ESO large spectroscopic survey. We
analysed 53,147 stars to test the applicability of the pipeline as well as to
improve the constraints on chemical, kinematical and temporal structure
of the Milky Way’s using more accurate stellar abundances and ages.
From the detailed chemo-dynamical analysis, we found that our stellar
sample shows well-defined structure corresponding to the expectations
for the Galactic disc and the halo.

• Further, we analysed the orbital characteristics of the Galactic disc stars
via action potentials and found evidence for a kinematically-cold metal-
poor, [Fe/H] ≈ -0.6, and α-poor (thin) disc component. The analysis
of the phase-space suggests that stars in this component could have mi-
grated from the outer disc of the Galaxy, and a non-negligible fraction
of them is old, with ages above 8 Gyr. The distribution of α-rich and
α-poor stars may hint at a temporal overlap between the thin and thick
disc implying the possiblity of a co-evolution. We explore the formation
scenarios of the Galactic disc with respect to parallel formation of the
α-poor and α-rich disc, and so provide a possible origin to these small
group of stars with old ages.

• The development of the SAPP for the past 3 years has been working
towards the goal of analysing large stellar surveys efficiently by com-
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bining different types of observational data within a robust statistical
framework. I have worked closely with missions such as PLATO Rauer
et al. 2016, 4MOST Seifert et al. 2016, and WEAVE Famaey et al. 2016
in order to achieve this.

• The modular nature SAPP allows it to be continuously updated with the
latest physics, models and gives flexibility to analyse different future
and current surveys such as SDSS-V (Kollmeier et al. 2017). Further,
in my collaboration with PLATO, SAPP has been improved to analyse
M-dwarfs in the Milky Way via APOGEE spectra (in-prep).

• With the Gaia-ESO (Randich et al. 2022) survey finished, this allowed us
to consider the selection function, and systematics investigated over the
duration of the survey. Gaia-ESO provided an incredible testing ground
for medium resolution spectra, resembling high resolution spectra for
WEAVE and 4MOST. Where we expect data for both within the next
year. The advantage being that WEAVE covers the northern hemisphere
and 4MOST covering the southern hemisphere, both surveys expected
to be used within the PLATO space mission.

• Through my membership in WEAVE, 4MOST and in PLATO I will have
proprietary access to an unprecedented number of high-quality spectra of
exo-host candidates over the next years. The current input catalogues of
the 4MIDABLE-HR survey (Bensby et al. 2019) contains over 4x106

stars with over 2x106 expected to have a signal-to-noise (SNR) > 100/,
in which I am a member, include several thousands of confirmed exo-
planet hosts, 4×105 targets from TESS, and targets in the long-pointing
field of PLATO (Nascimbeni et al. 2022).

• The SAPP is intended to be a core analytical tool for large scale current
and future surveys. The applicability and flexibility of the pipeline has
been made for public use for the leisure of the scientific community.

4.1 Publications

First Author

Gent, M. R., Bergemann, M., Serenelli, A., et al. 2022, Astron. Astrophys.,
658, A147

Gent, M. R., Eitner, P., Bergemann, M. et al. 2022, arXiv e-prints, arXiv:2206.10949
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Ciucă, I., Kawata, D., Miglio, A., Davies, G. R., & Grand, R. J. J. 2021, Mon.
Not. R. Astron. Soc., 503, 2814

Clarke, A. J., Debattista, V. P., Nidever, D. L., et al. 2019, Mon. Not. R.
Astron. Soc., 484, 3476

Cowan, J., Sneden, C., Burles, S., et al. 2002, The Astrophysical Journal, 572,
861

Cox, J. P. & Giuli, R. T. 1968, Principles of stellar structure

Creevey, O. L., Metcalfe, T. S., Schultheis, M., et al. 2017, Astron. Astro-
phys., 601, A67

Cui, X.-Q., Zhao, Y.-H., Chu, Y.-Q., et al. 2012, Research in Astronomy and
Astrophysics, 12, 1197

Cutri, R. M., Skrutskie, M. F., van Dyk, S., et al. 2003, VizieR Online Data
Catalog, II/246

Czesla, S., Schröter, S., Schneider, C. P., et al. 2019, PyA: Python astronomy-
related packages

Dalton, G., Trager, S., Abrams, D. C., et al. 2014, in Society of Photo-Optical
Instrumentation Engineers (SPIE) Conference Series, Vol. 9147, Ground-
based and Airborne Instrumentation for Astronomy V, ed. S. K. Ramsay,
I. S. McLean, & H. Takami, 91470L

Das, P. & Sanders, J. L. 2019, Mon. Not. R. Astron. Soc., 484, 294

de Jong, R. S., Agertz, O., Berbel, A. A., et al. 2019, The Messenger, 175, 3

De Silva, G. M., Freeman, K. C., Bland-Hawthorn, J., et al. 2015, Mon. Not.
R. Astron. Soc., 449, 2604

Deason, A. J., Belokurov, V., Koposov, S. E., et al. 2017, Mon. Not. R. Astron.
Soc., 470, 1259

126



Dekker, H., D’Odorico, S., Kaufer, A., Delabre, B., & Kotzlowski, H. 2000,
in Society of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series, Vol. 4008, Optical and IR Telescope Instrumentation and Detectors,
ed. M. Iye & A. F. Moorwood, 534–545

del Burgo, C. & Allende Prieto, C. 2018, Mon. Not. R. Astron. Soc., 479,
1953

Den Hartog, E. A., Lawler, J. E., Sneden, C., et al. 2021, Astrophys. J. Suppl.,
255, 27

Di Matteo, P., Haywood, M., Lehnert, M. D., et al. 2019, Astron. Astrophys.,
632, A4

Duong, L., Freeman, K. C., Asplund, M., et al. 2018, Mon. Not. R. Astron.
Soc., 476, 5216

Edvardsson, B., Gustafsson, B., Andersen, J., et al. 1993, in Astronomische
Gesellschaft Abstract Series, Vol. 8, Astronomische Gesellschaft Abstract
Series, 105

Eggenberger, P. & Carrier, F. 2006, Astron. Astrophys., 449, 293

Elmegreen, B. G. & Elmegreen, D. M. 2005, Astrophys. J., 627, 632

Engels, D., Sherwood, W. A., Wamsteker, W., & Schultz, G. V. 1981, A&AS,
45, 5

Evans, Neal J., I., Levreault, R. M., Beckwith, S., & Skrutskie, M. 1987,
Astrophys. J., 320, 364

Famaey, B., Antoja, T., Romero-Gomez, M., et al. 2016, in SF2A-2016: Pro-
ceedings of the Annual meeting of the French Society of Astronomy and
Astrophysics, ed. C. Reylé, J. Richard, L. Cambrésy, M. Deleuil, E. Pécon-
tal, L. Tresse, & I. Vauglin, 281–286

Feltzing, S. & Bensby, T. 2009, in IAU Symposium, Vol. 258, The Ages of
Stars, ed. E. E. Mamajek, D. R. Soderblom, & R. F. G. Wyse, 23–30

Feuillet, D. K., Frankel, N., Lind, K., et al. 2019, Mon. Not. R. Astron. Soc.,
489, 1742

Fields, B. D., Olive, K. A., Yeh, T.-H., & Young, C. 2020, Journal of Cosmol-
ogy and Astroparticle Physics, 2020, 010

127



Freeman, K. & Bland-Hawthorn, J. 2002, ARA&A, 40, 487

Freytag, B., Steffen, M., Ludwig, H. G., et al. 2012, Journal of Computational
Physics, 231, 919

Fuhrmann, K. 1998, Astron. Astrophys., 338, 161

Fuhrmann, K. 2004, Astronomische Nachrichten, 325, 3

Fuhrmann, K. 2008, Mon. Not. R. Astron. Soc., 384, 173

Gaia Collaboration. 2020, VizieR Online Data Catalog, I/350

Gaia Collaboration, Brown, A. G. A., Vallenari, A., et al. 2018, Astron. As-
trophys., 616, A1

Gaia Collaboration, Brown, A. G. A., Vallenari, A., et al. 2020, arXiv e-prints,
arXiv:2012.01533

Gaia Collaboration, Prusti, T., de Bruijne, J. H. J., et al. 2016, Astron. Astro-
phys., 595, A1

Gallagher, A. J., Bergemann, M., Collet, R., et al. 2020, Astron. Astrophys.,
634, A55
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