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Abstract
A revised study of the growth and melting of crystals in congruently melting Al50Ni50 alloy is
carried out by molecular dynamics (MDs) and phase field (PF) methods. An embedded atom
method (EAM) potential of Purja Pun and Mishin (2009 Phil. Mag. 89 3245) is used to estimate
the material’s properties (density, enthalpy, and self-diffusion) of the B2 crystalline and liquid
phases of the alloy. Using the same EAM potential, the melting temperature, density, and
diffusion coefficient become well comparable with experimental data in contrast with previous
works where other potentials were used. In the new revision of MD data, the kinetics of
melting and solidification are quantitatively evaluated by the ‘crystal-liquid interface
velocity–undercooling’ relationship exhibiting the well-known bell-shaped kinetic curve. The
traveling wave solution of the kinetic PF model as well as the hodograph equation of the
solid-liquid interface quantitatively describe the ‘velocity–undercooling’ relationship obtained
in the MD simulation in the whole range of investigated temperatures for melting and growth of
Al50Ni50 crystals.
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1. Introduction

Al–Ni alloys are typical multi-phase alloys that easily may
exhibit different phases for the same chemical composition but
depend on the degree of undercooling. Particularly, a search
for disordered phases was carried out in which the main atten-
tion in the study was paid to the transition from an ordered to
a disordered phase of an intermetallic compound of Al50Ni50
composition [1, 2]. Peculiarities of solidification/melting kin-
etics together with the order–disorder transition were intens-
ively studied experimentally [3–6], at the atomic level by
molecular dynamics (MDs) simulation [7–9], and at the meso-
scopically spatial level using the phase field (PF) method [10,
11] as well as applying the sharp interface model [12, 13].

In the present work, we revise the comparison of atom-
istic and mesoscopic theoretical modeling with the application
of MDs and PF methods for kinetics of melting and growth
of Al50Ni50 alloying crystals. Such a comparison has already
been done in the previous work [11], however, here we essen-
tially refine calculations to make accessible data of simulation
much correct by the following reasons.

(a) The first embedded atom method (EAM) potential for the
Ni–Al alloy was proposed by Mishin et al [14]. Using this
potential themelting temperature of the alloyAl50Ni50 was
estimated as Tm = 1520K by Kerrache et al [8] and later
as Tm = 1545K by Kuhn and Horbach [15]. Both estima-
tions of Tm are much smaller than the known experimental
value Tm = 1911K [16, 17]. Later, Purja Pun and Mishin
[18] developed a new EAM potential for the system Ni–
Al which according to our simulations has a melting tem-
perature of Tm = 1816K that is much closer to the exper-
imental data. In comparison to the experimental data the
density of the liquid phase is also better described by the
later potential.

(b) Based on the first potential of Mishin et al [14], the rela-
tion between the interfacial growth velocity with temper-
ature of the alloy Al50Ni50 was studied by MD simula-
tions using the free solidification method (FSM) [19–21].
Kerrache et al [8] estimated the kinetic growth coefficient
of the crystalline orientation (100) of Al50Ni50 as µ⟨100⟩ =
0.0025m (s·K)−1. Using the same potential Kuhn and
Horbach [15] in a later study found that the kinetic growth
coefficient is much larger µ⟨100⟩ ≈ 0.014m (s·K)−1. Using
the new EAM potential for Ni–Al of Purja Pun andMishin
[18] and Yang et al [22] calculated interfacial growth velo-
cities for the (100) and (110) crystalline orientation of
Al50Ni50 with values of µ of about 0.05m (s·K)−1 while
in the present work it is found for the same potential that
µ⟨100⟩ = 0.0454m (s·K)−1.

Due to the above (a) and (b) reasons, we revise MD simu-
lation for the Al50Ni50 alloy using the model of Purja Pun and
Mishin [18] as a basic model. Upon the revision, the MD-data
on crystallization and melting kinetics are further compared
with predictions of the kinetic PF model.

The article is organized as follows. Section 2 characterizes
material’s properties (density, enthalpy, and self-diffusion)

in bulk solid and liquid phases of the Al50Ni50 alloy which
have been obtained by MD-method. Analysis of the velocity
predicted by the diffusion-limited theory (DLT) and the kin-
etic PF model in comparison with the MD-data are presented
in section 3. In this comparison, the material’s parameters
extracted from MD simulation (melting temperature, spacing
between crystalline layers, atomic displacement associated
with ordering, enthalpy of fusion, activation energy for the
atoms diffusion, etc) are used for both theories. A discussion
on crystal growth and melting is given in section 4 where the
dynamics of PF and its equilibrium state are considered in
comparison with the obtainedMD-data. Section 5 summarizes
our outcomes proving necessity to re-consider and revise MD-
data on crystallization and melting kinetics with the developed
kinetic PF model.

2. Characterization of bulk phases

The properties of the system Al50Ni50 are estimated by means
ofMD simulations using own code developed in CUDAC lan-
guage for parallel simulation on graphic processing units. The
EAM potential is used to describe the interactions between
atoms. The potential energy of an atom i is given by the sum
of two contributions

Ui = Fi(ρ
h
i )+

1
2

∑
j

Φij(rij) (1)

the embedding energy Fi, which is a functional of the host
electron density ρhi , and the sum of effective pair potentials
Φij. In the EAM the host electron density is simply the sum of
the atomic electron densities

ρhi =
∑
j

ρati (rij). (2)

For the system Ni–Al the functions FAl, FNi, ρatAl, ρ
at
Ni, ΦAl−Al,

ΦNi−Ni and ΦNi−Al of the potential of Purja Pun and Mishin
[18] can be found in tabular form in the Interatomic Poten-
tials Repository of the National Institute of Standards and
Technology [23].

The densities and enthalpies of the bulk crystalline (bcc)
and liquid phases of Ni50Al50 were determined from sequences
of simulations at constant pressure and temperature (NpT runs)
using 2× 16× 16× 16 atoms. Periodic boundary conditions
were applied in all directions. The equations of motion were
integrated with the velocity-Verlet algorithm with a time step
of 1 fs. The Berendsen barostat was used to control pres-
sure and the velocity scaling method to control temperature.
The properties of the crystalline B2-NiAl phase were determ-
ined along a heating curve at zero pressure and temperatures
between 1200K and 2500K with temperature steps of 1K.
The sequence started from a B2-NiAl crystal with a dens-
ity 5.3 g cm−3 and particle velocities assigned according to a
Maxwell–Bolztmann distribution at 1200K. The system was
equilibrated during 50 ps and simulated another 50 ps to obtain
averages of density and enthalpy. Then the temperature was
increased and the same procedure was repeated. At the begin-
ning of each simulation new particle velocities were assigned.
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Figure 1. Density ρ(T) of the crystalline and liquid phases of
Al50Ni50. Results of MD simulation is shown in lines; solid and
liquid stable phases are represented by thick lines and metastable
phases by thin dashed lines. Symbols correspond to experimental
data of Plevachuk et al [24] for the liquid phase. Data from
electromagnetic levitation (EL) experiments is shown with circles
and from optical dilatometry (OD) with squares.

The crystalline phasemelts at a temperature above 2100K (see
figure 1), which is much higher than the coexistence temperat-
ure of the B2-NiAl at zero pressure for this potential (1816K).
The properties of the liquid phase were determined using the
same procedure, but this time along a cooling curve, starting
from the stable liquid at 2500K. The density of the stable crys-
tal and liquid phases are well described by the equations

ρs(T) = 6.154 95− 1.024 86× 10−4T− 6.0772× 10−8T2

(3)

ρl(T) = 6.127 28− 5.641 09× 10−4T+ 2.174 07× 10−8T2

(4)

where the density ρ is given in g·cm−3 and the temperature T
in Kelvin.

Figure 1 shows that the values of liquid phase density from
MD-simulation compares well with experimental data close
to the melting temperature Tm. However, the experimental
thermal expansion coefficient seems to be larger than in sim-
ulations, i.e. (dρ/dT)EXP > (dρ/dT)MD. The same behavior
has been observed previously for Ni in the comparison of
experimental data with simulation results using different EAM
potentials [21].

The enthalpies of the stable B2-NiAl and liquid phases (see
figure 2) are well described by the equations

Hs(T) =−10 110.5+ 0.503 451T+ 5.566 12× 10−5T2 (5)

Figure 2. Enthalpy H(T) of the crystalline and liquid phases of
Al50Ni50 obtained from MD simulations using the EAM potential of
Purja Pun et al [18]. The thick dashed lines indicate the regions
where solid and liquid phases are stable, the thin dashed lines
correspond to the metastable phases.

Hl(T) =−10 156.1+ 1.131 97T− 7.047 44× 10−5T2. (6)

Using these expressions the latent heat of melting ∆Hm =
Hl −Hs is given by

∆Hm(T) =−45.6+ 0.628 517T− 1.261 36× 10−4T2 (7)

where the units for H are J·g−1 and for T are K. Note that the
latent heat of melting decreases from 679.8 J·g−1 at 1816K to
527.0 J·g−1 at 1200K.

The diffusion coefficient of the liquid phase at zero pressure
( p= 0) and temperatures from 1900K to 1250K was determ-
ined from a sequence ofMD-simulations along a cooling curve
using steps of 50K between simulations. At each temperature
the liquid was first prepared in a simulation at constant pres-
sure and temperature (NpT), where the liquid reached its aver-
aged equilibrium density. Then, the system is equilibrated at
this equilibrium density at fixed volume and constant temper-
ature (NVT). Finally, the system was simulated in microca-
nonical ensemble NVE during 5 ns using an integration step of
1 fs. According to the Einstein equation the diffusion coeffi-
cient D is related to the averaged mean square displacement
of particles ⟨∆r2⟩ as

D=
1
6
lim
t→∞

d
dt
⟨∆r2⟩. (8)

In this equation the brackets represent an average over the
particles and over different time origins. Mean square dis-
placement was obtained at different temperatures from sim-
ulations of 5× 106 time steps using an integration step of
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Figure 3. Mean square displacement versus time curves in the
liquid phase of Al50Ni50 for temperatures between 1900K and
1250K obtained from molecular dynamic simulations.

Figure 4. Diffusion coefficient D(T) of the liquid phase of Al50Ni50
system obtained from molecular dynamic simulations. The data is
represented in an Arrhenius plot and the line corresponds to the fit
of the data using equation (12) with materials parameters of table 1.

about 1 fs. Five hundred time origins separated by 104 time
steps were considered for each simulation. The curves of mean
square displacements versus time are shown in figure 3 in a
double logarithmic plot where the initial ballistic and the late
diffusive regimes can be easily identified. The diffusion coef-
ficients calculated from the slope of the curves in the diffusive
regime are shown in figure 4. In agreement with the results of
Yang et al [22], where the same potential has been used, the

diffusion coefficient obtained in this work exhibits a deviation
from the Arrhenius behavior below 1450K, however the val-
ues are about a factor of 10 higher than in this work.

3. Interfacial velocity in growth and melting of
crystals in the Al50Ni50 alloy

3.1. Crystal growth from MD simulations

Interfacial growth velocities are estimated by simulations
using the FSM. In this method a system made of a crystal,
a liquid and an interface separating both is first prepared at
the same temperature and pressure (see figure 5). The prepar-
ation involves different simulation steps (a) first a crystal is
relaxed 50 ps in a simulation at constant pressure and temper-
ature (NpT). (b) Then the averaged simulation box lengths are
determined in an NpT run of 50 ps. (c) After this a crystalline
and a liquid region are defined. The width of the crystalline
region is one third of the simulation box length transversal to
growth. The liquid region is melted in a simulation at constant
pressure, temperature and area transversal to growth (NpAT)
at 2500K during 0.5 ns. In this step the atoms in the crystal-
line region are kept at fixed positions. (d) In the last prepar-
ation step the liquid is cooled down to the initial temperature
in a short NpAT simulation of 20 ps. After these preparation
steps all the atoms are allowed to move and the system is sim-
ulated at constant pressure, temperature and area transversal to
growth (NpAT conditions). At the given thermodynamic con-
ditions the stable phase growth in the other unstable phase with
a velocity V that can be estimated from the evolution of the
simulation box length transversal to growth, Lz. The relation
betweenV and Lz is obtained from themass balance dm/dt= 0
with m= ms +ml the total mass, ms ≈ ρsALs and ml ≈ ρlALl
the mass of the crystal and liquid, respectively. Therefore, con-
sidering thatV= 0.5dLs/dt and dms/dt=−dml/dt the growth
velocity is

V=− ρl
2(ρs− ρl)

dLz
dt

. (9)

In pure systems and congruently melting alloys, such as
Al50Ni50, stationary crystal growth occurs at constant inter-
facial velocity, i.e. the simulation box length Lz changes lin-
early in time. Here, the growth of crystalline Ni50Al50 on the
melt was studied by simulations at zero pressure and temper-
atures between 1200K and 1900K. The geometry of the ini-
tial crystal consists of 12×12×192 B2-NiAl unit cells, i.e.
55 296 atoms. The equations of motion were integrated with
the velocity-Verlet algorithm with a integration step of 1 fs.
Periodic boundary conditions were applied in all directions.
At each temperature, the interfacial growth velocity was com-
puted from the average of dLz/dt of five independent sim-
ulations. The time interval of stationary growth in each of
these simulations was 1.5 ns. The pressure was controlled by
the Berendsen barostat and the temperature by assigning new
velocities to all particles from aMaxwell–Boltzmann distribu-
tion every nT = 1500 steps. In this method the total momentum
of the system is conserved. The coupling to the thermostat is
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Figure 5. Snapshots of the simulation of crystal growth of Al50Ni50 at 1600 K after 0.10 ns (top), 0.70 ns (middle) and 1.4 ns (bottom). The
system shrinks on the direction of growth as the crystal, the phase with higher density, advances in to the liquid.

not trivial, previous simulation studies using different thermo-
stats indicate that the interfacial growth velocity depends on
the choice of the thermostat parameter [25, 26]. Monk et al
[25] estimated the kinetic growth coefficient of Ni using the
FSM with the layered thermostat method, where the system is
divided in several sub-regions, aligned normal to the crystal-
lization direction, that are independently thermostated. In this
study it has been found that the growth velocity depends on
the choice of the width of the layers, but reach a convergent
value for a layer width below 20Å. In another study the kinetic
growth coefficients of an EAM potential of Ti was estimated
from the FSM [26] by assigning new velocities to all particles
each nT steps. It has been found that the velocity reaches a con-
vergent value for nT > 1000 steps. In both studies the values of
the kinetic growth coefficient found were consistent with the
estimation based on the relaxation times of the height correla-
tions of the crystal-liquid interface at coexistence, simulations
where no thermostat is needed. In our simulations herewe used
the same thermostat as in [26] and found that the growth velo-
city converge for values of nT > 1000 steps. Particularly, com-
parison of our velocity-temperature MD-data for the orienta-
tion 100 using the model of Purja Pun and Mishin [18] shows
a good agreement with the results of Yang et al [22] at low
undercooling but differ at high undercooling, the maximum
velocity is about 16m s−1 in the work of Yang et al and here
11.33m s−1.

3.2. Prediction of the DLT

For quantitative description of the interface kinetics and the
interface velocity, the DLT by Wilson and Frenkel [27, 28]
and the collision-limited theory (CLT) by Turnbull et al [19,
29] have been proposed. Depending on the sort of particles
and the conditions for their attachment/detachment to/from the
interface, these two theories satisfactorily describe the inter-
face velocity with a relatively small driving force, i.e. with
relatively small values of undercooling/overheating. Indeed,
experimental data and data of atomistic modeling show the
existence of a good quantitative description in the narrow
temperature range around the melting point where the inter-
face velocity linearly depends on overheating/undercooling
[30–32].

With the increase of the driving force, the predictions of
DLT and CLT clearly contradict the data of atomistic modeling
[33]. The quantitative disagreement of DLT and CLT occurs
in the temperature range where the interface velocity exhib-
its non-linearity depending on increased undercooling at the
interface [8, 22]. This non-linearity has the dependence of
velocity with saturation [34] or exhibiting the velocity with
a maximum at a fixed undercooling [35]. In this section, we
compare the temperature-dependent velocity obtained in the
present MD simulation with the prediction of DLT [27, 28].

The velocity of solid–liquid interface depends on the Gibbs
free energy change on transformation ∆G given by

∆G= Gs(T,C)−Gl(T,C)

{
< 0, solidification
> 0, melting

(10)

where Gl(T,C,ϕ) and Gs(T,C,ϕ) are the Gibbs free energies
of the liquid and solid phases, respectively. Then, the DLT-
equation for the solid-liquid interface velocity V is described
by [27, 28]

V=
6a
λ2
f0D(T)

[
1− exp

(
∆G
kBT

)]
(11)

with kB = 8.617× 10−5 eV·K−1 the Boltzmann constant and
D(T) the liquid diffusion coefficient defined by the thermally-
activated law of the Arrhenius-type

D(T) = D0 exp(−Q/kBT). (12)

All parameters and notations from equations (11) and (12) are
defined in table 1 to transfer fromGibbs free energy difference
∆G to the undercooling using a simplest expression for the
driving force [36]

∆G=∆Hf(−∆T)/Tm, ∆T= Tm −T (13)

where ∆T is the undercooling which is necessary for non-
zero attachment/detachment of atoms at/from the solid–liquid
interface in the case of crystallization/melting. This undercool-
ing is defined as the ‘kinetic undercooling’ in the dendrite
growth models as one of contributions into the total (exper-
imentally measurable) undercooling balance (see [5, 6] and
references therein).

5



J. Phys.: Condens. Matter 34 (2022) 494002 R E Rozas et al

Table 1. Materials parameters for congruently melting Al50Ni50 alloy used in calculations by diffusion-limited theory (DLT) of growth and
melting using the data of present MD simulation.

Parameter Value

Melting temperature, Tm (K) 1816
Spacing between crystalline layers, a (m) 1.46 × 10−10

Fraction of collisions with the crystala, f 0 (—) 0.8
Atomic displacement associated with ordering, λ (m) 2.40 × 10−10

Enthalpy of fusion, ∆H (eV·atom−1) 0.302
Diffusion prefactor, D0 (m2 · s−1) 2.424 × 10−7

Activation energy for diffusion of atoms in the liquid, Q (eV·atom−1) 0.6166
a The value 6f0 used in equation (11) corresponds to the constant C given by Yang et al [22]. Indeed, as better
fitting, we found the value f0 = 0.8 which gives C= 4.8 that is about the value 5.3 obtained by Yang et al.

Figure 6. Solid-liquid interface velocity V obtained from MD
simulation (+) for the ⟨100⟩-direction of crystals in congruently
melting Al50Ni50 alloying system. Positive values of the velocity,
V > 0, present the growth from the undercooled melt with
∆T= Tm − T> 0. Negative values of the velocity, V < 0, are
consistent with the melting of the overheated crystal having
∆T= Tm − T< 0. The curve presents the DLT-prediction by
equation (11) using materials data of table 1.

Equation (11) has been solved together with equations (12)
and (13) using parameters of the Al50Ni50 alloy from table 1.
In this table, the spacing between crystalline layers, a, has been
estimated as the half of the unit cell length, i.e. a= (ρ̄s)

−1/3/2
with ρ̄s the number density of the crystal. The atomic displace-
ment associated with ordering has been approximated from
MD-data as the first neighbor distance in the liquid phase.

Figure 6 shows the prediction of equation (11) in compar-
ison with the velocities of growth and melting for Al–Ni crys-
tals. A better comparison of DLT-prediction withMD-data has
been obtained for the fraction of atomic collisions with the
crystal equals f0 =0.8 (see table 1). However, equation (11)
describes MD-data only in the limited range of undercooling

(temperature) as it has also been shown previously [32]. Cal-
culations by DLT equation (11) disagree withMD-data of sim-
ulation at intermediate and large values of undercooling that is
considered as a motivation to find other theoretical predictions
being consistent with MD-data.

The example shown in figure 6 is a part of the common
crisis of the classic kinetic equations in description of inter-
face movement at arbitrary driving force. Indeed, the DLT [27,
28] and/or CLT [29] well predict experimental data and data of
atomistic simulation only around melting point, namely, in the
range of ±30 . . .150K from the melting point (depending of
the specific substance or mixture of atoms). Beyond this range
both DLT and CLT show clear disagreement with numerous
data obtained, for instance, in MD simulations. Here one can
mention just a few works [8, 22, 37] where authors directly
indicate that DLT and CLT unable to describe MD-data on
crystal growth/melting kinetics in a whole range of investig-
ated temperatures close and far from the melting temperature.

The reason of such disagreement is in describing the melt-
ing/growth kinetics only by the flux difference between pro-
cesses of the attachment/detachment of atoms to/from the
interface. Now, it is clear that far from the melting temper-
ature the relaxation of kinetic variables also plays essential
role that should be taken into account formally in equations
for interface motion [38, 39]. Such kinetic variable can, for
example, be taken as temporal derivative of the atomic flux.
In the PF theory of the elemental substance such kinetic vari-
able is chosen in a form of the gradient flow, i.e. the rate of
PF change in time. With taking relaxation of kinetic variables
into account the PF is described already by the form of kinetic
model.

3.3. The kinetic PF and its parameters

The kinetic PF model is based on the hyperbolic equations
including the first and second derivatives of the PFwith respect
to the time. For one-component elemental system or congru-
ently melting alloys, which solidify without chemical segreg-
ation, the kinetic PF model is described by the equation of the
hyperbolic type [38, 39]:

τϕ
∂2ϕ

∂t2
+

∂ϕ

∂t
=−Mϕ

δF
δϕ

(14)
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where F is the free energy, Mϕ is the PF mobility, and τϕ is
the relaxation time of the gradient flow ∂ϕ/∂t, which helps
to describe the non-linear behavior of the crystal/liquid inter-
face velocity at large driving forces. The first term of the
left-hand side in equation (14) describes relaxation of the
gradient flow (acceleration) and the second term there gives
the relaxation of the PF itself (velocity). These both relaxa-
tions proceed under the driving force ∝ δF/δϕ given by the
right-hand side of equation (14). With τϕ → 0, equation (14)
transforms to the equation of Mandel’sham and Leontovich
[40] which is also known as the time-dependent Ginzburg–
Landau equation [41–43] used in the parabolic PF model [44].
The specific form of free energy in equation (14) determines
the concrete form of equation. From equation (14), in par-
ticular, it is easy to obtain an equation for the propagation
of bacteria by the Kolmogorov–Piskunov–Piotrovsky–Fisher
equation of diffusionwith a delay or an equation for describing
the transition from an ordered state to a disordered state by the
Allen–Cahn equation.

Due to taken the second time derivative in equation (14)
into account, the time scale becomes much refined allow-
ing for analyze processes at short time periods comparable
with the freezing of local volumes and, therefore, quantitat-
ively evaluate local non-equilibrium states [39]. These highly
non-equilibrium states are solidifying/melting with the fairly
exhibiting nonlinearity in the interface velocity as observed
experimentally, for instance, in solidification kinetics of glass
forming alloys [45].

Quantitative investigations of the kinetic process at the
solid/liquid interface require an accurate estimation of the PF
parameters for equation (14). Namely Mϕ and τϕ, should be
based on the solid/liquid material properties. Similar to the
thin interface analysis of [44], Mϕ and τϕ is correlated to
the anisotropic kinetic coefficient and the crystal-melt inter-
face free energy [46]. The use of MD technique for study of
crystal growth, determination of capillary and kinetic proper-
ties of the diffuse interface between liquid and solid phases
gives ability to obtain the interface mobility Mϕ and τϕ.

3.4. Prediction of the PF model

The sharp-interface limit of the hyperbolic equation (14) leads
the hodograph equation presenting the acceleration-velocity-
Gibbs–Thomson-type equation for the isotropic interface [47]
and acceleration-velocity-Herring-type equation for the aniso-
tropic interface [48]. These both cases also define the velocity-
dependent width of the diffuse interface having the parameter
Vϕ as the maximum PF propagation speed depending on the
relaxation time τϕ, such that Vϕ = (Dϕ/τϕ)

1/2, where Dϕ is
the PF diffusion coefficient5. In searching for the hodograph
equation, the obtained interface width looks like

5 One of the methods to determine the relaxation time τϕ or the maximum
speed Vϕ is related to the determination of the diffuse interface width ℓ as a
function of the crystal growth velocity V. Indeed, an innovative MD approach
based on the atomistic obtaining of the interface width (15) is integrated with
the kinetic phase-field model for quantitative predictions of non-equilibrium
crystal growth kinetics [46].

ℓ(V) =


δ, if V= 0

δ
[
1−V2/V2

ϕ

]1/2
, if V< Vϕ

→ 0, if V→ Vϕ − 0

(15)

where δ is the equilibrium mean interface width. As
equation (15) shows, the diffuse interface width ℓ takes a con-
stant value δ in static equilibrium V = 0, always different from
a constant δ in dynamics V ̸= 0, and tends to zero with the
transition to sharp interface as soon as the interface velocity
V approaches the maximum speed Vϕ for the PF propaga-
tion. Such variety in the width ℓ exhibits its physical mean-
ing, favorably distinguishing the expression for the width (15)
from the constant for the interface width δ existing always in
the analysis of parabolic PF models.

The hodograph equation provides the interface velocity in
the steady-state regime, V= const, as function of undercool-
ing ∆T by [47, 48]

V=± µPF
K (∆T)∆T√

1+
[
µPF
K (∆T)∆T/Vϕ(∆T)

]2 . (16)

The crystal growth in solidification is defined by the sign ‘plus’
and the crystal melting is defined by the sign ‘minus’. The
interface velocity (16), which follows from the hodograph
equation, presents the velocity of the traveling wave in steady
state dynamics of the PF profile [49].

In equation (16), the kinetic coefficient µPF
K of the ‘solid-

liquid’ interface motion is the function of the kinetic under-
cooling ∆T:

µPF
K (∆T) =

∆Hm

γTm
Dϕ(∆T). (17)

The maximum speed of the PF as the function of undercooling
is defined by

Vϕ(∆T) =
√
Dϕ(∆T)/τϕ (18)

where the relaxation time τϕ is taken in the present work as
a constant, independent of temperature. The diffusion coeffi-
cient of the PF in equations (17) and (18) is given by

Dϕ = D0
ϕ exp

(
− EA/kB
Tm −∆T−TA

)
. (19)

Equation (16) has been solved together with
equations (17)–(19) using parameters of the Al50Ni50 alloy
from table 2. These parameters represent: melting temper-
ature, Tm, found for V = 0; interface energy, γ, as averaged
value of the solid–liquid interfacial tension, this value is taken
from the forthcoming paper [50]; enthalpy of fusion, ∆Hf,
taken at Tm. Finally, relaxation time of gradient flow, τϕ, dif-
fusion coefficient of the PF, Dϕ, diffusion factor of the PF,
D0

ϕ, energetic barrier, EA/kB, and pseudo-glass temperature,
TA, are obtained as the parameters which are fitting MD-data
for the interface velocity.
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Table 2. Material parameters of the congruently-melting alloy Al50Ni50 used for calculation of the traveling wave velocity of the phase field.

Parameter Set 1a Set 2b

Melting temperature, Tm (K) 1816 1816
Interfacial free energy, γ (J·m−2) 0.2875 0.2875
Enthalpy of fusion, ∆Hf (J·m−3) 3.9214 × 109 3.9214 × 109

Relaxation time of gradient flow, τϕ (s) → 0 1.232 × 10−12

Diffusion coefficient of the phase field, Dϕ (m2 · s−1) 5.3898 × 10−9 —
Diffusion factor of the phase field, D0

ϕ (m2 · s−1) — 1.095 × 10−8

Energetic barrier, EA/kB (K) — 525.934
Pseudo-glass temperature, TA (K) — 910
a Represents the set of parameters for traveling wave solution following from the parabolic phase field equation, i.e.
equation (14) with τϕ = 0, to calculate the interface velocity (16) with τϕ → 0 and Dϕ =const.
b Represents the set of parameters for traveling wave solution of the hyperbolic phase field equation (14) to calculate the
interface velocity by equations (16)–(19).

Figure 7. Solid-liquid interface velocity V obtained from MD
simulation (+) for the ⟨100⟩-orientation of crystals in congruently
melting Al50Ni50 alloy. Positive values of the velocity, V > 0, present
the growth from the undercooled melt with ∆T= Tm − T> 0.
Negative values of the velocity, V < 0, are consistent with the
melting of the overheated crystal having∆T= Tm − T< 0. The
dashed line is obtained by solution of equation (16) using materials
data from Set 1 of table 2. The solid curve is given by solution of
equation (16) using materials data from Set 2 of table 2.

Figure 7 demonstrates the solution of equation (16) for two
cases, which are defined by two sets of parameters for Al–
Ni alloy from table 2 and which determine two regimes of
PF dynamics. The first mode is determined by the relaxation
of the PF by solving equation (16) with zero relaxation time
of the gradient flow, τ = 0, i.e. with an infinite propagation
speed of the leading edge of the PF, Vϕ →∞ (see Set 1 in
table 2). In this case, the equation (14) becomes parabolic,
and the interface velocity (16) is described by the linear law

V∝∆T 6. This mode is shown in figure 7 by a straight line
that describes the growth and melting of a crystal in the region
around melting temperature T= Tm according to a limited set
of MD-data. The second mode of PF relaxation occurs with
finite relaxation time τϕ and the finite velocity Vϕ of the lead-
ing edge of the PF (see Set 2 in table 2). Equation (14) in this
case becomes hyperbolic with the clear non-linearity in velo-
city (16). This mode is shown in figure 7 by a curve with a
maximum that describes the growth and melting of the crystal
over the entire undercooling range in accordance with the full
set of MD data obtained for the interface velocity.

4. Discussion

4.1. Growth

As it is seen in figure 7, the crystal growth ends at very high
undercooling, ∆T≈ 830K, which corresponds to the com-
plete cessation of the kinetics of particle attachment to the
‘crystal–liquid’ interface. Obviously, at large ∆T, the liquid
freezes with the cessation of the PF propagation: Dϕ and Vϕ

tend to zero at∆T≈ 830K, see figure 8. The transition to such
a frozen state is equivalent to the formation of an amorph-
ous state. This transition occurs continuously, in the crossover
mode, judging by the kinetic curves of figures 7 and 8. How-
ever, this crossover has a different intensity in its dynamics.

6 One important feature for the transition to the solution of the parabolicmodel
can be outlined. Namely, with τϕ → 0, i.e. with Vϕ →∞ for equations (16)–
(19), the square root in equation (16) transforms into unity, but the non-
equilibrium function Dϕ, given by equation (19), still stays in the governing
system of algebraic equations. Formally, this function Dϕ is inversely pro-
portional to the viscosity function given by the well-known Vogel–Fulcher–
Tammann equation. This viscosity is already not the function of an Arrhenius
type, but it is derived from a local nonequilibrium theory consistently with
mode-coupling theory [51]. Therefore, the non-equilibrium function (19) can-
not remain in the solution of the parabolic model, which is a model based
on the hypothesis of local thermodynamic equilibrium. The Dϕ-function (19)
simply transforms to a constant value in the local equilibrium limit. Taking
this constant value from Set 1 of table 2 and using it into the solution of the
parabolic model, equations (16)–(19) with τϕ → 0, one gets natural result: the
interface velocity depends linearly on undercooling, V∝∆T, see figure 7.
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Figure 8. Phase field diffusion coefficient Dϕ and maximum speed
Vϕ as functions of undercooling ∆T= Tm − T. Vϕ and Dϕ have
been computed by equations (18) and (19), respectively, at the value
of relaxation time from Set 2 of table 2.

In the interval 400 ≲∆T(K) ≲ 800, the crossover has more
intense dynamics than in the interval 0 <∆T(K) ≲ 400. This
can be seen from the averaged slopes of the curves for the kin-
etic parameters Dϕ and Vϕ, see figure 8. In this regard, note
that around ∆T≈ 400K:

(a) the maximum of the interface velocity V occurs (see
figure 7), i.e. starting from this undercooling, intense
freezing of the liquid causes a slowdown in the crystal
growth kinetics;

(b) the deviation of the diffusion mobility of atoms from the
Arrhenius law begins with the transition to the super-
Arrhenius diffusion behavior7 shown in figure 4, i.e. start-
ing from this undercooling, the intense freezing of the
liquid causes an abnormal decrease in the mobility of
atoms.

The different intensity of the crossover in freezing the
motion of the PF, the slowdown crystal growth kinetics, and
deceleration of atomic mobility has so far only a phenomeno-
logical statement by the above points (a) and (b). To elucidate
the cause of these phenomena, it would be appropriate to carry
out an atomic and cluster analysis of the microstructure of the
liquid and the diffuse interface between the phases in equilib-
rium and at various undercoolings in the steady-state mode of
crystallization [37, 52, 55].

4.2. Equilibrium

It is interesting to note that the PF has a non-zero
maximum speed to establish an equilibrium profile. Figure 8

7 The transition to super-Arrhenius behavior was shown, first, in the experi-
ments and theoretical analysis of liquid viscosity [52–54].

demonstrates this effect for ∆T= 0: establishing of
equilibrium profile proceeds even faster than the propagation
of the leading edge of the PF in dynamics with ∆T≶ 0
(∆T> 0 provides growth and ∆T< 0 leads to the melting
of crystals):

at equilibrium Vϕ|∆T=0 > Vϕ|∆T≶0 indynamics.

This can be interpreted in such a way that for the propaga-
tion of the leading edge of the PF in dynamics, some addi-
tional time is required for the relaxation of the nonzero gradi-
ent flow. This reduces the maximum propagation velocity of
the PF front in comparison with the maximum velocity of the
PF front in equilibrium, where the relaxation of the gradient
flow does not exist.

4.3. Difference in crystal’s melting and growth

As it is well-known, crystallization and melting represent
asymmetric processes relative to the temperature change. This
is clearly seen in figures 7 and 8 from which one gets

melting intensity= | − dV/d(∆T)|∆T<0 > dV/d(∆T)|∆T>0

= growthintensity.

The difference in intensity of growth and melting of crystals
is clearly seen by the slopes of the velocity curves shown in
figure 7 at ∆T> 0 (growth) and ∆T< 0 (melting). Because
the PF represents the envelope of the maxima of the atomic
density amplitudes, the difference in intensity of growth and
melting of crystals can also be recollected from the results of
modeling of atomic density fields. For example, amplitudes
of PF crystals propagate much more intensively in melting
dynamics as compared to the crystal growth dynamics of cubic
and triangle lattices, see figures 2 and 3 in the work [56]. Such
inequality and asymmetry of processes are explained by the
fact that less energy is required to destroy atomic bonds (in
melting) than it is necessary to create interatomic bonds at
the phase interface (for crystallization). Therefore, at the same
absolute value of the driving force |∆T |, the rate of melting
becomes higher than the crystal growth rate.

5. Conclusions

The EAM potential of Purja Pun and Mishin [18] was used
to study the growth and melting of Al50Ni50 crystals by
MD simulations. This study included the characterization
of the bulk liquid and B2-crystalline phase by the estima-
tion of the crystal-liquid interfacial free energy, the crystal
growth/melting velocities and the melting temperature. Our
results for the enthalpies, densities, and diffusion coefficient
of the melt agree well with the work of Turlo et al [57],
which made a revision of the bulk properties for the poten-
tial of Purja Pun and Mishin [18]. The experimental dens-
ity of the liquid phase [24] is much better described than
in the previous model of Mishin [14]. The novel ‘velocity–
undercooling/overheating’ MD-data obtained from the FSM
[19–21] is in fair agreement with data reported in the work
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of Yang et al [22], where the same potential was used. The
interface velocities are similar close to the phases coexistence
but differ at higher undercooling. In particular, the maximum
interface velocity obtained by Yang et al is higher than ours by
a factor 1.4. An alternative test of the novel potential used in
the present work and exhibited reasonable values of paramet-
ers (temperature dependent functions) can be made by exten-
ded study using a recently developed machine learning poten-
tials as for an Al–Ni–Cu [58].

The obtained MD-data on melting and growth of
Al50Ni50-crystals exhibit the well-known curve ‘velocity–
undercooling/overheating’ with the maximum for the growth
velocity at fixed undercooling. Because such a bell-shaped
MD-curve for the growth velocity is not described quantitat-
ively by the classical DLT of Wilson and Frenkel [27, 28], the
kinetic PF model [39, 45] has been used for the analysis of
melting and solidification.

The kinetic PF model includes relaxation of the PF to pre-
dict the interface velocity as well as relaxation of the gradient
flow (the rate of PF change) to describe the effect of interface
inertia. Like Newton’s equation of motion, the PF equation
with acceleration and velocity is allowing to describe slow and
fast regimes of interface propagation self-consistently. Spe-
cifically, analytical solution of the model in a form of travel-
ing wave of the PF or, equivalently, the hodograph equation of
the interface describe well MD-data for the interface velocity
in the temperature range presently accessible for the growth
and melting of crystals. As a particular peculiarity, the velo-
city of the PF traveling wave describes the faster melting kin-
etics compared to the much slower crystal growth process at
the same absolute degree of the driving force consistently with
the obtained MD-data.

As a final note, as the rapidly solidifying and melting tech-
niques are becoming much popular in modern technologies
(from atomization up to selective laser melting techniques),
the present kinetic PF model should be actually informed
by the material’s properties including parameters specifically
related to themodel such as the time for relaxation of the gradi-
ent flow of the PF and the maximum speed for propagation of
the leading edge for the PF. Therefore, one of the necessary
directions in materials research looks in the advancement of
atomistically informed PF models.
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