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Abstract

This cumulative thesis is based on three separate projects based on a computer-assisted language
comparison (CALC) framework to address common obstacles to studying the history of Mainland
Southeast Asian (MSEA) languages, such as sparse and non-standardized lexical data, as well as
an inadequate method of cognate judgments, and to provide caveats to scholars who will use

Bayesian phylogenetic analysis.

The first project provides a format that standardizes the sound inventories, regulates language
labels, and clarifies lexical items. This standardized format allows us to merge various forms of
raw data. The format also summarizes information to assist linguists in researching the relatedness

among words and inferring relationships among languages.

The second project focuses on increasing the transparency of lexical data and cognate judg-
ments with regard to compound words. The method enables the annotation of each part of a word
with semantic meanings and syntactic features. In addition, four different conversion methods
were developed to convert morpheme cognates into word cognates for input into the Bayesian

phylogenetic analysis.

The third project applies the methods used in the first project to create a workflow by merging
linguistic data sets and inferring a language tree using a Bayesian phylogenetic algorithm. Further-
more, the project addresses the importance of integrating cross-disciplinary studies into historical

linguistic research.

Finally, the methods we proposed for managing lexical data for MSEA languages are discussed
and summarized in six perspectives. The work can be seen as a milestone in reconstructing human

prehistory in an area that has high linguistic and cultural diversity.
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Abstract

Diese kumulative Dissertation basiert auf drei separaten Projekten, die sich auf einen comput-
ergestiitzten Sprachvergleich (CALC) stiitzen, um héufige Hindernisse bei der Erforschung der
Geschichte der siidostasiatischen Festlandssprachen (MSEA) zu beseitigen, wie z. B. unzure-
ichende und nicht standardisierte lexikalische Daten, eine unzureichende Methode zur Beurteilung
von Verwandtschaftsanalysen sowie Wissenschaftlern Hilfestellung bei der Bewertung von Bayesian

phylogenetischen Analysen zu geben.

Im ersten Projekt wird ein Format zur Verfiigung gestellt, welches Sprachlautsammlungen
standardisiert, Sprachbezeichnungen regelt und lexikalischen Eintrige kldrt. Dieses standard-
isierte Format ermoglicht die Zusammenfiihrung verschiedenster Formen von Rohdaten. Zudem
fasst das Format auch Informationen zusammen, die Linguisten bei der Erforschung der Ver-
wandtschaft zwischen Wortern und der Ableitung von Beziehungen zwischen Sprachen unter-

stiitzen konnen.

Das zweite Projekt konzentriert sich auf die Erhéhung der Ubersichtlichkeit lexikalischer
Daten und Verwandtschaftsanalysen in Bezug auf zusammengesetzte Worter. Die Methode er-
moglicht es, jeden Teil eines Wortes mit semantischen Bedeutungen und syntaktischen Merk-
malen zu annotieren. Dariiber hinaus wurden vier verschiedene Konvertierungsmethoden en-
twickelt, um Morphemverwandschaften in Wortverwandschaften umzuwandeln und in der Bayesian

phylogenetischen Analyse zu verwenden.

Im dritten Projekt werden die im ersten Projekt verwendeten Methoden angewendet, um einen
Arbeitsablauf zu erstellen, welcher linguistische Datensédtze zusammenfiihrt und mit Hilfe eines
Bayesian phylogenetischen Algorithmus einen Sprachbaum abzuleiten. Dariiber hinaus befasst
sich das Projekt mit der Bedeutung der Integration interdisziplindrer Studien in die historische

Sprachforschung.

SchlieBlich werden die von uns vorgeschlagenen Methoden zur Verwaltung lexikalischer Daten
fiir MSEA-Sprachen diskutiert und in sechs Gesichtspunkten zusammengefasst. Die Arbeit kann
als Meilenstein bei der Rekonstruktion der menschlichen Vorgeschichte in einem Gebiet mit

groBer sprachlicher und kultureller Vielfalt angesehen werden.
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Chapter 1 Introduction

Southeast Asia (SEA) is a geographical region with rich linguistic, cultural, and genetic diversity
(Enfield, 2011), and has been the cradle of great ancient civilizations. SEA can be further di-
vided into Mainland Southeast Asia (MSEA) and Insular Southeast Asia (ISEA). MSEA was a
crossroads of human migration between Eurasia and East and Southeast Asian islands in prehis-
toric times. Nevertheless, archaeologists and geneticists have only paid serious attention to this
region in recent years—not to mention that diachronic linguistics studies remain in their infancy.
This Ph.D. dissertation aims to provide a workflow using a computer-assisted language compari-
son (CALC) framework in combination with a Bayesian phylolinguistic analysis (Greenhill et al.,
2020), which is a state-of-the-art approach to infer a timed language phylogeny. The common
obstacles to studying the history of MSEA languages using comparative methods are thus ad-
dressed by applying the framework above, which was developed in three projects, as explained in
Chapters 2, 3, 4, each of which contains detailed descriptions of the obstacles and the proposed

methods.

The remainder of the introduction is arranged as follows. First, Section 1.1 provides a broad
description of the geography and of the language families spoken in MSEA. The language family
and the language area are two important concepts in historical linguistics. Therefore, Section 1.2
explains language family theory and clarifies the differences between the language family and the
language area. Section 1.3 then reviews the typological linguistic features of languages in the
MSEA area. The comparative method is the core methodology in historical linguistics. The re-
latedness of languages is determined by comparing phonology and lexicon. Section 1.4 provides a
concise description of the classical comparative method and the computational approaches. Lan-
guage classification, the etymology of words, and proto-language reconstruction are all part of the
comparative method. As an increasing number of computational algorithms have been developed
to infer languages families’ internal relationships, a field that used to be considered to be part of
the comparative method is shifting to a new domain: phylolinguistics. The language family tree
can be inferred via either the distance-based method or the character-based method. Section 1.5
presents the principles in the two methods. Finally, Section 1.6 summarizes the obstacles that
were stated in each of the sections according to three aspects, namely data management, linguis-

tics, and methodology. The significance of this dissertation is highlighted in the same section.

1.1 The Research Territory

The range of MSEA is not clearly defined, and some areas of MSEA even overlap with so-
called East Asia (EA). Geographically, MSEA contains present-day southern China (the Yangtze
River is treated as the northern borderline of the MSEA), Laos, Thailand, Myanmar, Vietnam,
and Cambodia (Enfield and Comrie, 2015). However, the range of MSEA can be expanded
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to include modern-day northeast India and southwest China (Sidwell and Jenny, 2021) if non-
geographical factors, such as historical ethno-linguistic and political relations and origins, are taken
into account. The former is the core of MSEA, and the latter is often referred to as “greater
MSEA”. Figure 1.1 presents the map of the greater MSEA area. Of note, the term “greater
MSEA?” in this dissertation is interchangeable with the term “MSEA language area” due to the

shared linguistic features resulting from geographical proximity and language contact.
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Figure 1.1: Greater Mainland Southeast Asia language area

The five language families that are spoken within the defined area are Sino-Tibetan, Hmong-
Mien, Tai-Kadai, Austronesian, and Austroasiatic. Of these five language families, Sino-Tibetan
is the largest language family in the greater MSEA in terms of language varieties and speakers.
The speakers live across a wide range of landscapes, including the mountainous area, the high
altitude plateau, the lowland, and the coastal line. The Sino-Tibetan language family contains
highly differentiated languages, many of which are understudied. Notwithstanding the extensive
comparative linguistic studies that have presented the shallow-level subgroups, the internal struc-
ture is still highly disputed (Matisoff, 2015; Sagart, 2011b; van Driem, 2015). A state-of-the-art
approach called the Bayesian phylolinguistic analysis to infer the date of origin of Sino-Tibetan
and its internal structure has been applied (Sagart et al., 2019; Zhang et al., 2020; Zhang et al.,
2019).! Nevertheless, the large-scale studies have the limitation of having overlooked several ge-
ographical regions. The issue of language sampling and the Bayesian phylolinguistic approach

will be discussed in Chapters 4 and 5.

The majority of Hmong-Mien speakers are distributed across southern China, Vietnam, Laos,

and northern Thailand. Most of the speakers live in the mountainous area, with the exception of

'A Bayesian phylogenetic study of the Austronesian language family was published prior to the three Bayesian
phylogenetic studies of Sino-Tibetan. Nevertheless, the Austronesian languages are mainly spoken outside of the
Eurasian continent. Therefore, Sino-Tibetan is the first language family in MSEA to which scholars have applied the
Bayesian phylolinguistic method to infer the time depth and the internal structure.
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speakers of Kim Mun, which is spoken on the Hiindn island (;87), and some Iu Mienic di-
alects that are spoken along the coastline of southern China. Tai-Kadai languages are also spoken
in southern China (including Hdindn island), Vietnam, Laos, and Thailand. The Hmong-Mien
and Tai-Kadai people have a long history of co-habitation with Sino-Tibetan speakers in south-
ern China. As a result, comparative linguistic studies show that Hmong-Mien languages contain
many Sino-Tibetan and Tai-Kadai loanwords in different time depths. These old loanwords may
make it difficult to identify the internal and external relationships among Hmong-Mien languages.
The Hmong-Mien language family was thought to be a branch of the Sino-Tibetan family, and
this argument continues today. The higher-level structure of the Hmong-Mien language family is
bipartite, as the family contains Hmongic and Mienic groups. Phylogenies have been proposed
by Ratliff (2010), Chen (2012), and other linguists. However, further details about the shallow
subgroups remain subject to debate. Since the writing system of Hmong-Mien languages only
developed in modern times, proto-Hmong, proto-Mien, and proto-Hmong-Mien are all recon-

structed languages instead of being attested languages.

Given the limited amount (if not the absence) of archaic inscriptions to pinpoint the possi-
ble time depths of the language family, a timed phylogeny is thus difficult to derive based solely
on references to linguistic data. In addition to the aforementioned issue, there is also a sam-
pling issue when studying Hmong-Mien languages. Most of the linguistic data are focused on the
Hmong-Mien languages spoken in China. The studies of Hmong-Mien languages spoken in the
neighboring countries are either micro-scale surveys or are of poor quality. The issue of scat-
tered lexical data and the other typological linguistic issues create difficulties when attempting to

integrate the Bayesian phylolinguistic approach. We will return to these issues in later chapters.

Tai-Kadai, Austroasiatic, and Austronesian do not constitute the focus of this dissertation.
However, the issues mentioned above are shared by these three language families. Therefore, the
proposed methods in this dissertation can be applied to the other language families in the MSEA

language area.

1.2 Language Family and Language Area

“Language family” describes a set of genealogically related language varieties; language vari-
eties are thought to belong to the same family as long as a common ancestor can be found. The
relatedness (genealogical relationship) among languages is based on common linguistic features,
including phonological, morphological, or syntactical features. Historical linguistic research aims
to reconstruct a proto-language via attested languages and, ultimately, to reconstruct human pre-

history.

Using language family or genealogy to depict languages’ relatedness stems from the basic
model of language differentiation, which appears to be somewhat similar to the basic assumption
of population diversification. A common belief is that, when a speaker population separates from

its parent group, there is no further contact between the two groups. Thereafter, the language that
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the speaker population used changes due to in-situ innovations. Such changes occur in various
forms, namely sound, morphology, semantics, and syntax. The changes, which accumulate over
subsequent generations, resulting in decreasing intelligibility between the language and the parent
language. Eventually, the languages are no longer mutually intelligible. At this point, the splinter
language is considered to be a different language from the original one. Linguists estimate that
the formation of a new language takes around 1,000 years. In this example, the parent language

is the ancestor of the new language, and is also known as the proto-language.

Repeating the process mentioned above would eventually create a large set of related lan-
guages. The oldest languages gave rise to a few ancient languages, and the modern languages can
be differentiated from some ancient languages. The result can be represented via a tree model
with roots, branches, and leaves. Therefore, linguists call a set of related languages a language
family, and arrange them as a phylogeny according to their genealogical relationships (Stamm-
baum in German). From top to bottom, the hierarchy is arranged in the order of the language
family (the root, or proto-language), groups (interchangeable with branches in this dissertation),
subgroups, and language varieties. The level of language varieties is sometimes further separated
into dialects and languages. However, differentiating between dialect and language is the subject
of a long-term linguistic debate; linguists have not yet answered this question. Fortunately, the

methods proposed in this dissertation do not discriminate between dialects and languages.

We can say that “language differentiation is based on separation” is the simplest presumption
for modeling language diversification, but it is somewhat unrealistic. Language contact is known to
be another essential mechanism in triggering language change. It is difficult to believe that a given
language has never been in contact with any other language over the course of thousands of years.
There are certainly reasons for a language to be in contact with other languages, disregarding
the speakers’ willingness (or lack thereof); for example, trading, politics, or religion (DeLancey,
2013). These activities do not always involve massive population movements within a short time.
For example, the trading of merchandise between two societies using different languages triggers
long-term language contact without a large population influx into another region. These prolonged
language contacts enable some linguistic features to enter other languages. This phenomenon is
also described as horizontal transmission, which contrasts with the features inherited from the
ancestor languages (also described as vertical transmission). Loanwords are the most significant

outcomes of language contact.

In summary, language diversification does not always depend on the accumulation of vertical
transmissions and in-situ innovations, as it also relies on contacts. Furthermore, language con-
tacts often obscure the shared linguistic traits among a group of genealogically related languages.
Therefore, it is challenging to classify languages into subgroups of a language family in which

language contact occurs frequently.

A language behaves in a similar way to a living being. It can be born, change, differentiate, and
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die. Language extinction has also occurred frequently throughout human (pre-)history. The death
rate is much faster than is the estimated birth rate (one per 1,000 years). The reasons for initiating
language contact are also the reasons that a society would cease to speak the native language and
shift to another language if situations became extreme. These extinct languages are suspected
of being the missing links between language isolates and certain language families. Sadly, many
extinct or endangered languages were or are spoken languages; therefore, the documentation is
either non-existent or sparse. For example, Kusunda, a language isolate, had been suspected of
being a Sino-Tibetan language. Nevertheless, linguists could not find a valid basis for establishing

a solid link between Kusunda and the language family.

Even though language differentiation is often compared to population differentiation, the
terms genealogy and ancestor need to be detached from biology, as it is clear that population
diversification does not coincide with language differentiation. The shared linguistic features
should only determine languages’ genealogical relationships. Therefore, the term ancestor also
has to be discussed within the linguistic realm. Section 1.4 elaborates on historical linguistics, the
comparative method, and language classification. Furthermore, the argument for the co-evolution

of language and population genetics will be elaborated on in Chapter 5.

Language area (Sprachbund in German) defines the geographical range within which lan-
guages share a set of typological features. In contrast to the definition of a language family
in which the shared features are transmitted vertically, the common typological features shared
among languages within a defined area are derived from both vertical and horizontal transmis-
sions. Therefore, linguists assert that a language area is defined by geographical, historical ethno-

linguistic factors, political relations, and origins (Sidwell and Jenny, 2021).

1.3 The SEA Languages

Summarizing the shared typological features from numerous highly diversified languages is
challenging. Nevertheless, Enfield and Comrie (2015, p. 18) were able to summarize a list of
ten common features of phonological systems and eleven shared characteristics of morphosyntax-
semantic systems. A few points in Enfield and Comrie (ibid., pp. 18-19) are relevant to almost
all the topics in this dissertation, including a large vowel system (point (1)), a strict syllable pat-
tern (corresponding to points (2) and (3)), word compounding (corresponding to point (4)), and
complex tone systems (point (5)). Examples taken from languages spoken in the greater MSEA

language area are provided in each subsection.
1. Vowel systems are large, and show many distinctions.

2. Many more consonants are possible in the initial potion than in the final position.

3. There is a preference for one major syllable per word, with many languages featuring minor

syllables or pre-syllables in an iambic pattern.
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4. No inflectional morphology; note that derivational morphology is widespread, and is some-

times highly productive in the Austroasiatic languages of MSEA.

5. Tone systems are complex (often with around six distinct tones; the tone counts for a lan-

guage depend on the selected analysis).

We agree with Sidwell and Jenny’s (2021) critics that some of the features listed in Enfield and
Comrie (2015, pp. 18-19) are uncommon, and only appear in a subset of MSEA languages; some
exceptions to such arguments are presented in the corresponding subsections. However, although
one could consider the list of common typological features to constitute a generalization about
MSEA languages, it is a useful starting point for the study of these languages.

1.3.1 Large Vowel Systems

Consider the following statement by Dryer and Matthew S. (2013, Ch.13): “There are con-
centrations of larger than average vowel inventories in the interior SEA area and southern China”.
The statement appears to be justified based on a quick survey of three languages from Tai-
Kadai, Hmong-Mien, and Sino-Tibetan: central Tai (Glottolog: debal238) has nine monoph-
thongs (Diller et al., 2008), the Southern Guizhou Chuangiandian variety (Glottolog: cent1394)
has ten monophthongs (Chen, 2012), and the Tani language (Glottolog: tani1259) has thirteen

monophthongs (including nasalized monophthongs).

The description of the “large vowel system” can be made more precise if Enfield and Com-
rie (2015) the standards for classifying large, average, and small vowel systems are specified.
However, it is difficult to evaluate this statement if the classification criteria are not known. For
example, the Ho Nte language (Glottolog: sheel1238) has five monophthongs (Chen, 2012), as
does Standard Mandarin (Glottolog: mand1415) (Dryer and Matthew S., 2013, Ch.13). There-
fore, the question is whether or not five monophthongs can be considered to constitute a large

vowel system.

Dryer and Matthew S. (ibid.) suggested criteria for classifying languages according to three
categories (bullet points below, also see feature 2A: vowel quality inventories). The classification
by Dryer and Matthew S. (ibid.) shows that Ho Nte and Standard Mandarin are exceptions.

* Small: fewer than four vowels.
» Average: between five and six vowels.

» Large: more than seven vowels.

Furthermore, many languages in other parts of the world have large vowel systems. For ex-
ample, Standard German has eight monophthongs, Standard Italian has seven monophthongs, and
Hindi has ten monophthongs. Therefore, stating that MSEA languages have large vowel systems

does not appear to be a sufficient description of MSEA languages.
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Instead of stating that “MSEA languages have large vowel systems”, describing “MSEA lan-
guages as having complex vowel and diphthong systems” might be more appropriate. As Enfield
and Comrie (2015) stated, “it is sometimes difficult to determine how many vowels a system has,
as there are alternative analyses of features such as diphthongs and phonation splits”. The concept
of a “diphthong” is not clearly defined. However, the descriptions in different articles are some-
what similar, with most contending that a diphthong uses two vowels to describe the tongue’s
temporal and spatial movement within the oral cavity. There are debates regarding whether a
diphthong is counted as one phonetic unit (Catford, 1977), a sequence of two vowels (Ladefoged,
1982), or both: “diphthongs are complex phenomena that show both unity and duality” (Sanchez-
Miret, 1998, p. 48).

In MSEA linguistic studies, one also finds that the analysis of diphthongs is tending toward
unity (Catford, 1977), duality (Ladefoged, 1982), or a dynamic conception (Sdnchez-Miret, 1998);
such an analysis is language specific, and depends on the structure of diphthongs. For example, a
phonetic study of Chengde Mandarin Chinese pointed out that rising diphthongs, such as au, ai,
and ei, as well as monophthongs, could be seen as phonetic units. Falling diphthongs, such as ia,
ua, or ya, are sequences of articulations (Zhang and Hu, 2019). Chen (2012, p. 62) stated that
there were diphthongs and triphthongs in Hmong-Mien languages, and that the sequence of the
vowels represented the tongue’s movement from one place to another, thus producing a sequence
of transition sounds.? His view appears to be that the diphthongs in Hmong-Mien are simply vow-
els that line up in the order of articulations, which appears to be closer to the description provided
by Ladefoged (1982).

Applying these viewpoints to the CALC framework makes it even more complex. Assuming
that we are studying a topic related to both Hmong-Mien languages and to Chengde Mandarin
Chinese, the diphthongs will be tokenized differently. For example, the rising diphthong au will
be considered to be a single vowel in Chengde Mandarin Chinese, while the same diphthong
in the Hmong-Mien language will be divided into a in the nucleus and u in the coda. However,
consistency is the key factor in the CALC framework. Since the analysis of diphthongs is complex
and language dependent, adopting one universal model is essential to ensure that the analysis is

consistent throughout the entire workflow.

To achieve the consistency of all the computational analyses, the treatment of diphthongs
in this paper proceeds according to the cross-linguistic transcription system (CLTS) rather than
being based on language-dependent guidelines. A further elaboration on the treatment of vowels
and diphthongs will be provided in Chapter 2.

ETEESTAZHWER=EBLNRZESMAR > MEHRE RS RFE—EMIm S8
BE > BENMELLES > FILEAESBRETEET —EHRBES (Chen, 2012, p. 62) ©
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1.3.2 Strict Syllable Pattern

A syllable is a “[b]asic phonetic-phonological unit of a word or of speech that can be identified
intuitively, but for which there is no uniform linguistic definition” (BuBmann and Bumann, 2006).
Even though there is no clear definition of a syllable, most scholars agree that a syllable is made

up of a nucleus.

The most common analysis of a syllable structure entails onset (Z¥ £} shéngmii ) and rime (88
yunmii). Rime consists of a nucleus and a coda, and the nucleus is usually a vowel. Words in
MSEA languages can also be analyzed via the onset-rime syllable structure, but MSEA languages

tend to follow a more fine-grained underlying pattern.

The onset can be further analyzed as an initial consonant and a medial approximate. The rime
consists of an on-glide position, a vocalic nucleus, and a final consonant (also known as a coda).
A lexical tone (B 5/ shengdico ) is mainly associated with the nucleus of the rime (Ratliff, 2010).
Another analysis of the template is that the medial approximate is merged with the on-glide po-
sition, and the entire medial approximate is counted as being part of rime. The assignment of
syllable-internal glides to either the medial position (part of the onset) or to the on-glide position
(part of the rime) is an obstacle for both synchronic and diachronic phonology (ibid.). Therefore,
the syllabic template is generally described as having five subdivisions—initial (2 & shéngmii),
medial (W& jieymn), nucleus (EBTTE zhiiydo yudnyin), coda (REEE yinwéi), and tones (a8
shengdiao) (Baxter, 1992)—instead of six segments. The syllable templates are presented in Ta-
ble 1.1. The onset can be further analyzed as an initial consonant and a medial approximate. The
rime consists of an on-glide position, a vocalic nucleus. The five-subdivision template is mainly
used in this dissertation. The template is called the IMNCT template in the CALC framework,
and assists in aligning the phonetic strings cross-linguistically among MSEA languages. Subse-
quently, it detects the sound correspondences among various languages based on the alignments
(see Chapter 2).

I T
©C {iwhy | {im} WMV (©
onset I rime
I
I

Tone

initial medial (on-glide) nucleus coda
I Tone

initial | medial nucleus coda

Analysis 1

Analysis 2

Table 1.1: The syllable template for MSEA languages. The details of the two analyses can be
found in Ratliff (2010) and Baxter (1992), respectively.

Words in MSEA tonal languages have two essential subdivisions, namely nucleus and tone. For

example, the word #3 “chair” in Mandarin Chinese, which is spelled yi, is pronounced as i with a
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falling-rising tone. The tone cannot be ignored because it determines the semantic meaning.’

Ratliff (2010, p. 10) stated that the “Hmong-Mien language is the typical southeast Asian
type”. Therefore, we use the word “nose” in Hmongic and Mienic languages to illustrate the
sounds corresponding to the IMNCT template (see Table 1.2). Note that all the elements in
IMNCT are presented as being on an equal hierarchical layer because the hierarchical structure is

not an essential feature for sequence alignments, cognate judgments, or Bayesian phylolinguistics.

Doculect Subgroup Form Initial Medial Nucleus Coda Tone
Eastern Baheng Hmongic mpjau®! | mp  j au 3t
Zao Min Meinic  teap® | t¢ — a ) 53

Table 1.2: The word “nose” in the Eastern Baheng and Zao Min language variety and the alignment
with the IMNCT template.

1.3.2.1 Major and minor syllables

Enfield and Comrie (2015) stated that MSEA languages prefer to have one major syllable
per word, with many languages featuring minor syllables or pre-syllables. A standard structure is
C3.CVC, in which C3 is the minor syllable and CVC is the major syllable. Alternatively, Michaud
(2012) defined the minor syllable as a simple consonant plus an optional nucleus, and stated that

the nucleus did not need to be a schwa.

Sinitic languages do not possess the phenomenon of major and minor syllables since most of
the morphemes in Sinitic languages are monosyllabic. However, many Hmong-Mien words have
pre-syllables (prefixes). Chen (2012, p. 142) stated that the tones of pre-syllables were all neutral,
but that the tone values were heavily influenced by the major syllable. Hence, his data set usually
annotates the tones in a prefix using the form “®, such as ta®na®! “person”, t2%210>° “old (adj.)”,
qa®qay’ «

the form

star”. When the prefix’s tone is not neutral, that is, the tone is not annotated using
¢ this means that the prefix’s rime is assimilated by the major syllable. Hence, the
tone value of the prefix is no longer neutral; for example, qi'®pli'® “wildcat” or ta®’la** “rabbit”.
The pre-syllables can be divided into lexical and grammatical pre-syllables (Strecker, 2021). For
example, the [0°° in the word t2%?10°> “old (adj.)” is a noun: “old”. The ta%? prefix has changed

the noun into an adjective.

Linguists have argued about whether a minor syllable is a complete syllable. Matisoft (1973)
labeled the phenomenon of major and minor syllables as sesquisyllable, which means one and a
half syllables. Other linguists consider words with minor and major syllables to be disyllabic. In
the CALC framework, the computer programs perform the shallow-level analysis. These pro-
grams treat the minor syllable as a whole syllable because both the segments in each of the major
and minor syllables can be fitted into the IMNCT syllabic template. Table 1.3 shows the corre-

spondence between phonemes and the syllable template.

3Mandarin Chinese is #F yizi, but yi on its own is sufficient for the word “chair”.
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Doculect Form Prefix + Root
I M NCT + I MNC T
Central Guizhou Chuangiandian t%%l0>® t — o2 — 92 4+ 1 — o >

Table 1.3: The phonemes in the word “old (adj.)” correspond to the IMNCT template. The plus
symbol is the boundary between two syllables, and can also be seen as the morpheme boundary.

1.3.3 Compound Words

Enfield and Comrie (2015) stated that “MSEA languages lacked inflectional morphology, but
that derivational morphology was widespread in Austroasiatic languages”. Unfortunately, this
statement is not entirely accurate. It is true that inflection is not the primary type of morphological
process in MSEA languages, and is largely absent from the languages spoken in the core MSEA

language area. However, exceptions can be found in the greater MSEA language area.

Inflection means modifying a lexeme to fit into a particular position within a sentence; for
example, marking the gender, the number, or the tense. As an example, the Duhumbi language
(Glottolog: chugl252), a Sino-Tibetan language spoken in Arunachal Pradesh, uses suffixes to
alter personal pronouns from the singular to the dual or to the plural. Table 1.4, which is taken
from the book Grammar of Duhumbi (Bodt, 2020, p. 107), provides evidence that inflection can

be found in the languages spoken in the greater MSEA language area.

First person  Second person Third person

singular ga nag woj (wuj)
dual gazin nazir wazin
plural gar (galu) nar (nalu) war (walu)

anaphoric — — bi
egophoric rar (lap) — —

Table 1.4: Example taken from Bodt (2020).

Although Enfield and Comrie (2015)’s generalization regarding MSEA languages’ lack of in-
flections is not without exceptions, the second half of the statement, which states that derivation
morphology is widespread among MSEA languages, is accurate. In fact, compound words and
derivations are the two main strategies that are used to enrich MSEA languages’ lexical invento-
ries. Prefixes in Hmong-Mien languages can be used to distinguish non-living from living objects.
For example, the prefix o3> in Western Xiangxi (Glottolog: west2430) is used to describe non-
living objects, and the prefix ta®> denotes animals. Prefixes can also be used to distinguish human
beings. For example, the words “father” and “husband” in the Central Guizhou Chuangiandian
variety (Glottolog: nort2749) are pa’? and qa®pa’®. The qa® is a prefix that is used to differen-
tiate between human characters, such as between “father” and “husband” (Chen, 2012, p. 141).

Chen (ibid.) provided a table of the prefixes in 18 Hmong-Mien languages.

Word compounding is possibly the most significant typological feature of MSEA languages

that springs to mind. A compound word is a lexical item that is produced by combining two or
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more free forms (Bloomfield, 1933). Free forms usually refer to morphemes. However, in this
dissertation, the concept of free forms is equivalent to monosyllabic words, and is interchangeable
with morphemes. Take Standard Mandarin Chinese as an example: The word &R “sun” can be
expressed via two monosyllabic words A& tai “greatest” and 5 ydng “sun, masculine, or bright”.
Analyzing a compound word requires taking the grammatical features and the semantics of each
free form into account. The arrangement of the forms and the relationships among them should

also be considered.

In MSEA languages, the majority of monosyllabic words belong to the categories of nouns,
verbs, or both. Therefore, if we discuss the types of compound words based on their grammatical
features, there are only four different combinations: noun-noun, verb-noun, noun-verb, and verb-
verb. However, this classification does not indicate the “weight” of each compound. For example,
if we put two nouns {E hua “flower” and B cdo “grass” together, {EEL hua cdio is a noun-noun
compound word, a collective term for flower and grass, but E{E cdo hua is also a noun-noun
compound word, a certain flower genre. The meanings of hua cdo and cdo hua change when the
order of the two monosyllabic words change. Moreover, both parts of hua cdo contribute to the
semantic meaning, but the hua determines the semantic meaning of cdohud. The relationships of
the two monosyllabic words in hudacdo and cdo hua are different. The relationship between the
two parts is not fixed. We can insert additional words into hua cdo; for example, ZFIEEE ¢i
hua yi cc “rare species of flower and grass” or 34TERE nian hua ré cio “being flirty”. The word
cdo in cdo hud is used to modify the word hua. We cannot insert any word between cdo and cdo;

therefore, the two parts of cdo hua are linked more strongly than are hua cdo.

Linguists have summarized the compound words in Modern Chinese according to the four
categories of coordinate, subordinate, reduplicated, and stump (Kratochvil 1970, pp. 73-82; Cui
et al. 2018). These four classifications can also be applied to other MSEA languages (Enfield and
Comrie, 2015). Linguists may use different terms for the four categories, or may re-group the four
categories. For example, Chen (2012, pp. 147-149) suggested that the Hmong-Mien compound
words should be categorized according to the categories of copulative (Bt &), endocentric (1&
EMIX), complement (FETTRY), and subject-predicate (FRZLTL). The copulative is the same as the
coordinative compound type, while the other three are the subordinate compound type. Hmong-

Mien languages also have reduplicated compounds (Méo, 2004).

A compound word is not only an areal feature, but is also a phenomenon that is shared world-
wide. For example, compound words can be found in languages in Africa, South America, and

India. More details about the types of compound words are provided in Chapter 3.

1.3.4 Complex Tone Systems

Most of the world’s languages make use of some type of pitch or intonation. Intonation gener-
ally applies to sentences, to contrast questions, and statements, or implies an ending (Maddieson,

2013). The commonly cited definition of tones refers to the use of pitch patterns to differenti-
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ate the core semantic meanings of words (Yip, 2002, p. 1). Tables 1.5 and 1.6 present the tone
systems in Mandarin Chinese and in Vietnamese.* One can see that the semantic meanings of
ma have changed due to tone variations. It is estimated that 60% to 70% of the world’s natural
languages are tonal languages according to the definition by Yip (ibid.), and there appears to be a
higher concentration of tonal languages in the MSEA area compared to other parts of the world
(Maddieson, 2013). Hence, tones are a significant typological feature of the MSEA languages.
However, this is not to say that we cannot find atonal languages in the MSEA language area. In
the core MSEA language area, Khmer (Glottolog: cent1989) and Mnong (Glottolog: mnon1259)
are not considered to be tonal languages because Khmer uses vowel height to change registers
(Brunelle and Kirby, 2016, p. 194), and Mnong is an atonal language (ibid., p. 196). We also find
several languages in the greater MSEA area: Puroik (Remsangpuia, 2008, p. 90) and Garo (Burl-
ing, 1961) are two atonal Sino-Tibetan languages that are spoken in northeast India.> In addition,
Japhug (Glottolog: japh1234) and Amdo Tibetan (Glottolog: amdo1237) are atonal languages

that are spoken in China.

Pinyin tones Chinese example (Meaning in English)
ma first tone; high tone Y& (mother)

ma second tone; rising tone Jif (f... FifEE to numb)

ma third tone; falling and rising tone 5§ (horse)

ma fourth tone; falling tone B (&... to blame)

Table 1.5: The tonal markings in Mandarin Chinese Piny1n.

Vietnamese tones Meaning in English
ma Thanh Ngang; mid-level tone  a ghost

ma Thanh Huyén; low falling tone  that

ma Thanh Sic; high rising tone cheek

ma Thanh Hdi; low rising tone tomb

ma Thanh Nga; high broken tone  horse

ma Thanh Néng; heavy tone a new born rice plant

Table 1.6: The tonal markings in the modern-day Vietnamese writing system.

Several MSEA tonal languages appear to be complex in terms of the number of contrasts. Ac-
cording to Maddieson’s (2009) system—atonal, simple (less than or equal to two tones), complex
(more than two tones)—standard Vietnamese, White Hmong, and standard Thai are classified as
having complex tonal systems because they all have more than five tones. However, simply count-
ing the number of tones does not make a tonal system in MSEA languages “complex”. There are
tonal languages in other parts of the word that can be classified as having complex tone systems,
namely Triqui, (Glottolog: triq1251) which has eight tones, while Attié (Glottolog: atti1239) has

“The neutral tone is not shown in the table because it was gradually replaced by other tones in Mandarin Chinese
(Taiwan).

The Puroik language was once recognized as a tonal language by Sun (1993). However, Remsangpuia (2008)
stated that no minimal pair could be found to show that the Puroik language was a tonal language.
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six tones, and Mixtec (Glottolog: mixt1427) has three. Therefore, the measurement of “complex-
ity” should be further defined.

Maddieson (2009) stated that measuring the complexity of a tone system should take both the
number of contrasts and the tone sandhi rules into account. For example, Hmong-Mien languages
generally have more tone sandhi rules than Mandarin Chinese. However, using these two mea-
surements appears to be insufficient. Imagine a scenario in which language A has five tones and
only two tone sandhi rules, but language B has four tones and three tone sandhi rules: Which lan-
guage should be considered to be more “complex”? Ratliff classified tones as being of the Asian
type or the African type; according to this classification, Asian-type tones are usually bounded by
segments, while African type-tones tend to spread over the segments. Given these circumstances,
which system is more complex? In addition to the above arguments, Brunelle and Kirby (2016,

p- 199) provided several considerations in the current studies of SEA tonation.

Tones are a difficult topic in historical linguistics. Apart from the difficulty stemming from
linguistics, the inconsistent tonal marking of the lexical material adds another layer of difficulty.
As the materials in this dissertation were taken from Sino-Tibetan and Hmong-Mien languages,
the tones are of the Asian type according to Ratliff’s definition. Many languages attach diacritics
to the nuclear vowel to reflect the lexical tone’s position in the segment (for example, the Man-
darin Chinese Pinyin system and the modern Vietnamese writing systems; also see the examples
provided in Enfield and Comrie (2015) for Thai tones). Other tonal marking strategies, such
as numbers (see the examples in Table 1.2), symbols, or alphabets (Heimbach, 1969) can also
be found in many lexical data sets. Due to there being various approaches to expressing tones,
combining sparse lexical data sets into one large data set has been a challenge for computational
algorithms. Therefore, standardizing tonal markings is an important step in preparing MSEA

tonal languages’ lexical data sets.

Due to the special attributes of tones, computation programs that can successfully incorporate
the tone information into a computational comparative analysis have not yet been developed. In
addition to the linguistic attributes, a large-scale and well-curated data set that can be used as
training data or study material is also missing. Furthermore, computational linguists have not yet
thought about cross-linguistic analyses that involve different types of tones (such as grammatical
tones or lexical tones, bounded types or spreading types, and so on), or ways of annotating them.

As a result, tones are usually ignored in the computational analysis phase.

This dissertation touches upon the topic of standardizing lexical tone annotation in MSEA in
Chapter 2 and in Chapter 5 in the hope that the method can assist linguists to generate some finely

curated data sets as the testing material for future computational programs.
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1.4 The Comparative Method

1.4.1 Classical Approach

The comparative method is a set of principles (Campbell, 2013, pp. 6-7) for reconstructing
proto-languages based on the patterns of phonological and semantic correspondences between
two (or more) attested languages. The core of the comparative method is based on the concept of
sound change, which is possibly the most rigorously studied area in historical linguistics. Sound
change has two categories, namely sporadic and regular (Campbell, 1999, p. 17). As is indicated
in the names, sporadic sound change only occurs in a small portion of the words in a language,
and regular sound change is a uniform change in the vocabulary. In the two categories, regular
sound change is a presumption that is derived from the hypothesis that language differentiation is
based on separation. Assuming that the voiced bilabial stop *b existed in a proto-language, and
that the daughter language A changed it into voiceless bilabial stop p while language B retained
the original voiced bilabial stop b, we should be able to find b in a word in language B whenever

p appears in a word in language A (Campbell, 2013, pp. 6-7).

The steps in the principles summarized by Durie and Ross (1996) and Jiger (2019) are now

presented to assist readers to navigate the dissertation:

1. Assume relatedness among languages based on diagnostic linguistic evidence (Durie and

Ross, 1996, pp. 6, 48). The evidence stems from various sources, mainly phonology.

2. Collect and identify homologous words, also known as cognates. For example, daughter in
English and fochter in German are cognates, and the nearest common ancestor is *dokhter

in the proto-Germanic language (ibid., p. 7)

3. Derive sound correspondence from cognate sets. Irregular cognate sets are not involved in

the process of summarizing sound correspondence (ibid.).
4. Reconstruct the family’s proto-languages, including proto-sound and proto-morphemes (ibid.).
5. Discover and reconstruct more diagnostic evidence (ibid., pp. 7, 48).

(a) Group languages according to the innovations, including phonological, lexical, se-

mantic, morphological, and morphosyntactic features (ibid., p. 7).
(b) Tabulate the innovation to arrive at an internal diversification of the family; that is, a

language phylogeny (ibid.).

6. Construct an etymological dictionary by tracing borrowings, semantic changes, and so forth

for the lexicon of the family (or of one language in the family). (ibid.)
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As in every other scientific field, scholars identify some phenomena and then establish a hy-
pothesis. The first step in the comparative method also begins by presuming that a set of languages
can be traced back to a common ancestor. Building on this presumption, linguists begin to collect

lexical items in each language variety.

The second and third steps are to search for homologous words among the sampled languages
and, subsequently, to summarize the sound correspondences in the identified cognates. Table 1.7
compares the words in eleven Hmong-Mien languages using three different glosses (for example,
“to know”, “molar tooth”, and “hundred”) (Ratliff, 2010). Ratliff (ibid.) found nine “to know”
words in eleven Hmong-Mien languages that were all related to each other. These words are
called cognates. However, the author only found three “molar tooth” words among the eleven
Hmong-Mien languages. The “-” in the table means either the other eight languages do not have
the word “molar tooth”, or that the words in the eight languages are not cognates of the other
three words. The same example shows that the sound p in the initial position (represented as p-)
in languages one to 10 corresponds to the sound b (represented as b-) in language 11. The p-~b-

correspondence set is thus inferred among the eleven Hmong-Mien languages.

1 2 3 4 5 6 7 8 9 10 11
to know *pei pul - pau! po!? - pe! pri' peil peil poail peil
molar tooth *pae | - pa? pual - - - - - - - ba!
hundred *paek | pa® pa® pua® pa®® pi¢ pa® pe®> pe’ pe’ pe’  ba’

Table 1.7: An example of a sound correspondence set summarized from eleven Hmong-Mien
languages. The “-” represents missing values.

Linguists frequently alternate between the second and third steps because sound correspon-
dence sets and cognate sets are mutually corroborated. In addition, the two sets are influenced by

the languages and by the lexical items that are sampled.

The sound correspondence and cognate sets are two important areas of evidence for recon-
structing the proto-sounds and the proto-morphemes. As shown in Table 1.7, the proto-sound in
the onset position *p- is reconstructed through the correspondence set. The proto-Hmong-Mien
words *pei “to know”, *pae “molar tooth”, and *paek “hundred” are derived from the combination

of p-~b- in the onset position and the other sound correspondence sets in the rime position.

The study of the internal relationship in the language family also relies on the cognates and the
sound correspondences (step 5). The phonology and word cognacy provide the first evidence of
language subgroups. Linguists will then search for other shared linguistic features to support the
subgrouping. Although the language subgroups do not depend solely on the number of cognates,
the cognates and the tendency for regular sound correspondences are given more weight than are

the other linguistic features.

Reconstructing proto-languages and language phylogeny can also provide linguistic evidence

to infer the prehistorical lifestyles of the speakers’ ancestors. For example, Ratliff (ibid.) recon-
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structed paddy-rice-related proto-words, and indicated that the Hmong-Mien speakers originated
in southern China where the weather allows people to grow paddy rice. Sagart et al. (2019) pointed
out that linguists have reconstructed words such as millet, horse, pig, and so on in the proto-Sino-
Tibetan language. Therefore, the Sino-Tibetan speakers originated in the mid- Yellow River area.
Combining the evidence from historical linguistics and archaeology can also help to determine

the time depth of the language family and the expansion process throughout history.

The last stage in the comparative method is the presentation of an etymological dictionary to
show the changes in words and sounds from the proto-language to the daughter languages, as well

as the mechanisms that triggered the changes, including borrowings and semantic changes.

In Sinology, the method used to identify the original Chinese character (& 45 F kdo bén
zl) (Mei, 1995) is a unique application of the comparative method. Chinese characters may be
used in different Sinitic languages with different pronunciations. As the language changes over
time, the Sinitic languages may retain the pronunciation but replace the original word with other
words. Therefore, Sinologists use the outcome of the comparative method plus three different
approaches—looking for words (B mi zi), searching for sound (B8 xiin yin), and discussing
the original meaning (3£ tan yi)—to identify the real word (Mei, 1995; Yang, 1999). In the-
ory, the outcome of this method can assist with the morpheme annotation in Sinitic languages.
However, the sounds of the Chinese characters have been changing over thousands of years. Iden-
tifying the sound of the characters in different historical periods is challenging. Therefore, the
research outcomes of this method are rare and controversial, not to mention that the method has

only been applied to a handful of Sinitic languages.

The goal of the comparative method is to provide evidence of language changes; the above
principles apply to phonology, to semantics, and to morphosyntactic levels. However, language
changes are not limited to these levels: For example, English grammar is different in Middle
English and in Modern English. Nonetheless, the above principles do not consider grammar ex-
tensively when reconstructing proto-languages. Due to different research purposes, some linguists
may have different breakdowns of the stages. This dissertation does not touch on any topic related
to grammatical changes; therefore, the principles suggested by Durie and Ross (1996) are a good
fit for the study.

Overall, the comparative method is a labor-intensive and time-consuming method. It requires
linguists working on different language varieties within the same language family to provide a
wide range of examples to supplement the cognate identification and the sound correspondence.
Depending on the range of language samples and lexical items that are being included in the
project, the outcome of cognate sets and sound correspondence sets may be different. There-
fore, the above principles are not sequential. Linguists constantly alternate between one step and
another, with different languages or different words being included or excluded each time. In

addition, various factors influence the accuracy of cognate decisions, such as mistaking sporadic
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sound changes for regular sound changes, loanwords, insufficient samples of languages, and miss-
ing cognates due to semantic shifts. Therefore, linguists need to rely on their experience and to
be flexible when making decisions about cognates. As the demand for quantitative research in
the scientific world and the volume of linguistic data has been increasing in recent decades, the
amount of data that needs to be handled is humanly impossible. Comparative methods need to
change to a large-scale and efficient orientation. Thus, computational historical linguistics was
born to boost the efficiency of historical linguistic studies.

1.4.2 Computational Approach

Some steps in the principles (Durie and Ross, 1996) are quite mechanical and can be replaced
by computational algorithms; for example, sequence alignment, cognate detection, and phyloge-

netic inference (Jager, 2019).
1.4.2.1 Sequence alignment

Sequence alignment is an essential stage prior to making cognate judgments. Linguists align
the words’ phonetic strings and then determine the similarities among the groups of words. This
process takes place internally in the linguists’ minds. Consider Table 1.7 as an example. The
representation in linguists’ minds is somewhat similar to Table 1.8. Linguists divide the pho-
netic sequences according to the template in their minds: The categories that are usually used are
onset and rime. They align the phonetic strings position by position. The similarity and sound

correspondences are determined based on the outcome of the alignments.

Doculect Value Onset Rime Tone

1 pul p u I
3 pau! p au !
4 p:)la p 3 la
6 pel p e !
7 prt p I !
8 pei’ p ei !
9 pei'! p ei !
10 pail p oi !
11 pei! p ei !

Table 1.8: Take the word “to know” as an example.

Computer programs make use of the same method. The strings are first tokenized, and are
then aligned. There are three issues to consider during the steps. First, computers do not know
how to tokenize phonetic strings as segments. For example, the sound ei is a diphthong, but
computers will consider e and i to be two independent sounds unless otherwise specified. Second,
the alignment does not always follow the order of the strings; the prosodic structure needs to be
taken into consideration to avoid a consonant being confused with a vowel. Third, how is the
“similarity” after alignment quantified? Imagine that we have cross-linguistic data for three words
geep, "kap, and kep. How do we reach a result as in Table 1.9? Is "k closer to k than to g, or vice
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versa? The same question also applies to vowels.

Doculect Value ¢ v ¢
A gep g @& p
B "kap "k a p
C kep k € p

Table 1.9: The desired tokenization of the three words. The c and v in the header are abbreviations
for “consonant” and “vowel”. This is the simplest syllable structure analysis.

Computational linguists suggested using the idea of sound class, as first proposed by Dolgo-
polsky (Dolgopolsky, 1964; Dolgopolsky, 1986), who categorized sounds according to ten types;
a sound is assumed to have a higher probability of changing to another sound within the same
category than to a different category (Dolgopolsky, 1964; Dolgopolsky, 1986; List, 2012b)°.
Different sound classes have since been developed, with the most representative sound class sys-
tems being the Sound-Class-Based Phonetic Alignment (SCA, List, 2012b) and the Automated
Similarity Judgment Program (ASJP, Wichmann et al., 2016). Take ASJP as an example: The
three imaginary words can be converted into gEp, kEp, and kEp, respectively.” Subsequently,
we can tokenize the three converted strings and align them according to the consonants and the

vowels.

The two alignment approaches are pairwise and multiple alignment methods. The pairwise
sequence alignment (PSA) only compares two strings at a time. In our example, three pairs are
needed to be aligned and compared: (geep, "kap), (gep, kep), and ("kap, kep). The multiple se-
quence alignment (MSA) aligns all the strings at at the same time. Although the MSA algorithms
appear to be more efficient, aligning multiple sequences simultaneously requires sophisticated al-
gorithms. The multiple sequence alignment is already well incorporated in bioinformatics research
due to high-throughput sequencing technology. The Python library LingPy also implements the
MSA method, but there is room for improvement to the MSA method in historical linguistic

research (see the discussion in List et al., 2018).

As the phonetic strings become longer, there may be more than one possibility for aligning two
words. For example, the medial position in Hmong-Mien languages sometimes disappears from
the phonetic strings. The Needleman-Wunsch (NW) algorithm is commonly used for optimal
global alignment. When aligning two sequences, each matched sound segment (phonetic symbol)
increases the similarity by 1 if matched; otherwise the similarity is reduced by 1. The NW al-
gorithm does not treat all types of mismatches as equal weights, but introduces the gap-opening
penalty to address one base deletion, as well as the gap-extension penalty to manage continuous

deletions.

The results of the sequence alignments can then be used to infer similarity among words. The

®In phonology, sounds in the same category share common features
"Conversion according to the indication on CLTS.
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most straightforward measure is the Levenshtein distance, also known as the edit distance, which
calculates how many times a string needs to be edited in order to become another string. For
example, changing the word geep to the word kep in our example requires two edits: (1) change g
to k, and (2) change @ to €. Another interesting method is the pointwise mutual information (PMI)
method.

_ s(a,b)
PMI(a,b) = 109 30
The PMI formula is shown above. The q(a) is the probability of a appearing in a string, and
q(b) represents the same meaning; s(a,b) is the probability that a is aligned with b in the correct

alignment (Jager, 2019). The similarity score for the alignment pair is the sum of all the segments’
PMIs.

There are more ways to determine the similarity among word pairs and to subsequently de-
rive the machinery cognates. Two cognate detection methods are particularly highlighted in the
following paragraph — Sound Class Alignment (SCA) (List, 2012b) and LexStat (List, 2012a)
—because these two methods are implemented in LingPy (List et al., 2019), the core Python

library in the workflow.
1.4.2.2 Cognate detection

Several cognate detection methods are available at present. The cognate detection methods
provided in LingPy were used in the workflow because this is the only library that provides the op-
tion of detecting words’ partial cognacy. As mentioned previously, word compounding is a major
word-formation mechanism in MSEA languages; thus, discussing the cognates at the morpheme

level is more appropriate than is discussing the word cognates.

The input data format is a multilingual word list and the process includes four steps to produce

machine cognates (List, 2012a):

1. Sequence conversion
2. Scoring-scheme creation
3. Similarity (distance) calculation

4. Sequence clustering

SCA and LexStat are the two main models that are used to evaluate the similarity between

two sequences. In the sequence clustering process, LingPy used the Infomap algorithm.

The scoring scheme of sound correspondences is based on a permutation method to compare
the attested distribution of residue pairs in the phonetic alignment analyses of a given data set to

the expected distribution (ibid.). The alignment process was conducted using the SCA method.
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Overall, the SCA and the LexStat methods use the same strategy for clustering, but the dis-
tances for the SCA model are computed with the assistance of the SCA alignment method, and
the similarity scores for the LexStat model are obtained from previously identified regular sound

COrT espondences .

The outcomes of the cognate judgments can be used to determine the languages’ relatedness
on the lexical level. Subsequently, languages are classified into subgroups based on their related-
ness. In recent years, historical linguistic studies have focused extensively on reconstructing and
interpreting the internal structure of a language family. In particular, the amount of studies is
increasing rapidly as a result of the integration of computational algorithms and the possibility
of combining inputs from multiple disciplines in language phylogeny reconstruction. Therefore,
phylolinguistics is discussed in an independent section, even though reconstructing language trees

is part of the comparative method (Durie and Ross, 1996, pp. 6-7).

1.5 Phylolinguistics

The comparative method does not dictate how a “language tree” should be displayed, as long
as the languages’ relatedness is shown; the best option would be to provide some evidence to in-
dicate the degree of relatedness. The representation can be as simple as a table that lists shared
cognates in language pairs, or the table could accompany a hand-drawn tree. The majority of
language trees present the language subgroups in hierarchy charts or dendrograms: The node is
the common ancestor, and the edges link two or more related languages (also known as sister lan-
guages) to a common ancestor. The dendrogram, or hierarchy structure, helps people to identify

the relationships among languages quickly.

Apart from linguists’ hand drawings, two categories of statistical methods are used to infer
a language phylogeny from the cognate sets, namely the distance-based and the character-based

methods.

Both the distance-based and the character-based methods are based on cross-linguistic cog-
nate sets. However, the questions pertain to the sufficient number of words needed to determine
relatedness, and how the words should be selected in order to represent a language. The average
number of basic vocabulary words, which are words that are used for communication in daily
life in a language, is about 2,000 to 3,000 words. The actual number in the lexical inventory
of a language is much greater than 3,000 words; for example, there are 600,000 entries in the
latest version of the Oxford English Dictionary. If we were to compare all the words across all
the sampled languages in order to construct language subgroups, the comparison would never be

complete.

In statistics, sampling methods are developed based on the idea of using a portion of samples
to represent the population, such as stratified sampling, random sampling, clustered sampling, or

systematic sampling. Sampling can also be applied to historical linguistics; for example, the core
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vocabulary that is used for lexicostatistics and glottochronology.

1.5.1 Lexicostatistics and Glottochronology

Lexicostatistics and glottochronology (s8R 4R 5t 3 #77%) are two distance-based methods.
Both approaches were developed based on the idea that two closely related languages would share
more cognates than would two distantly related languages. Both methods are based on the as-
sumption that core vocabulary changes follow a constant rate, which is analogous to the carbon

dating technique in archaeology.

The difference between the two methods is that lexicostatistics merely computes the lan-
guages’ genealogical relationships, while glottochronology not only computes the relatedness among
languages but also estimates the amount of time needed for languages to differentiate. One can
also say that glottochronology is a subtype of lexicostatistics, since glottochronology is based on

lexicostatistics.

In order to compare languages’ relatedness systematically, Morris Swadesh suggested a list of
215 words as the test list. He and his team members found that words used in daily life—such as
words describing human body parts, the natural environment and phenomena, or numbers—had a
constant rate of change. Moreover, these words are thought to be resistant to borrowing or lending
with regard to other languages. Based on his observations, he created a word list, which is also

known as the Swadesh list, based on the following criteria:

* Universal: words exist in all the sampled languages
* Non-cultural: due to the assumption of a constant rate of change

» Unambiguous: words are easily identifiable and can be expressed in simple terms

Known to all the speakers: words that are not used only by a specific section of people in a

society.

Not including the cultural words in the core vocabulary means that culturally specific words
will have a different rate of change in different languages. Swadesh also suggested removing a
word when there were too many languages that did not possess the lexical item. He subsequently
changed the word list a number times, and the final version contained 100 words. There have been
other attempts to create word lists based on the similar guidelines. The ASJP database even went
a step further and extracted only 40 words from the Swadesh lists, stating that the list of 40 words
was sufficient for inferring language phylogeny. The words that were included in the word list are

called the core vocabulary.

Linguists create cross-linguistic data sets based on the core vocabulary to compare languages’
relationships. The lexicostatistic method iterates through all the language pairs and computes the
similarity of each language pair. The outcomes are eventually shown as a pairwise matrix (see
Example 1.10). The result is a symmetrical matrix; the numbers are the amount of cognates that

are shared between the two languages to represent the similarity. Some scholars tend to only
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provide the upper triangle of the matrix. The similarity score does not necessary have a fixed
range, but it is usual to present the similarity score as a percentage. The way to read the numbers

is the higher the number, the greater the similarity between the two languages.

Language A Language B Language C

Language A | 100 90 40
Language B | 90 100 20
Language C | 40 20 100

Table 1.10: An example of lexicostatistics assuming that a linguist selected 100 lexical items from
the Swadesh list.

Linguists can use the similarity method to draw a tree: For example, Chen (2012) presented

the tree in Figure 1.2 based on the similarity matrix that he computed.

Figure 1.2: The Hmong-Mien phylogeny constructed based on the lexicostatistics in Chen (2012).

The pairwise similarity matrix can be used to inspect the relatedness when the set of languages
is small. As more languages are included, the similarity matrix may be too large for the human
eye to discern the pattern of relatedness. Instead, one can measure the distance between two
languages in the cognate sets and then use distance-based phylogeny reconstruction methods to

infer a tree-like structure from the distance matrix; this is called glottochronology.

These three formulas are commonly used: The first and third can be applied directly to the
similarity matrix, while the second is the Jaccard index (or Jaccard distance), which is only used
when we can access the cognate sets directly. The distance ranges from O to 1, with O indicating
that the languages are identical, and 1 meaning that the two languages are completely unrelated.

D(A,B)=1— A8 ___J(A B) =408 D(A, B) = —logs(A, B)

Total lexical items ~ AUB

To reconstruct the phylogeny from a distance matrix, one can use either a Neighbor-Join (NJ)
tree (Saitou and Nei, 1987) or the Unweighted Pair Group Method with Arithmetic Mean (UP-
GMA) tree (Rédei, 2008). Both tree types use nodes and edges to show the relationships among
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languages, with the edge lengths (also called the branch length in a tree-like structure) representing

the differentiation time.

The difference between the two algorithms is that the NJ tree generates an unrooted tree,
which means that no evolution directions are inferred. Figure 1.3, shows the conversion of the
similarity matrix in Chen (2012) into a distance matrix; an NJ algorithm was used to infer the

tree. A further interpretation of this figure can be found in Chapter 2.
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Figure 1.3: The Neighbor-Join tree inferred from the similarity matrix in Chen (2012)

One can assign an outgroup in the tree in order for the tree to indicate directional phylogeny.
There are algorithms that infer the root of the NJ tree automatically but, as these are all addi-
tional inferences, the individual branch lengths may be skewed by the algorithm. If the evolution
direction is desired, UPGMA is a good choice to infer a rooted tree without an additional layer

of inference.

1.5.2 Bayesian Phylogenetic Analysis

Alternatively, the phylogeny can be inferred directly from the cognate sets. Each language
is represented as a binary vector. The phylogeny can be inferred via maximum likelihood or
via maximum parsimony algorithms. A state-of-the-art, character-based phylogeny inference is
the Bayesian phylolinguistic analysis, which was used in the third project in this dissertation (see

Chapter 4).

Previous methods were based on the presumption of a strict molecular clock, according to
which the lineages developed at a constant rate. Swadesh proposed that the rate of lexical change
was fixed in the core vocabulary. He noticed that culture-related words might have a different rate
of change; thus, linguists also know that the presumption of lexicostatistics is unrealistic. However,
until Bayesian phylogenetic analysis was developed, there was no other way to incorporate the

presumption that each language had its own rate of evolution.

A Bayesian phylogenetic analysis is a data-driven method, which means that it requires large-
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scale data sets. Since it does not necessarily follow the presumption of the strict molecular clock,
the lexical items can be expanded to include more words, including culture-related words, in the
lexical data sets. Cross-linguistic data sets in MSEA languages usually have their own collections
of words; for example, Chen (2012) provided a Hmong-Mien lexical data set containing 888
lexical items, and Hudng and Dai (1992) presented a large-scale cross-linguistic Sino-Tibetan
word list with 1,800 glosses (lexical items). These word lists usually include religion-related words
(such as religious items for praying), agricultural equipment and supplies, or animals and plants
that are found in the MSEA area.

A Bayesian phylogenetic analysis has different models for inferring the transition state of char-
acters. The models estimate the cognates’ state from “present” to “absent”, and vice versa. One
can assume that a cognate can appear and disappear from a language with the same likelihood.
Users can also make the assumption that, once a cognate appears in the language, it is unlikely to

disappear.

To infer the lineage evolution rate, users can select either a strict molecular clock or a relaxed
molecular clock. The relaxed molecular clock shows that each language can have a different

evolution period.

In glottochronology, languages could only be “born”. However, the reality is that a language
can become extinct after a certain point in time. Therefore, a Bayesian phylogenetic analysis
allows users to presume that the sampled languages can be born at any point in time, and that the

sampled languages can also die at some point. This is called the birth-death model.

The greatest advantage of a Bayesian phylogenetic analysis is that it can incorporate calibra-
tions from archaeology or genetic studies. If we know that a language became extinct X years
ago, we can input the known information into the model. However, a limitation of Bayesian phy-
logeny is due to the calibration points. If the languages or the speaker populations are all well
documented throughout history, it is not difficult to provide the calibrations for the differentia-
tion points. Nevertheless, we often do not have the luxury of detailed documentation to support
the calibrations. When faced with such a difficulty, one has to estimate a tree height, which is
a presumption regarding when the oldest proto-language in the language family may have been

born.

The Bayesian phylogenetic analysis relies on the presumptions that users determine and run a
huge number of iterations; each iteration generates a tree. Following the extensive computations,
the algorithm summarized from the sampled trees generates a consensus tree and assigns each

internal node a probability; that is, how many of the sampled trees show this diversification event.

A Bayesian phylogenetic analysis has a few limitations apart from the calibration points some-
times being difficult to find. These issues include word compounding and semantic shift. Linguists
usually judge cognates based on entire words. We will return to these challenges in later chapters
(see Chapter 4).
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1.5.3 Neighbor-Net Network

The basic assumption of a language phylogeny is separation-based language differentiation.
Therefore, in theory, loanwords are excluded from the data sets. However, MSEA languages, par-
ticularly the core MSEA languages, have had long-term and intense language contact with each
other. This prolonged language contact resulted in words entering (that is, being borrowed by)
MSEA languages in different periods. A possibility is that old loans may be mistaken for native
words because they have been integrated into the languages so well. Therefore, we cannot guar-
antee that the lexical data sets are entirely “loanword-free”. It is concerning that the undetected
loanwords may introduce some noise or conflicting signals into the distance matrix. The phyloge-
netic algorithm introduced above only reports the optimal tree; therefore, this noise is not shown

in the phylogeny.

The splits decomposition algorithm was proposed to evaluate the degree of conflict in a given
distance matrix (Bandelt and Dress, 1992). Bryant and Moulton (2004) developed the Neighbor-
Net network algorithm based on the splits decomposition algorithm to present the conflicting
signals in a given matrix via a split graph. Because the end product of the Neighbor-Net network
does not necessarily form a tree-like structure, it is used as a means of evaluating whether a given
distance matrix can be represented more appropriately as a tree or as a network. The Neighbor-Net
network algorithm is not only an evaluation tool: It can also be applied to explain the alternative

evolution processes (Fitch, 1997; Gray et al., 2010).

The alternative evolution process in historical linguistics refers to contact-induced language
change. If the web-like structure is clearly evident in the Neighbor-Net network, this means that
intensive language contact is occurring among the selected languages. If not, the languages can be
arranged as a tree-like structure. We used a distance matrix that we converted from the similarity
matrix presented in Chen (2012) as the input for the Neighbor-Net network algorithm (Huson,
1998). Figure 1.4 shows that there is a web-like structure among the Hmong languages, as well as
between the Hmong and Mien languages. The Delta score and the Q-residual are two indications

of the “tree-ness” of the splits graph.

1.6 Obstacles and Proposed Solutions

Even though historical linguistics has been developing since the late eighteenth century, apply-
ing comparative linguistics to the study of MSEA languages is still in its infancy. Many languages
in MSEA are understudied. Even for a widely discussed language family such as Sino-Tibetan, the
shallow-level subgroups and the relationships among subgroups have not yet attained consensus.
A few obstacles were observed when applying computational historical linguistic methods to the
study of MSEA languages. The challenges stemmed from various aspects, including study mate-
rials, linguistics, and methodology. These issues, which are the focus of three separate studies,

are presented in the following paragraph. Other difficulties of which we were aware but on which
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Figure 1.4: The Neighbor-Net network inferred from the similarity matrix in Chen (2012).

we were not able to work will be explored in the discussion section.

1.6.1 Lexical Material

There are three major difficulties when collecting lexical material: The first is having a balanced
sample cross-linguistic data set, the second is inconsistent lexical data formats, and the third is
ambiguous metadata documentation.

A balanced sample means that the each of the subgroups in a language family is represented by
at least one language. The best scenario is that all the subgroups are represented by an equal num-
ber of varieties, and no individual subgroup is overly represented. However, a balanced sample
is not feasible. There are large and small language subgroups in terms of the number of identi-
fied varieties in one language family. In addition, some languages have been well documented
and studied carefully throughout history. A typical example is the Sinitic languages. It is easy to
collect a large amount of lexical material from such languages. However, there are several under-
studied languages or language subgroups. A classic example is the languages spoken in northeast
India. The data for such cases are sparse and usually have a limited amount of glosses. Since ob-
taining a balanced sample for a cross-linguistic lexical data set is impossible, merging individual

data sets into a large cross-linguistic data set is essential.

The inconsistent data formats increase the difficulty of expanding or merging the existing
cross-linguistic data sets efficiently. Take Hmong-Mien languages as an example. Because the
field work focuses on Hmongic and Mienic languages in China, the Hmong-Mien languages out-
side of China are often understudied. To present a clear picture of the Hmong-Mien phylogeny
requires merging the data sets of Hmong-Mien languages within and outside of China. Never-

theless, data sets are often presented in different formats, which slows down the merging of data
sets.

Lastly, Swadesh indicated that the glosses in a word list needed to be represented using short
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words with additional descriptions in brackets (Swadesh, 1964). Some cross-linguistic data sets
follow this recommendation; however, this regulation creates more confusion than clarity. Take a
commonly used gloss & xidng as an example (Chen, 2012). The word means aromatic or fragrant,
or can be a noun meaning the incense used when praying. Both meanings have the same Chinese
gloss, and the only way to differentiate between the two glosses is to check the order of the glosses
on a word list: One is placed in the category of a human’s sense of smell, and the other is placed
in the category of culture. Similar issues include the inconsistent labeling of language varieties,
idiosyncratic tonal annotation, and the fact that linguists tend to delete affixations arbitrarily. To
resolve the issues related to data presentation, we made use of the cross-linguistic data format to

standardize the data format across different data sets.

1.6.2 Linguistically-related Challenges

The linguistically related challenges are cognate detection and sound correspondences. First,
the identification of cognates in MSEA languages is not straightforward because the customary
practice in the comparative method is to view a word as an entire unit and to determine these
units’ relatedness. The outcome is usually binary, which means that word A and word B are or
are not cognates. Nevertheless, compound words can be seen as either one unit or as multiple
units depending on the semantic meanings. Each part of the compound words could experience
a different evolution. As a result, the compound words may only be partially related (Hill and
List, 2017). Assuming that compound words are complete entities when identifying cognacy may

simplify the process of language change significantly.

As an alternative, linguists tend to judge the cognacy among compound words by placing
more weight on a certain part than on the other parts; for example, emphasizing a morpheme that
the linguist considers to be salient. The degree of a morpheme’s salience can be ascribed to the
semantic meaning, the function of the words, or it could simply be dynamic because the other
words in the same gloss all share the same morpheme. Some linguists even make this internal
analysis transparent by presenting the morphemes in the data set and omitting the raw forms (e.g.,
Ratliff, 2010). However, this approach cannot preserve the completeness of the words’ raw forms,

which limits the re-usability of the data.

To overcome the issues arising due to compound words, List (2016) proposed the concept
of partial cognacy to address compound words. Chapter 2 presents a workflow to assist linguists
to make partial cognate judgments while preserving the words’ raw forms. The data annotation
project described in Chapter 3 also departed from the idea to enhance the transparency of mor-

pheme cognacy.

The sound correspondence is summarized based on the cognate sets. The larger the lexical data
set involved, the more accurate the sound correspondence. The perfect scenario is that linguists
are able to apply the comparative method to survey all the languages in one language family: The

sound correspondence sets will be the most accurate in this scenario. However, it is humanly
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impossible to work on such a project because the number of languages and the volume of lexical
items exceeds human capacity. Therefore, computational programs are designed to assist linguists

by summarizing the sound correspondence sets quickly.

1.6.3 Methodology-related Issues

The first critical issue is the alignment of phonetic sequences, which determines the accuracy
of cognate decisions and sound correspondences. The sequence alignment requires a guiding
template; thus, we made use of the tendency toward a strict syllable structure in MSEA languages.
Even though there is a strict syllable structure to follow, there are still different levels of analysis.
The sequences are tokenized differently depending on the chosen analysis. We understand that
there is no single template that can attain universal agreement among linguists. Hence, we valued
consistency over other factors at this stage. The phonetic sequence may undergo a certain degree

of modification in order to be tokenized and to fit into the chosen template.

The second issue also pertains to compound words. We introduced partial cognates as a treat-
ment for words that are only partially related. At present, there is no suitable algorithm to re-
construct dated phylogeny from the binary vectors that are converted directly from the partial
cognates. Therefore, we developed an annotation scheme and introduced four different conver-
sion methods to transform the partial cognate sets and to pipe with the distance-based phylogenetic

algorithms.

The third issue is the integration of multidisciplinary knowledge into a historical linguistic
study. Archaeology and archaeogenetic studies in the MSEA area are just beginning to flourish,
and there are still several areas awaiting further study. A Bayesian phylolinguistic analysis can
integrate several lines of evidence to support a dated phylogeny. However, we need to examine the

results more carefully in order to not fall into the trap of overly interpreting the dated phylogeny.

1.6.4 Three Papers and Three Solutions

The aforementioned issues cannot be fully addressed with a single Ph.D. dissertation. There-
fore, this cumulative dissertation is an initiative that centers on the MSEA language area and

addresses three fundamental obstacles in three distinct projects:

* Develop a workflow to standardize the format for lexical data digitization,

* propose an annotation scheme to enhance the transparency of studying the etymology of
compound words, and

* address the importance of combining shreds of evidence from multiple disciplines to infer
a timed phylogeny.

Finally, the FAIR principle has been considered to be a cornerstone of research in many
disciplines. The benefits of open data are demonstrated in Chapter 2, 3, and 4. We include a brief
introduction to the FAIR principles in Chapter 2 and a retrospective on the topic of open data in

the same chapter.



Chapter 2 Computer—Assisted Language
Comparison Workflow

This chapter introduces the workflow that was constructed based on the CALC framework to con-
vert the given lexical material from its raw form into a standardized format. The standardization
operates on both the data and the metadata. The enhancement of the metadata documentation
is a response to the FAIR data principle. The workflow is the first step toward efficiently and
accurately merging multiple lexical data sets into a large-scale data set, with the aim of creating a

data set that can be flexibly expanded to incorporate other data sets.

The research is centered on the concept of establishing an MSEA-specific Bayesian phylolin-
guistic analysis. Our analysis required well-curated data as its foundation. However, the lexical
data to which we had access were in a number of different file formats. We created a data stan-
dardization phase for each freshly acquired data set to enhance the comparability of the lexical data
sets, as this is essential for enhancing the precision of a computational analysis. In addition, we
substituted some repetitive procedures in traditional comparative methodologies with computer
programs to increase the productivity of our research. Therefore, we utilized existing Python
tools to automate the repetitive tasks. Our workflow also enables the post-editing of computer

algorithm outputs by specialists.

To transform the acquired lexical data to be the same set of standards, we made use of well-
established databases to normalize our data sets. The preprocessing phase involved transforming
the various formats into a desired template, standardizing the usages of phonetic symbols, ensuring
the lexical items’ definitions were equivalent across all the data sets, and so forth. We have a
collection of tools and data bases to assist linguists to complete these tasks more rapidly and

consistently; we will elaborate on these databases in the sections that follow.

Following standardization, the lexical data will enhance not only the precision of a compu-
tational analysis, but also the comparability of diverse data sets. Standardized content can be
combined with other data sets to increase the quantity of lexical items or to improve the quality of
phonetic transcriptions. Take the Hmong-Mien language families as an example; linguists have
concentrated on documenting the Hmong-Mien languages spoken in China, but lexical databases
for the Hmong-Mien languages spoken in peripheral areas typically contain fewer vocabulary
items. These incomplete aspects cannot be ignored if we are to study the history of the spread
of Hmong-Mien languages. Therefore, we implemented a procedure to standardize the Hmong-
Mien lexical data sets and to elevate each of them to a level at which they could be combined.
We will demonstrate the procedure used to merge the data sets in the last section of this chapter.

We encountered further challenges in the course of our research on the Hmong-Mien language

29
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families; we will detail the obstacles other than data formats in later chapters.

Not only does our method transform data sets into the same format, it also generates an initial
set of cognate judgments based on the standardized results. We provide computational cognate
sets because observing the patterns of phonological sequences and then correcting them via lin-
guists’ knowledge is a repeated effort. It is the most time-consuming task. In addition, this phase
is characterized by the greatest degree of obscurity, as few linguists are accustomed to explaining
their rationale for classifying words into cognate sets. Our technique divides the words into sets
of cognates based on phonetic tokenization. The methodology may not generate the most precise

cognate sets, but it clarifies why computer systems infer cognate sets in a particular manner.

Our workflow can produce good results with the vast majority of data, but we encourage
specialists to exert extra effort to make the process more efficient and the outcome more accurate.
We explain our workflow in detail in the published paper (Wu et al., 2020) and the later section;
it is our hope that the tools we provide in this work can assist other researchers to prepare their
data.

2.1 The Hmong-Mien Language Family

The Hmong-Mien languages provide useful examples for establishing our workflow. As stated
previously, lexical data sets are provided in a variety of forms and sizes. In addition, conventions
for naming languages are not standardized, and the same language is frequently labeled differently
using the geographical name or language subgroups in various sources. Moreover, the phonolog-
ical inventory of each Hmong-Mien language is inconsistent in the data resources. Hence, the
Hmong-Mien transcripts are frequently provided in linguists’ personal transcripts rather than as
a consensus of transcriptions. The underlying explanation for these inconsistencies may be that
the language family is understudied and the data sets are fragmentary. In view of this, we provide
a summary of the disputes in the field of Hmong-Mien language studies in an effort to increase
comprehension of the language family. In addition, the lexical data sets that were processed in

our workflow have been published online in response to the movement for open data.

The Hmong-Mien language family (also known as B ¥&58 % Mido- Ydo in China) is spoken
by the Mido and Yéo people, two ethnic groups in SEA who are native to China, northern Thai-
land, Laos, and Vietnam (Figure 2.1). Apart from SEA, a diaspora of Miao and Yao speakers
migrated to North America in recent centuries. The language family comprises 39 language va-
rieties according to Glottolog (v4.4). Linguists treat the labels Hmong-Mien and Mido-Ydo as
being interchangeable; however, we argue that they are two different terms. Y4o people all speak
Mienic languages, while Miao people speak either Hmongic or Mienic languages. Using Mido-
Ydo to describe the language family actually confuses ethnology with linguistics. Therefore, the
terms Mido and Ydo in this dissertation refer to the populations of speakers. The labels Hmong,

Mien, and Hmong-Mien are used to describe the language varieties and the language family.
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Figure 2.1: Hmong-Mien language distributions

2.1.1 The Affiliation of the Hmong-Mien Language Family

Hmong-Mien languages were included in the Sino-Tibetan language family (Chen, 1996;
Chen, 2012; Klaproth, 1823; Leyden, 1808; Li, 1937). The languages are still included in the
Sino-Tibetan language family by some linguists at present. For example, Li (1937) placed the
Hmong-Mien languages in the same group as Sinitic and Tai languages; he later promoted the
position of Hmong-Mien languages in the Sino-Tibetan phylogeny to a higher layer as a lan-
guage group (Li, 1973). Chen (2012, p. 8) presented 166 word cognates among Sino-Tibetan
and Hmong-Mien languages.! Nevertheless, many linguists argue that the similarity between ST
and HM words may be attributable to loanwords that entered Hmong-Mien languages in different

periods, or may be mere coincidence (Gong, 2006).

At present, the majority of historical linguists consider HM languages to be a different language

family from the Sino-Tibetan language family.

2.1.2 The Internal Structure of the Language Family

Linguists have not yet proposed a detailed topology for Hmong-Mien language phylogeny,
despite decades of historical linguistic studies. Currently, linguists only agree that the higher-level

structure of the language family is a bipartite structure involving the Hmongic and the Mienic

The author stated that he identified 166 words in “The comparative study of Sinitic, Miao and Yao dialects”
(Chen, 2002), and presented the 166 words again in his work in (Chen, 2012).
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groups (Chen, 1984; Li, 1937; Li, 1973; Ratliff, 2010; Strecker, 1987).

As shown in Figure 2.2, Strecker (1987) suggested that the Hmong-Mien language family con-
sisted of seven groups: Hmongic, Baheng, Hm Nai, Jiongnai, Younuo, Mienic, and Ho Nte (also
known as She). This shows that linguists have identified Qiandong, Xiangxi, and Chuangiandian
as Hmongic languages since 1987. The Mienic group contains Mien-Kim, Zao Min, and Biao
Min.

Hmong-Mien
Hmaong Baheng Hm Nai Jiongnai Younuo Mien She
Qiandong  Xiangxi Chuangiandian ... Mien-Kim Zao Min  Biao Min

(7 undefined subgroups)

Figure 2.2: Hmong-Mien language phylogeny by Strecker (1987)

The bipartite structure was also supported by Chen (1984). However, Chen placed the Ho

Nte language under the Mienic branch rather than under the Hmongic branch.

Wang and Mao (1995) also proposed a bipartite structure for the Hmong-Mien language fam-
ily, with four different layers. The first layer contains the Hmongic and Mienic groups. The
Hmongic group contains the Hmong subgroup, Bunu, Baheng-Younuo, and Jiongnai-She. As
Strecker (1987) suggested, Xiangxi, Qiangdong, and Chuangiandian are placed under the Hmong
subgroup. However, the authors did not specify the internal structure of Mienic languages.

Finally, Ratliff (2010) reconstructed the proto-Hmong, proto-Mien, and proto-HM words
from eleven HM language varieties and proposed a HM language phylogeny. The phylogeny is a
bipartite structure involving the Hmongic and the Mienic groups. The Hmongic group can be fur-
ther divided into five subgroups: Pahang (Glottolog: pahal256 ), Jiongnai/Ho Nte, East Hmongic
(Glottolog: east2369), North Hmongic (Glottolog: nort2748), and West Hmongic (Glottolog:
west2430). The Mienic group contains three subgroups: Zao Min, Biao Min, and Mien-Min. The
phylogeny proposed by Ratliff is shown in Figure 2.3.

Hmong-Mien

/\

Hmong Mien

bating m
Jiongnai/Ho Ne Mien-Mun  Biao Min Z3o0 Min

East Hmongic

West Hmongic North Hmengic

Figure 2.3: The internal structure of the Hmong-Mien language phylogeny proposed by Ratliff
(2010)

Linguists once proposed that the language family had been a tripartite structure in the past.
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The discussion was led by Wang and Mao (1995); the two linguists addressed the ambiguous
position of Ho Nte (also known as She). In their tripartite phylogeny, Hmongic, Mienic, and Ho
Nte (also known as She) branched from the proto-Hmong-Mien at the same time. Hmong, Bunu,
Baheng, and Jiongnai are placed under the Hmongic group. In addition, the Younuo language is
placed in the Baheng subgroup. Nevertheless, (ibid.) did not specify further relationships among
Mien, Zao Min, Kim Mun, and Bio Min.

2.1.2.1 The Evidence Provided by Quantitative Analyses

To date, few linguistic studies in the field of Hmong-Mien language studies have made use
of quantitative analyses. In the following paragraphs, we discuss two studies by Deng and Wang
(2003) and by Chen (2012), which applied quantitative analyses.

Deng and Wang (2003) used the glottochronology (58 /& 4% 51 %3 #7 7&) method, and com-
pared the relatedness of language pairs using the percentage of shared cognates among 111 core
vocabulary words. The authors inferred the phylogeny via NJ methods, and then used the mid-
point method to root their tree. The results can be found in their article Deng and Wang (ibid.,
p. 6), showing that Mienic and Hmongic are clearly two groups. The She language is closer to the

Hmongic languages than it is to Mienic languages.

Chen (2012) offered a pairwise matrix based on cognate annotation. However, he did not
use any further mathematical methods to construct a phylogeny using the pairwise matrix. The
classification of the Hmong-Mine languages spoken in China based on dialect intelligibility is
presented in the book. Nevertheless, a few criticisms of the figure should be mentioned. First, the
number of lexical items provided in the book exceeds the number that the author claimed should be
used for classification. We also could not identify the concepts that were used in the intelligibility
test. Second, the classification is illustrated by hand, which makes some of the lower branches’
classifications somewhat confusing. We suspect that there were not many user-friendly programs
available to assist linguists to deduce their pairwise matrices with regard to the representation of
languages’ classifications. For those who want to reconstruct phylogeny using their data today,

there are a few possibilities. We will revisit this topic in later chapters.

While it is encouraging to see academics provide data based on quantitative research rather
than on subjective judgments, it is a pity that they only shared the pairwise matrix and not the
cognate sets. If scholars were to share/publish their data sets, this would be advantageous in terms

of increasing the replicability of their studies and increasing data re-use.

We could examine Deng and Wang’s or Chen’s cognate annotations if the cognate sets were
made available to the general audience. Being unable to inspect the raw data may induce some
skepticism; for example, we cannot identify the lexical items that were used to made the cognate
judgments in Deng and Wang (2003) or the intelligibility test in Chen (2012). As a result, we can-
not discount the possibility that the authors cherry-picked concepts to construct the classifications

in the form that they expected. In addition, without the cognate sets, we could not use their data to
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evaluate their classifications using various phylogenetic techniques, such as maximum likelihood

or Bayesian phylogeny.

In addition to the issue of low replicability, we encountered the problem of re-usability. We
needed to begin our cognate annotation from scratch without their cognate judgments; we also
could not compare our cognate judgments to theirs. Consider the time that could have been saved
by using the external data sets. We do not intend to criticize Deng and Wang (2003); in fact,
academics failing to share their data with the public appears to be a common problem. Many
academics are concerned about this custom because some academic subjects are developing more

slowly as a result.

The issue of scientific studies not releasing data gave rise to the open data movement. At
present, there are websites that provide data archiving services. As the use of open data was an
advantage in this dissertation, we will introduce the idea in the section that follows. The signifi-

cance of open data will be mentioned several times in this dissertation.

2.2 CALC Framework

The CALC framework has been proven to be an efficient strategy in the domains of compar-
ative linguistics (Wu et al., 2020), typology (Dryer and Matthew S., 2013), and other linguistic
fields. The framework has also helped to shed light on existing theories (Chechuro et al., 2021;
Rzymski et al., 2020; Sagart et al., 2019). The CALC framework is designed to incorporate ex-
perts’ knowledge and computing power to achieve the four main goals of consistency, flexibility,
efficiency, and accuracy. In recent years, several web applications (List, 2017; List et al., 2017),
programming packages (LingPy by List et al. 2019, CLDFbench by Forkel and List 2020), and
databases (Concepticon by List et al. 2016; List et al. 2021b, CLTS by List et al. 2021a) have
been developed within the framework to assist in the process of data inspection, curation, analysis,
and management. In addition, in response to the FAIR principles of Findability, Accessibility,
Interoperability, and Re-usability (Wilkinson et al., 2016), a standardized format (Forkel et al.,

2018) has been designed to facilitate data management and sharing.

The cross-linguistic data format (CLDF) has been developed by the research group “Computer-
Assisted Language Comparison (CALC)” at the Max Planck Institute in an attempt to increase
the FAIRness of linguistic data. The CLDF is a sustainable ecosystem consisting of a set of gen-
eral guidelines, as well as three databases and software packages accompanying these databases.

The databases and software packages are revised and updated regularly.

The CLDF format not only standardizes linguistic data, but also highlights the importance of
describing the data in a systematic way. The general guidelines include using text-based formats
(.csv, .tsv) and a narrow table format (see the proposed table format in Forkel et al. 2018). The
structure of the table should be as follows: Each type of information should be coded in a separate

column, and each column should correspond to only one type of information. Each cell in the table
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should only contain one value. Each row in the table should correspond to a single entry. Each
entry should have a unique identifier. Linguistic data should be separated from metadata and

linked via identification numbers (IDs).

The metadata following the CLDF standard should be described in a separate table, and should
follow the same requirements as for the linguistic data. The CLDF metadata must include infor-
mation about the languages in the sample, the explanation of the glosses and, most importantly,
an orthography profile for standardizing phonetic symbols. Users are also free to add additional
information that is important for their data set. For the readers’ convenience, we provide an ex-
ample of a CLDF data set in the supplementary materials (S1). A detailed description of and

instructions for the example data are also provided.

Metadata curation in CLDF relies on two databases, namely Glottolog (Hammarstrém et al.,
2020) and Concepticon (List et al., 2020b). The regularization of phonetic symbols and segmen-
tation in the CLDF workflow depends on CLTS (List et al., 2021a). All three databases aim to

create reference catalogs for various sources.

Glottolog aims to provide comprehensive information about languages across the world. The
database gathers metadata about languages, such as the language families, the language status,
and relevant studies. It serves a similar purpose to ISO 639 (that is, the language’s ISO code) as
it disambiguates the labels for language variants by assigning a unique identification number to a
language that had previously been assigned different names in the existing literature. For example,
the White Hmong language in the World Loanword Database (WOLD) is the same language
variety as the Hmong Daw language in Ratliff (2010); therefore, both varieties are assigned the
same glottocode, hmong1333.

Concepticon was established based on the same philosophy in an attempt to unify the annota-
tion of lexical entries (also known as glosses or concepts) across different sources. For example,
an entry labeled “mortar” may refer to two different concepts, the first being “a bowl used to crush
and grind ingredients with a pestle”, and the second being a “paste made of a mixture of a binder
(cement, plaster, or lime), sand, and water used in masonry to make bricks, stones, etc. stick
together”. If no additional information is provided in the data set, it is impossible to establish
which of the two meanings was intended. Linking the data to the Concepticon database allows

one to disambiguate such cases easily and to ensure the correct reading in each particular case.

The Concepticon database is constantly growing, and currently features about 3,800 com-
monly used concepts (also known as the Concepticon concepts) taken from various concept lists,
including the Swadesh list and its variants (Holman et al., 2008; Swadesh, 1955; Swadesh, 1964),
as well as large concept lists that contain over 800 unique glosses (Chen, 2012; Hudng and Dai,
1992). The database provides a unique identification number for each concept, as well as a de-
tailed description and additional information. Mapping the vocabularies in a data set onto the

Concepticon database can be seen as transforming the implicit glosses into explicit concepts.
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This step also creates a link to numerous existing data sets that are also linked to Concepticon,

thus significantly increasing the potential benefits one may extract from a single data set.

The CLTS database features 15 different transcription data sets and provides catalogs of five
different transcription systems. The Broad International Phonetic Alphabet (BIPA), a universal
transcription system that is regularly updated by experts, is used as a reference system for the other
transcription systems and data sets. All the data sets in the CLTS database have the same structure:
The graphemes in the data sets are matched to the BIPA graphemes. For users’ convenience, the
website displays the summary of 5,371 conventional graphemes and their BIPA counterparts as
of 2021. The CLTS database is accompanied by a Python Application Programming Interface
(API). Its applications include (but are not limited to) looking up the BIPA counterpart of a given

grapheme and transliterating a given orthography in another transcription system.

2.3 Author Contributions

Mei-Shin Wu (MSW), Nathan W. Hill NWH), and Johann-Mattis List (JML) initiated the
study. MSW, NWH, JML, and Timotheus A. Bodt (TAB) drafted the workflow. MSW and JML
implemented the workflow. Nathanael E. Schweikhard (NES) wrote the glossary. TAB, NWH,
and NES tested the workflow on different datasets. MSW and JML wrote the accompanying
tutorial. MSW and JML wrote the first manuscript. NES, NWH, and TAB helped in revising the
manuscript. All authors agree with the final version of the manuscript. The article is published in

Journal of Open Humanities Data.* The code and data are available in the online repository.>

2.4 First Paper

The paper appeared in the Journal of Open Humanities Data in 2020 (Wu et al., 2020).

’DOT :https://doi.org/10.5334/johd. 12
*https://github. com/1lingpy/workflow-paper


DOI: https://doi.org/10.5334/johd.12
https://github.com/lingpy/workflow-paper

JournalofOpe_n .
Humanities Data

CHAPTER 2. COMPUTER—ASSISTED LANGUAGE COMPARISON WORKFLOW

Wu M-S, et al. 2020 Computer-Assisted Language Comparison:
State of the Art. Journal of Open Humanities Data, 6: 2. DOI:
https://doi.org/10.5334/johd.12

RESEARCH PAPER

Computer-Assisted Language Comparison: State of

the Art

Mei-Shin Wu', Nathanael E. Schweikhard', Timotheus A. Bodt?, Nathan W. Hill2 and

Johann-Mattis List’

" Department of Linguistic and Cultural Evolution, Max Planck Institute for the Science of Human History, Jena, DE

2 SOAS, University of London, London, UK
Corresponding author: Mei-Shin Wu (wu@shh.mpg.de)

Historical language comparison opens windows onto a human past, long before the availability of written
records. Since traditional language comparison within the framework of the comparative method is largely
based on manual data comparison, requiring the meticulous sifting through dictionaries, word lists, and
grammars, the framework is difficult to apply, especially in times where more and more data have become
available in digital form. Unfortunately, it is not possible to simply automate the process of historical
language comparison, not only because computational solutions lag behind human judgments in historical
linguistics, but also because they lack the flexibility that would allow them to integrate various types
of information from various kinds of sources. A more promising approach is to integrate computational
and classical approaches within a computer-assisted framework, “neither completely computer-driven
nor ignorant of the assistance computers afford” [1, p. 4]. In this paper, we will illustrate what we con-
sider the current state of the art of computer-assisted language comparison by presenting a workflow
that starts with raw data and leads up to a stage where sound correspondence patterns across multiple
languages have been identified and can be readily presented, inspected, and discussed. We illustrate this
workflow with the help of a newly prepared dataset on Hmong-Mien languages. Our illustration is accom-
panied by Python code and instructions on how to use additional web-based tools we developed so that
users can apply our workflow for their own purposes.

Keywords: computer-assisted; language comparison; historical linguistics; Hmong-Mien language family

1 Introduction

There are few disciplines in the humanities that show
the impact of quantitative, computer-based methods as
strongly as historical linguistics. While individual schol-
arship and intuition had played a major role for a long
time, with only minimal attempts to formalize or automa-
tize the painstaking methodology, the last twenty years
have seen a rapid increase in quantitative applications.
Quantitative approaches are reflected in the proposal of
new algorithms that automate what was formerly done by
inspection alone [2], in the publication of large cross-lin-
guistic databases that allow for a data-driven investigation
of linguistic diversity [3], and in numerous publications in
which the new methods are used to tackle concrete ques-
tions on the history of the world’s languages (for recent
examples, see [4, 5]).

While it is true that — due to increasing amounts of
data — the classical methods are reaching their practical
limits, it is also true that computer applications are still
far from being able to replace experts’ experience and

intuition, especially in those cases where data are sparse
(as they are still for many language families). If computers
cannot replace experts and experts do not have enough
time to analyze the massive amounts of data, a new frame-
work is needed, neither completely computer-driven nor
ignorant of the assistance computers provide. Current
machine translation systems, for example, are efficient
and consistent, but they are by no means accurate, and no
one would use them in place of a trained expert. Trained
experts, on the other hand, do not necessarily work con-
sistently and efficiently. In order to enhance both the
quality of machine translation and the efficiency and
consistency of human translation, a new paradigm of
computer-assisted translation has emerged [6].

Following the idea of computer-assisted frameworks in
translation and biology, scholars have begun to propose
frameworks for computer-assisted language comparison
(CALC), in which the flexibility and intuition of human
experts is combined with the efficiency and consistency
of computational approaches. In this study, we want to
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introduce what we consider the state of the art' in this
endeavor, and describe a workflow that starts from raw,
cross-linguistic data. These raw data are then consistently
lifted to the level of an etymologically annotated dataset,
using advanced algorithms for historical language com-
parison along with interactive tools for data annotation
and curation.

2 A workflow for computer-assisted language
comparison

Our workflow consists of five stages, as shown in
Figure 1. It starts from raw data (tabular data from field-
work notes or data published in books and articles) which
we re-organize and re-format in such a way that the data
can be automatically processed (Step 1). Once we have
lifted the data to this stage, we can infer sets of etymo-
logically related words (cognate sets) (Step 2). In this first
stage, we only infer cognates inside the same meaning slot.
That means that all cognate words have the same meaning
in their respective languages. Once this has been done, we
align all cognate words phonetically (Step 3). Since we only
infer cognate words that have the same meaning in Step 2,
we now use a new method to infer cognates across mean-
ings by employing the information in the aligned cognate
sets (Step 4). Finally, in Step 5, we employ a recently pro-
posed method for the detection of correspondence pat-
terns [7] in order to infer sound correspondences across
the languages in our sample.

Our workflow is strictly computer-assisted, and by no
means solely computer-based. That means that during each
stage of the workflow, the data can be manually checked
and modified by experts and then used in this modified
form in the next stage of the workflow. Our goal is not to
replace human experts, but to increase the efficiency of
human analysis by providing assistance especially in those

Wu et al: Computer-Assisted Language Comparison

tasks which are time consuming, while at the same time
making sure that any manual input is checked for internal
consistency.

Our study is accompanied by a short tutorial along with
code and data needed to replicate the studies illustrated
in the following. The workflow runs on all major operat-
ing systems. In addition, we have prepared a Code Ocean
Capsule? to allow users to test the workflow without
installing the software.

3 lllustration of the workflow
3.1 Dataset
The data we use was originally collected by Chén (2012)
[8], later added in digital form to the SEALANG project [9],
and was then converted to a computer-readable format
as part of the CLICS database (https://clics.clld.org, [10]).
Chén'’s collection comprises 885 concepts translated into
25 Hmong-Mien varieties. Hmong-Mien languages are
spoken in China, Thailand, Laos and Vietnam in Southeast
Asia. Scholars divide the family into two main branches,
Hmong and Mien. The Hmong-Mien languages have been
developing in close contact with neighboring languages
from different language families (Sino-Tibetan, Tai-Kadai,
Austroasiatic, and Austronesian [11, p. 224]). Chén’s study
concentrates on Hmong-Mien varieties spoken in China.
In order to make sure that the results can be easily
inspected, we decided to reduce the data by taking a
subset of 502 concepts of 15 varieties from the dataset.
While we selected the languages due to their geographic
distribution and their representativeness with respect
to the Hmong-Mien language family, we selected the
concepts for reasons of comparability with previous lin-
guistic studies. We focus both on concepts that are fre-
quently used in general studies in historical linguistics
(reflecting the so-called basic vocabulary [12-15]), and

(1) Raw data tokenization
{ Raw Data ] C

(2) Cognates inside meaning slots

[ Tokenized Data }
4 ]

(3) Phonetic alignment

( Cognate Sets J (

[ Alignments }

(4) Cognates across meaning slots ﬂ

(5) Correspondence patterns

( Strict Cognates J(

Correspondence
Patterns

Figure 1: An overview of the workflow.
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concepts that have been specifically applied in studies
on Southeast Asian languages [4, 16—19]. The 15 varieties
are shown in their geographic distribution in Figure 2.
While the reduction of the data is done for practical rea-
sons, since smaller datasets can be more easily inspected
manually, the workflow can also be applied to the full
dataset, and we illustrate in the tutorial how the same
analysis can be done with all languages in the original
data sample.

3.2 Workflow

3.2.1 From raw data to tokenized data

As a first step, we need to lift the data to a format in
which they can be automatically digested. Data should
be human- and machine-readable at the same time. Our
framework works with data in tabular form, which is
usually given in a simple text file in which the first line
serves as table header and the following lines provide
the content. In order to apply our workflow, each word
in a given set of languages must be represented in one
row of the data table, and four obligatory values need to
be supplied: an identifier (ID), the name of the language
variety (DOCULECT), the elicitation gloss for the concept
(CONCEPT), and a phonetic transcription of the word
form, provided in tokenized form (TOKENS). Additional
information can be flexibly added by placing it in addi-
tional columns. Table 1 gives a minimal example for four
words in Germanic languages.

As can be seen from Table 1, the main reference of our
algorithms is the phonetic transcription in its tokenized
form as provided by the column TOKENS. Tokenized, in
this context, means that the transcription explicitly marks
what an algorithm should treat as one sound segment.
In Table 1, for example, we have decided to render diph-
thongs as one sound. We could, of course, also treat them
as two sounds each, but since we know that diphthongs
often evolve as a single unit, we made this explicit deci-
sion with respect to the tokenization.
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Transcriptions are usually not provided in tokenized
form. The tokenization thus needs to be done prior to
analyzing the data further. While one can easily manually
tokenize a few words as shown in Table 1, it becomes tedi-
ous and error-prone to do so for larger datasets. In order to
increase the consistency of this step in the workflow, we
recommend using orthography profiles [22]. An orthog-
raphy profile can be thought of as a simple text file with
two columns in which the first column represents the val-
ues as one finds them in the data, and the second column
allows to convert the exact sequence of characters that
one finds in the first column into the desired format. An
orthography profile thus allows tokenizing a given tran-
scription into meaningful units. It can further be used to
modify the original transcription by replacing tokenized
units with new values.> How an orthography profile can
be applied is illustrated in more detail in Figure 3.

Our data format can be described as a wide-table format
[23-25] and conforms to the strict principle of entering
only one value per cell in a given data table. This contrasts
with the way in which linguists traditionally code their
data, as shown in Table 2, where we contrast the origi-
nal data from Chén with our normalized representation.
To keep track of the original data, we reserve the column
VALUE to store the original word forms, including those

Table 1: A minimal example for four words in four
Germanic languages, given in our minimal tabular
format. The column VALUE (which is not required) pro-
vides the orthographical form of each word (20, 21].

ID DOCULECT CONCEPT VALUE
1 English

TOKENS

house house hauvs

German house Haus haus

Dutch house huis hors

AW

Swedish house hus hu:s

@ Hmongic

aﬂ 06 Eastern Xiangxi

@ Mienic

01 Eastern Luobuohe

° 02 Western Luobuohe

03 Chuangiandian

04 Central Guizhou Chuangiandian|
05 Western Xiangxi

07 Eastern Qiandong
08 Western Qiandong
09 Western Baheng
10 Eastern Baheng

11 Numao

12 Bana

13 Younuo
14 Biao Min
15 Zao Min

Figure 2: The geographic distribution of the Hmong-Mien languages selected for our sample.

39



CHAPTER 2. COMPUTER—ASSISTED LANGUAGE COMPARISON WORKFLOW 40

Art.2, p. 4 of 14 Wu et al: Computer-Assisted Language Comparison
VALUE GRAPHEME IPA TOKENS
nu®® n n nu®
ndfu®® % u u % ngh 1 3
432 ndf ndh $i®
{ {
i i
33 33
55 55
35 35

Figure 3: An example to illustrate the usage of orthography profiles to tokenize the phonetic transcriptions.

Table 2: The transformation from raw to machine-readable data. As illustrated in Table 1, the VALUE column displays
the raw form. The tokenized forms are added to the TOKENS column.

English Chinese Bana Numao Zao Min Biao Min
moon H5e 1a%1a3s Jo* 102 la%3gwan®
sun PN la®ni®? ma**pag? ?a*nai* ni*'tau®
mother RHH 2a%2%" mai®® ni*; ze4 na¥l

a) Raw data as given in the digitized version of Chéns (2012) book.

ID DOCULECT SUBGROUP CONCEPT VALUE TOKENS

1 Bana Hmongic moon 1a%41a3® la%* +1a3

2 Numao Hmongic moon o™ 1o

3 ZaoMin Mienic moon lo*2 lo*

4 BiaoMin Mienic moon la%gwan® la®® + gwan
5 Bana Hmongic sun 1a%ni'® la%* + ni's

6  Numao Hmongic sun ma*2pan® ma“ +pap
7  ZaoMin Mienic sun 2253nai* 2a% +nai#

8  BiaoMin Mienic sun ni?'tau® ni? + tau®

9 Bana Hmongic mother 2a%%pa’®? 2a°%% 4+ gads
10 Numao Hmongic mother mai® m ai 5

11 ZaoMin Mienic mother ni*; ze* ni#

12 ZaoMin Mienic mother ni*; ze* 7 et

13 BiaoMin Mienic mother na®l nad

b) Long-table format in which tokenized forms (TOKENS) have been added, and language names have been normalized.
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cases where multiple values are placed in the same cell.
The separated forms are placed in the column FORM,
which itself is converted into a tokenized transcription
with the help of orthography profiles.

In order to make sure that our data is comparable with
other datasets, we follow the recommendations by the
Cross-Linguistic Data Formats initiative (CLDF, https://
cldf.clld.org, [24]) and link our languages to the Glottolog
database (https://glottolog.org, [26]), our concepts to the
Concepticon (https://concepticon.clld.org, [27]), and fol-
low the transcription standards proposed by the Cross-
Linguistic Transcription Systems initiative (CLTS, https://
clts.clld.org, [28]).

In the accompanying tutorial, we show how the data
can be retrieved from the CLDF format and converted into
plain tabular format. We also show how the original data
can be tokenized with the help of an orthography profile
(TUTORIAL 3.1).

3.2.2 From tokenized data to cognate sets

Having transformed the original data into a machine-
readable format, we can start to search for words in the
data which share a common origin. These etymologically
related words (also called cognates) are the first and most
crucial step in historical language comparison. The task
is not trivial, especially when dealing with languages
that diverged a long time ago. A crucial problem is that
words are often not entirely cognate across languages
[29]. What we find instead is that languages share cog-
nate morphemes* (word parts). When languages make
frequent use of compounding to coin new words, such as
in Southeast Asian languages, partial cognacy is rather
the norm than the exception, which is well-known to his-
torical linguists working in this area [30]. We explicitly
address partial cognacy by adopting a numerical anno-
tation in which each morpheme, instead of each word
form, is assigned to a specific cognate set [31], as shown in
Figure 4.
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In order to infer partial cognates in our data, we
make use of the partial cognate detection algorithm
proposed by List et al. [32], which is, so far, the only
algorithm available that has been proposed to address
this problem. In the tutorial submitted along with this
paper, we illustrate in detail how partial cognates can
be inferred from the data and how the results can be
inspected (TUTORIAL 3.2). In addition, the tutorial
quickly explains how the web-based EDICTOR tool
(https://digling.org/tsv/, [33]) can be used to manually
correct the partial cognates identified by the algorithm
(TUTORIAL 3.2).

3.2.3 From cognate sets to alignments

An alignment analysis is a very general and conveni-
ent way to compare sequences of various kinds. The
basic idea is to place two sequences into a matrix in
such a way that corresponding segments appear in
the same column, while placeholder symbols are used
to represent those cases where a corresponding seg-
ment is lacking (Figure 5) [34]. As the core of histori-
cal language comparison lies in the identification of
regularly recurring sound correspondences across
cognate words in genetically-related languages, it is
straightforward to make use of alignment analyses
once cognates have been detected in order to find pat-
terns of corresponding sounds. In addition to build-
ing the essential step for the identification of sound
correspondences, alignment analyses also make it
easier for scholars to inspect and correct algorithmic
findings.

Automated phonetic alignment analysis has greatly
improved during the last 20 years. The most popular
alignment algorithms used in the field of historical lin-
guistics today all have their origin in alignment applica-
tions developed for biological sequence comparison tasks,
which were later adjusted and modified for linguistic
purposes [34].

DOCULECT CONCEPT TOKENS COGID COGIDS
Chuangiandian SUN no* 1 @
Numao SUN ma* +npan?® 2 @ @
ZaoMin SUN 2a% + nai* 3 3) (»
EasternBaheng SUN la®? +ne® 4 @ @

Figure 4: The comparison of full cognates (COGID) and partial cognate sets (COGIDS). While none of the four words is
entirely cognate with each other, they all share a common element. Note that the IDs for full cognates and partial cog-
nates are independent from each other. For reasons of visibility, we have marked the partial cognates shared among

all language varieties in red font.
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@) (b)
DOCULECT TOKENS COGIDS ALIGNMENT
Chuangiandian no® @ n
e o[ 0] EIRAEIED
ZaoMin ?a® +nai* @ @
EasternBaheng la®? +pne® @ @ ﬂ

Figure 5: The alignment of ‘sun’ (cognate ID 1) among 4 Hmong-Mien languages, with segments colored according to
their basic sound classes. The table on the left shows the cognate identifiers for cognate morphemes, as discussed in
Figure 4. The table on the right shows how the cognate morphemes with identifier 1 (basic meaning ‘sun’) are aligned.

| DOCULECT ||CONCEPT|| TOKENS || COGIDS || ALIGNMENT || STRUCTURE |
onqanaan || s || o e B i
e o (o (00 RN NN ] e
o [ ][ e |00 EARNEE KRN o ]
S EaETaaioe | N | [nnnonnn
b) TEMPLATE
‘ TOKENS ‘ ,T”T”TH t ‘ ALIGNMENT ‘
| o] §II o Iﬂll (=]
| metrnann | L
T B BE
\IW“WS\ oa'|g =2 B|E =

Figure 6: Illustration of the template-based alignment procedure. a) Representing prosodic structure reflecting syl-
lable templates for each morpheme in the data. b) Aligning tokenized transcriptions to templates, and deleting

empty slots.

While the currently available alignment algorithms
are all very complex, scholars often forget that the same
amount of algorithmic complexity is not needed for all
languages. Since most Southeast Asian languages have
fixed syllable templates, alignments are often predicted
by the syllable structure. As a result, one does not need
to employ complicated sequence comparison methods in
order to find the right matchings between cognate mor-
phemes. All one needs to have is a template-representa-
tion of each morpheme in the data.

As an example, consider the typical template for many
Southeast Asian languages [35]: syllables consist maxi-
mally of an initial consonant (i), a medial glide (m), a
nucleus vowel (n), a coda consonant (c), and the tone (t).
Individual syllables do not need to have all these posi-
tions filled, as can be seen in the following example in
Figure 6a.°

Once the templates of all words are annotated, aligning
any word with any other word is extremely simple. Instead
of aligning the words with each other, we simply align
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them to the template, by filling those spots in the tem-
plate which have no sounds with gap symbols (“-"). We can
then place all words that have been aligned to a template
in our alignment and only need to delete those columns
in which only gaps occur, as illustrated in Figure 6b.

Our accompanying tutorial illustrates how template-
based alignments can be computed from the data
(TUTORIAL 3.3). In addition, we also show how the align-
ments can be inspected with the help of the EDICTOR tool
(TUTORIAL 3.3).

3.2.4 From alignments to cross-semantic cognates
As in many Southeast Asian languages, most morpho-
logically complex words in Hmong-Mien languages are
compounds, as shown in Table 3. The word for ‘fishnet’ in
Northeast Yunnan Chuangiandian, for example, is a com-
bination of the morpheme meaning ‘bed” [dz*aw?*] and
the morpheme meaning ‘fish’["pa®].® The word for ‘eagle’
in Dongnu is composed of the words [po®] ‘father’ and
[tfon*’] ‘hawk’. As can be seen from the word for ‘bull’ in
the same variety, [po®vo*'], [po*’] can be used to denote
male animals, but in the word for ‘eagle’ it is more likely to
denote strength [8, p. 328]. As a final example, Younuo lex-
icalizes the concept ‘tears’ as [ki*mo**?y*], with [ki**mo*|
meaning ‘eye’ and [?n*] meaning ‘water’.

An important consequence of the re-use of word parts
in order to form new words in highly isolating languages
of Southeast Asia, is that certain words are not only cog-
nate across languages, but also inside one and the same
language. However, since our algorithm for partial cog-
nate detection only identifies those word parts as cog-
nate which appear in words denoting the same meaning,
we need to find ways to infer the information on cross-
semantic cognates in a further step.

As an example, consider the data for ‘son’ and ‘daughter’
in five language varieties of our illustration data. As can
be seen immediately, two languages, Chuangiandian and
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East Qiandong, show striking partial colexifications for
the two concepts. In both cases, one morpheme recurs in
the words for the two concepts. In the other cases, we find
different words, but if we compare the overall cognacy, we
can also see that all five languages share one cognate mor-
pheme for ‘son’ (corresponding to the Proto-Hmong-Mien
*tuen in Ratliff's reconstruction [11]), and three varieties
share one cognate morpheme for ‘daughter’ (correspond-
ing to *mphje® in Ratliff's reconstruction), with the mor-
pheme for ‘son’ occurring also in the words for ‘daughter’
in East Qiandong and Chuangiandian, as mentioned
before.

While a couple of strategies have been proposed to
search for cognates across meaning slots [36, 37], none
of the existing algorithms is sensitive to partial cognate
relations, as shown in Table 4. In order to address this
problem in our workflow, we propose a novel approach
that is relatively simple, but surprisingly efficient. We
start from all aligned cognate sets in our data, and then
systematically compare all alignments with each other.
Whenever two alignments are compatible, i.e., they have
(1) at least one morpheme in one language occurring in
both aligned cognate sets, which is identical, and there
are (2) no shared morphemes in two alignments which are
not identical, we treat them as belonging to one and the
same cognate set (see Figure 7). Note that this approach
can — by design — only infer strict cognates with differ-
ent meanings, since not the slightest form of form vari-
ation for colexification sinside the same language are is
allowed. We iterate over all alignments in the data algo-
rithmically, merging the alignments into larger sets in a
greedy fashion, and re-assigning cognate sets in the data.

The results can be easily inspected with the help of the
EDICTOR tool, for example, by inspecting cognate set dis-
tributions in the data, as illustrated in detail in the tutorial
(TUTORIAL 3.4). When inspecting only those cognate sets
that occur in at least 10 language varieties in our sample,

Table 3: Examples of compound words in Hmong-Mien languages. The column MORPHEMES uses morpheme glosses
[31] in order to indicate which of the words are cognate inside the same language. The form for ‘net’ in the table
serves to show that ‘bed’ and ‘net’ are not colexified, and that instead ‘fishnet’ is an analogical compound word.

DOCULECT GLOSS VALUE TOKENS MORPHEMES
h fishnet  dzfaw®mpe® dzf aw ® + ™p o [ fish

Northeast-
Yunnan- ish mpa*? "pa® fish
gg?}anqlan bed dzfiawr®® dzf aw * bed

net dzfio*? dzfi o 32 net

bull po>3vo*! po> +vo?!

eagle po®tion™ po% + thop ™
Dongnu father po® pos

bovine 5231 v o231

hawk ﬂm]s:a da 1 53

tear ki®*mo*?p*  ki* + mo3* +?2png* SRiigeye]water
Younuo water m* 2%

eye ki**mo*?

ki® 4+ mo %

ki-suffix
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Table 4: Two glosses, ‘son’ and ‘daughter’, in [8] are displayed here as an example to compare the differences between

cognates inside and cognates across meaning slots.

DOCULECT CONCEPT FORM Cognacy  Cross-Semantic
EasternBaheng SON tap® 1 1
EasternBaheng DAUGHTER phje®? 2 2
WesternBaheng SON ?a°%/° + tap® 31 31
WesternBaheng DAUGHTER ta®® + ga’®/° + thjei®® 456 456
Chuangiandian SON to* 1 1
Chuangiandian DAUGHTER ts"ai® 7 7
CentralGuizhouChuangiandian ~ SON t%/° + 5% 81 81
CentralGuizhouChuangiandian ~ DAUGHTER 5% + "phe®? 92 12
EasternQiandong SON tei** 1 1
EasternQiandong DAUGHTER tei** + pha® 92 12
COGID 2 COGID 1 COGID 9
EasternBaheng p"je®3 tans® %)
WasternBaheng %) tans® %)
S 4 Y]

Chuangiandian (%) ;k to43 ~ %)
CentralGuizhou nHhg?2 1524 524
Changiandian P

EasternQiandong p"a3® tej2? tei2?

CROSSID 2 CROSSID 1

Figure 7: Compare alignments for morphemes meaning ‘son’ and ‘daughter’ as an example to illustrate how cross-
semantic cognates can be identified. The cognate sets in which the forms in the languages are identical are clustered
together and assigned a unique cross-semantic cognate identifier (CROSSID). Those which are not compatible as the

cognate sets 2 and 1 in our example are left separate.

we already find quite a few interesting cases of cross-
semantic cognate sets: morphemes denoting the concept
‘one’, for example, recur in the words for ‘hundred’ (indi-
cating that hundred is a compound of ‘one’ plus ‘hundred’
in all languages); morphemes recur in ‘snake’ and ‘earth-
worm'’ (reflecting that words for ‘snake’ and ‘earthworm’
are composed of a morpheme ‘worm’); and ‘left’ and ‘right’
share a common morpheme (indicating an original mean-
ing of side’ for this part, such as ‘left side’ vs. right side’).

3.2.5 From cross-semantic cognates to sound
correspondence patterns

Sound correspondences, and specifically sound corres-
pondence patterns across multiple languages, can be seen

as the core objective of the classical comparative method
and build the basis of further endeavors such as the recon-
struction of proto-forms or the reconstruction of phylog-
enies. Linguists commonly propose sound correspondence
sets, that is, collections of sound correspondences which
reconstruct back to a common proto-sound (or sequence
of proto-sounds) in the ancestor language, as one of the
final stages of historical language comparison. In Hmong-
Mien languages, for example, Wang proposed 30 sets [38]
and Ratliff reduced the quantity of correspondence sets
to 28 [11].

An example for the representation of sound corre-
spondence sets in the classical literature [11] is pro-
vided in Table 5. The supposed proto-sound *ntshj- in
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Table 5: An example of correspondence sets in the classical literature, following Ratliff [11, p. 75], reconstructed forms

for Proto-Hmong-Mien are preceded by an asterisk.

1 2 3 4 5 6 7 8 9 10 11
blood chan® nitghi® ngsha® ntsua®  n?tshen® @i ne? gam® saxm®  san®  dzjem?®
[*ntshjamX]
head louse chu*  ntehi® ntsau® ntso® n?tshu® - tehi®  geib® t@ei? - dzei®
[*ntshjeiX]
to fear/be afraid chit - ntsai®  ntse®® n?tshe¢  ntfeit ne®  dza® da®  da®  dzje®
[*ntshjeX]
clear chit - nisia'  ntsein®  nttsher - hig dzan' - - -
[*ntshjian)]

proto-Hmong-Mien is inferred from the initials of four
words in 11 contemporary Hmong-Mien languages.

Although this kind of data representation is typical for
classical accounts on sound correspondence patterns in
historical language comparison, it has several shortcom-
ings. First, the representation shows only morphemes,
and we are not informed about the full word forms
underlying the patterns. This is unfortunate, since we
cannot exclude that compound words were already pre-
sent in the ancestral language, and it may likewise be
possible that processes of compounding left traces in the
correspondence patterns themselves. Second, since schol-
ars tend to list sound correspondence patterns merely
in an exemplary fashion, with no intent to provide full
frequency accounts, it is often not clear how strong the
actual evidence is, and whether the pattern at hand is
exhaustive, or merely serves to provide an example. Third,
we are not being told where a given sound in a given lan-
guage fits a general pattern less well. Thus, we can find
two different reflexes in language 8 in the table, [¢] and
[dz], but without further information, we cannot tell if
the differences result from secondary, conditioned sound
changes, or whether they reflect irregularities that the
author has not yet resolved.

To overcome these shortcomings, we employ a two-fold
strategy. We first make use of a new method for sound
correspondence pattern detection [7] in order to identify
exhaustively, for each column in each alignment of our
data, to which correspondence pattern it belongs. In a sec-
ond step, we use the EDICTOR tool to closely inspect the
patterns identified by the algorithm and to compare them
with those patterns proposed in the classical literature.

The method for correspondence pattern identification
starts by assembling all alignment sites (all columns) in
the aligned cognate sets of the data, and then clusters
them into groups of compatible sound correspondence
patterns. Compatibility essentially makes sure that no lan-
guage has more than one reflex sound in all partitioned
alignment sites (see [7] for a detailed explanation of this
algorithm).

Table 6 provides some statistics regarding the results
of the correspondence pattern analysis. The analysis
yielded a total of 1392 distinct sound correspondence
patterns (with none of the patterns being compat-
ible with any of the other 1392 patterns). While this
may seem a lot, we find that 234 patterns only occur
once in the data (probably reflecting borrowing events,

Table 6: A summary of the result of the sound corre-
spondence pattern inference algorithm applied to our
data. The numbers below each item are the quantities of
sound correspondence patterns detected at each posi-
tion in the syllables.

Position  ‘Regular’ Patterns  Singletons
Initial 165 106
Medials 45 23
Nucleus 213 57
Coda 66 13
Tone 164 29
Total 653 228

erroneously coded cognates, or errors in the data).’
Among the non-singleton patterns, we find 302 corre-
sponding to initials, 74 to medials, 389 to nucleus vow-
els, 95 to the codas, and 298 to the tone patterns. These
numbers may seem surprising, but one should keep
in mind that phonological reconstruction will assign
several distinct correspondence patterns to the same
proto-form and explain the divergence by means of con-
ditioning context in sound change.® So far, there are few
studies on the numbers of distinct correspondence pat-
terns one should expect, but the results we find for the
Hmong-Mien dataset are in line with previous studies
on other language families [7]. More studies are needed
in order to fully understand what one ought to expect
in terms of the numbers of correspondence patterns in
datasets of various sizes and types.

While the representation in textbooks usually breaks
the unity of morphemes and word forms, our work-
flow never loses track of the words, although it enables
users to look at the morphemes and at the correspond-
ence patterns in isolation. Our accompanying tutorial
shows not only how the correspondence patterns can
be computed (TUTORIAL 3.5), but also how they can be
inspected in the EDICTOR tool (TUTORIAL 3.5), where
we can further see that our analysis uncovers the cor-
respondence pattern shown in Table 5 above, as we
illustrate in Table 7. Here, we can see that our approach
confirms Ratliff's pattern by clustering initial consonants
of cognates for ‘blood’ and ‘fear (be afraid)’ into one cor-
respondence pattern.’
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Table 7: Cells shaded in blue indicate the initial consonants belonging to a common correspondence pattern, with

missing reflexes indicated by a @.

Language ‘blood’ ‘fear‘
(be afraid)’
Numao s an!® st ei 33
Western Luobuohe s en ntsh e 3
Biao Min s an® (0]
Zao Min 7z am?* 7z a®
Younuo ts" un® tsh i
Western Xiangxi nggh 44 nggh g 33
Eastern Luobuohe it en ™ nggh e 24
Bana (4] dz i
Eastern Xiangxi tsh 1% [}
Western Qiandong gh & " e™
Eastern Baheng ntgh e 313 ?
Chuangiandian s ap®® st ai
Western Baheng [0] 1]
Central Guizhou Chuangiandian ~ "s" & '3 ngh g 42
Eastern Qiandong ¢ an?3 ¢ a*

4 Discussion

Although our workflow represents what we consider
the current state of the art in the field of computational
historical linguistics, it is not complete yet, and it is also
not perfect. Many more aspects need to be integrated, dis-
cussed, and formalized. Based on a quick discussion of the
general results of our study, we will discuss three impor-
tant aspects, namely, (a) the current performance of the
existing algorithms in our workflow, (b) possible improve-
ments of the algorithms, and (c) general challenges for all
future endeavors in computer-assisted or computational
historical linguistics.

4.1 Current performance

Historical language comparison deals with the reconstruc-
tion of events that happened in the past and can rarely be
directly verified. Our knowledge about a given language
family is constantly evolving. At the same time, debate
on language history is never free of disagreement among
scholars, and this is also the case with the reconstruction
of Hmong-Mien." As a result, it is not easy to provide a
direct evaluation of the performance of the computa-
tional part of the workflow presented here.

In addition to these theoretical problems, evaluation
faces practical problems. First, classical resources on his-
torical language comparison of Hmong-Mien are not avail-
able in digital form (and digitizing them would be beyond
the scope of this study). Second, and more importantly,
however, even when having recent data on Hmong-Mien
reconstruction in digital form, we could not compare
them directly with our results due to the difference in
the workflows. All current studies merely consist of mor-
phemes that were taken from different sources without
giving reference to the original words [31]. Full words,

which are the starting point in our study, are not reported
and apparently not taken into account. For a true evalua-
tion of our workflow, however, we would need a manually
annotated dataset that would show the same complete-
ness in terms of annotation as the one we have auto-
matically produced. Furthermore, since our workflow is
explicitly thought of as computer-assisted and not purely
computational, the question of algorithmic performance
is rather aesthetical than substantial, given that the com-
putational approaches are merely used to ease the labor
of the experts.

Nevertheless, to some degree, we can evaluate the algo-
rithms which we assembled for our workflow here, and
it is from these evaluations that have been made in the
past, that we draw confidence in the overall usefulness
of our workflow. Partial cognate detection, as outlined in
Section 3.2, for example, has been substantially evaluated
with results ranging between 90% (Chinese dialects) and
94% (Bai dialects) compared to expert judgments. The
alignment procedure we propose is supposed to work as
good as an expert, provided that experts agree on the pro-
sodic structure we assign to all morphemes. For the cross-
semantic cognate set detection procedure we propose,
we do not yet have substantial evaluations, since we lack
sufficient test data. The correspondence pattern detection
algorithm has, finally, been indirectly evaluated by testing
how well so far unobserved cognate words could be pre-
dicted (see also [39]), showing an accuracy between 59%
(Burmish languages) and 81% (Polynesian languages) for
trials in which 25% of the data was artificially deleted and
later predicted.

As another quick way to check if the automated aspects
of our workflow are going in the right direction, we can
compute a phylogeny based on shared cross-semantic
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cognates between all language pairs and see if the phylog-
eny matches with those proposed in the literature. This
analysis, which can be inspected in detail in the accompa-
nying tutorial (TUTORIAL 4.2), shows that the automated
workflow yields a tree that correctly separates not only
Hmongic from Mienic languages but also identifies all
smaller subgroups commonly recognized.

4.2 Possible improvements

The major desideratum in terms of possible improve-
ments is the inclusion of further integration of our pre-
liminary attempts for semi-automated reconstruction,
starting from already identified sound correspondence
patterns. Experiments are ongoing in this regard, but we
have not yet had time to integrate them fully."" In gen-
eral, our workflow also needs a clearer integration of auto-
matic and manual approaches, ideally accompanied by
extensive tutorials that would allow users to start with the
tools independently. This study can be seen as a first step
in this direction, but much more work will be needed in
the future.

4.3 General challenges

General challenges include the full-fledged lexical recon-
struction of words, i.e., a reconstruction that would poten-
tially also provide compounds in etymological dictionaries.
This might help to overcome a huge problem in historical
language comparison in the Southeast Asian area, where
scholars tend to reconstruct only morphemes, and rarely
attempt at the reconstruction of real word forms in the
ancestral languages [31]. Furthermore, we will need a con-
vincing annotation of sound change that would ideally
allow us to even check which sounds changed at which
time during language history.

5 Outlook

This article provides a detailed account on what we con-
sider the current state of the art in computer-assisted lan-
guage comparison. Starting from raw data, we have shown
how these can be successively lifted to higher levels of
annotation. While our five-step workflow is intended to
be applied in a computer-assisted fashion, we have shown
that even with a purely automatic approach, one can
already achieve insightful results that compare favorably
to results obtained in a purely manual approach. In the
future, we hope to further enhance the workflow and
make it more accessible to a wider audience.

Notes

! By “state of the art”, we refer to approaches that have
been developed during the past two decades and are
available in the form of free software packages that
can be used on all major computing platforms and
have shown to outperform alternative proposals in
extensive tests. These approaches themselves build
on both qualitative and quantitative considerations
that have been made in the field of historical linguis-
tics during the past two centuries (for early quantita-
tive and formal approaches, compare, for example,
Hoenigswald [40] and Kay [41]).
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2 The permanent link of the Code Ocean Capsule is:
https://codeocean.com/capsule/8178287/tree/v2.
3 Orthography profiles proceed in a greedy fashion, con-
verting grapheme sequences in the reverse order of
their length, thus starting from the longest grapheme
sequence.
Linguistic terms which are further explained in our
glossary, submitted as part of the supplementary in-
formation, are marked in bold font the first time they
are introduced.
Note that this template of i(nitial) m(edial) n(ucleus)
c(oda) and t(one) is generally sufficient to represent all
syllables in the Hmong-Mien data we consider here.
Seemingly complex cases, such as ntsen? ‘“clear”, for
example, can be handled by treating nts as one (initial)
sound, resulting in a phonetic transcription of ["ts a
n 2.
We are aware of the fact that the transcriptions by
Chén are not entirely “phonetic”, but since they are
much less phonologically abstract than, for example,
the transcriptions provided by Ratliff [11], we prefer
to place them in phonetic rather than phonological
brackets.
In cases of very intensive language contact, one would
expect to find recurring correspondence patterns that
include borrowings, but in the case of sporadic bor-
rowings, they will surface as exceptions.
How this step of identifying conditioning context can
be done in concrete is not yet entirely clear to us. Com-
putational linguists often use n-gram representations
in order to handle context of preceding and following
sounds, but this would not allow us to handle situa-
tions of remote context.
The other two cognate sets in Ratliff's data could
not be confirmed, because they do not occur in our
sample.
Compare, for example, the debate about regular epen-
thesis in Proto-Hmong-Mien among Ratliff [42] and
Ostapirat [43].
A specific problem in semi-automated reconstruction
consists in the importance of handling conditioning
context in sound change. To our knowledge, no ap-
proaches that would sufficiently deal with this problem
have been proposed so far. This reflects one apparent
problem of common alignment approaches, as they
cannot handle cases of structural equivalence which re-
quire information on conditioning context [44].
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Supplementary information and material

The appendix that is submitted along with this study con-
sists of two parts. First, there is a glossary explaining the
most important terms that were used throughout this
study. Second, there is a tutorial explaining the steps of
the workflow in detail. In addition to this supplemen-
tary information, we provide supplementary material in
the form of data and code. The data used in this study
is archived on Zenodo (DOI: 10.5281/zenodo.3741500)
and curated on GitHub (Version 2.1.0, https://github.
com/lexibank/chenhmongmien). The code, along with
the tutorial, has also been archived on Zenodo (DOI:
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10.5281/zenodo.3741771) and is curated on GitHub
(Version  1.0.0, https://github.com/lingpy/workflow-
paper). Additionally, our Code Ocean Capsule allows
users to run the code without installing anything on their
machine; it can be accessed from https://codeocean.com/
capsule/8178287/ (Version 2).
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2.5 Tutorial

This tutorial supplements the study “Computer-Assisted Language Comparison: State of the

Art”. In this tutorial, we explain in detail how our workflow can be tested and applied.

The workflow consists of several Python libraries that interact, one producing the data that
can be used by the other. Since the data are available in different stages, each stage allows us to

intervene by manually correcting errors that were made in the automated approach.

For users who are interested in testing our workflow on their local machines or applying it fur-
ther in their own research, some basic knowledge of the Python programming language and the
command line will be required. All the software offered here is available for free. For more infor-
mation about LingPy, the main programming library used here, we recommend that users consult
the tutorial (https://github.com/lingpy/lingpy-tutorial)accompanying the study “Se-
quence Comparison in Computational Historical Linguistics (https://academic.oup.com/
jole/article/3/2/130/5050100)” by List et al. (2018).

2.5.1 Code Ocean Capsule

In order to facilitate the rapid testing of our workflows without installing the software, we
have established a Code Ocean Capsule that users can use to run the code remotely. Code Ocean
is an open-access platform that enables researchers to reproduce their or others’ experiments.
For a detailed introduction to the Code Ocean platform, please refer to the website (https:
//codeocean.com/). To see how our experiments can be run from within the Code Ocean

Capsule, follow these steps:

a) Navigate to the capsule: https://codeocean.com/capsule/8178287/tree/v2.
b) Press the “Re-Run” button to reproduce the results.
¢) View the progression in the “Terminal” panel.

d) Download all the results and unzip the .zip file for further inspection of https://digling.
org/edictor/.

Download

Figure 2.4: The structure of the CALC-workflow Code Ocean capsule.
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The following files can be found in the downloaded file:

File Stage Section
D_Chen_subset.tsv From Raw Data to Tokenized Data 2.5.3.1
D_Chen_partial.tsv From Tokenized Data to Cognate Sets 2.5.3.2
D_Chen_aligned.tsv  From Cognate Sets to Alignments 2.5.33
D_Chen_crossids.tsv  From Alignments to Cross-Semantic Cognates 2534
D_Chen_patterns.tsv  From Cross-Semantic Cognates to Sound Correspondence 2.5.3.5
D_Chen_distance.dst Validation 2.5.3.6
D_Chen_tree.tre Validation 2.5.3.6

2.5.2 Installation Instructions

We assume that users who are interested in running the workflow on their local machines
are familiar with the essentials of command-line operations and system administration on either
Unix-like systems (such as Linux and MacOS) or Windows systems. Moreover, users should have
Python installed (https://www.python.org/, version 3.5 or higher), including the package
manager pip; in addition, the version control system git will be required*. We strongly encour-
age users to run this code in a virtual environment. A virtual environment is a practical solution
for creating independent configurations for testing and experimenting, with no interference on
the system-wide installation, and without requiring complex virtualization or containerization so-
lutions. The Python Packaging User Guide® provides clear instructions for setting up a virtual

environment on Windows, Linux, and macOS.

We begin by installing the dependencies from the command line. In order to do so, we first

download the code that we will use with the help of git.

git clone https://github.com/lingpy/workflow-paper.git
cd workflow-paper

Now that we have done this, we can install all the packages we will need with the assistance

of pip.

pip install -r requirements.txt

Now that this has been done, we need to configure the access to reference catalogs, such as
Concepticon (https://github.com/concepticon/concepticon-data)and CLTS (https:
//github.com/cldf-clts/clts/), in order ensure that they can be accessed readily by the
code. This can be done with help of the catconfig argument submitted using the cldfbench pack-

age, which organizes the linguistic datasets.

*nttps://git-scm.com/
Shttps://packaging.python.org/guides/installing-using-pip-and-virtual-environments/
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cldfbench catconfig

cldfbench lexibank.makecldf chenhmongmien

You will be prompted to ask if you want to clone actual versions of Concepticon, Glottolog,

(134

and CLTS, and the easiest way to address this is to agree and type “y” in all cases.

2.5.3 Getting Started

There are two basic ways in which you can run our workflow.

1. You can run it by downloading a set of Python scripts and running them directly on your
computer.

2. You can use the cldfbench package to run the commands via the command line without
downloading the data directly.

The advantage of Solution 2 is that you do not have to download extra data, as we have inte-
grated the code directly into the lexibank version of the data set of Hmong-Mien languages by
Chen (2012). Once this data set has been installed (and this is the first package that we installed
in the previous section as part of all the dependencies needed), one can type commands on the
command line, and the code will be carried out. The disadvantage is that the code example itself
is not particularly easy to process for people who are less experienced with Python. Therefore,
we will only note the commands in each of the steps we discuss in the following section, and will

not explain them in more detail.
2.5.3.1 From Raw Data to Tokenized Data

The first script essentially loads the data from the repository and creates a word list that con-
tains a subselection of all the data that were used. Some aspects of the more difficult “lifting”
of data have already been done and distributed, along with the original data package (https:
//github.com/lexibank/chenhmongmien), which specifically also contains the orthography
profile in the file etc/orthography.tsv, and can be automatically applied with the assistance of
the cldfbench package.

However, since the data are available in the form of a cldf package with the original orthogra-
phy already tokenized to the formats we needed, one can also skip this step and convert the data

into the word list format required by the LingPy package.

python 1 _select.py
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If you want to test the version from the CLDF repository directly with cldfbench, you can type

cldfbench chenhmongmien.wf_select.

This will select part of the languages and part of the concepts, as indicated in the main study,
and write them into a file D_Chen_subsets.tsv. In addition, you will see some statistics on the
terminal; specifically, a table indicating the coverage for each language. If you want to select all

languages, and not just a subset, type:

python 1 select.py all

The output A_Chen_subset.tsv is generated when the argument all is used. Once the argu-
ment all is used in the first stage, it has to be added to the rest of the stages to ensure that the

workflows process the correct files.

Doculect Words Coverage
Bana 502 1.00
BiaoMin 488 0.97
CentralGuizhouChuangiandian 454 0.90
Chuangiandian 501 1.00
EasternBahen 492 0.98
EasternLuobuohe 499 0.99
EasternQiandong 442 0.88
EasternXiangxi 492 0.98
Numao 490 0.98
WesternBaheng 500 1.00
WesternLuobuohe 488 0.97
WesternQiandong 494 0.98
WesternXiangxi 502 1.00
Younuo 500 1.00
ZaoMin 455 0.91

You can now inspect the data with help of the EDICTOR tool (https://digling.org/
edictor/). In order to do so, open the tool’s website at https://digling.org/edictor/
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and wait until the page is loaded (note that we recommend browsing EDICTOR in Firefox, but

Google Chrome should not cause problems).

The data are in the file D_Chen_subset.tsv; in order to load it to the tool, press the Browse
button and select the file. Once this has been done, press the Open the file button to examine the

data, as illustrated in the following figure.

Browse

Welcome to the EDICTOR!

The EDICTOR is ing, maintaining, and publishing etymological data

Figure 2.5: The interface of EDICTOR.

The segmented strings are displayed in the TOKENS column. Press Select Columns to in-

spect the raw forms and other aspects of the data, as shown in Figure 2.6.

i Select Columns

Figure 2.6: The Select Column button

In order to save data on your computer, after manual editing, you need to “download” the
items. This may be somewhat surprising since you do not effectively download the data but, since
the EDICTOR is working on a browser, it does not have any access to the data on your computer,
and “download” is the only way to communicate with your machine. Thus, in order to save your
data and to load it onto your device, you first need to press the save icon in the top-right corner in
order to to store the edited data on the web browser. When pressing the download icon at the top
right, your browser will either directly download the data and store it in your download folder, or

will ask you to specify a particular file destination.

Be careful when editing data in the EDICTOR without saving and downloading the items. If
you close your browser, all the edits you made will be lost; thus, you should save and download your
data when working with the EDICTOR regularly. As a shortcut, you could also type CONTROLA4S
to save and CONTROL+E to export the data (that is, to download items).
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Download

Figure 2.7: Select columns to display on the browser.

2.5.3.2 From Tokenized Data to Cognate Sets

Partial cognate detection is an important task, particularly when working with Southeast Asian
language data. The algorithm that we used for this task was first proposed in the study “Using
Sequence Similarity Networks to Identify Partial Cognates in Multilingual Wordlists” by List
(2016), in which the algorithm is described in appropriate detail.

To illustrate how the algorithm works, we provide an example with four words for “moon” in

the Eastern Baheng, Eastern Qiandong, Bana, and Biao Min language varieties.

The main steps in the algorithm are the following:

1. Calculate the distances of all morpheme pairs.

2. Create a fully connected network from the distance scores.

3. Filter the network by deleting edges in the following fashion: A. Two morphemes in the
same word should not be linked (see the dashed lines in the following figure). B. A mor-
pheme in a word should not be linked to two morphemes in another word (see the yellow
edges in the figure).

4. Remove the edges with similarity scores below a given threshold.

DOCULECT ‘ IPA ‘

EasternBaheng 2% [RE

a4 a4

EasternQiandong la la 2205

i

Bana 1a%* e

BiaoMin

Figure 2.8: A brief introduction to partial cognate detection.

Once this has been done, an algorithm for Community Detection in networks (Rosvall and
Bergstrom, 2008) is used to partition the network into “communities”, with each community

representing one partial cognate set.

In order to calculate partial cognates, we use the algorithm as provided by the LingPy software

package and apply it to our subselection of languages.
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1 la* 3 ?2°%3

1a%3

Figure 2.9: Assign a unique identification number (COGID) to each cluster.

python 2 partial.py

If you want to test the version from the CLDF repository directly with cldfbench, you can type
cldfbench chenhmongmien.wf_partial

This will take some time when you run it the first time. The data can be found in the file

D_Chen_partial.tsv.

To inspect the data using EDICTOR, load D_Chen_partial.tsv as shown before. Then press
DISPLAY to select SETTINGS in the drop-down menu. Select PARTIAL in the Morphology
and Colexification Mode entry. Press the Refresh button.

Settings of the Edictor:

COmal _ Refresh |

,,,,,,,,,, ~ @ Partial

Figure 2.10: The interface of EDICTOR.

In order to investigate the partial cognates, you need to select the column that stores the iden-
tifiers. To do so, press Select Columns and select COGIDS in the drop-down menu. If you
right-click on any number in the COGIDS column, a pop-up window will open and show all the
cognate sets for a given word form in the form of an alignment. Since we have not yet aligned the

data, the alignment will be incorrect at this point.
2.5.3.3 From Cognate Sets to Alignments

To align the data, we use the new procedure for template-based alignment, which is available
from the lingrex package that we have installed as one of the requirements of our workflow, as well

as the sinopy package, which assisted us to compute syllable templates from all the morphemes in
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Right click!

Alignment

Figure 2.11: Show the alignment.

the data. Running the code is again straightforward.

python 3_alignment.py

If you want to test the version from the CLDF repository directly using cldfbench, you can
type cldfbench chenhmongmien.wf_alignment.

The aligned data will be stored in the file D_Chen_aligned.tsv. To inspect the alignments in
EDICTOR, load this file and follow the previous steps mentioned in Section 2.5.3.2. In addition to
selecting the COGIDS column, we now also select the STRUCTURE column, since this column
provides the templates for each morpheme, which we have automatically added to the data with

the assistance of sinopy.

Select Columns

As mentioned previously, if you right-click on any number in the COGIDS column, a pop-up
window will show the alignment. Click on the = sign to modify the alignment. The modification
itself is exyremely straightforward: Simply click on a sound segment to move it to the right, and

click on a gap segment to delete this segment.
2.5.3.4 From Alignments to Cross-Semantic Cognates

The algorithm for cross-semantic cognate detection as we propose it here is illustrated in more
detail in the main study. It is implemented as part of the lingrex package. Again, running the code
is straightforward.

If you want to test the version from the CLDF repository directly using cldfbench, you can
type cldfbench chenhmongmien.wf_crosssemantic.

The output file is D_Chen_crossids.tsv, and we load it into the EDICTOR tool, just as we
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Figure 2.12: Modify the alignment.

python 4 _crosssemantic.py

did before but, when checking the SETTINGS in the menu this time, we need to specify that the
column “CROSSIDS” holds the partial cognates. To do so, simply type CROSSIDS in the text
field Partial Cognates in the settings menu and then press the refresh button.
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Figure 2.13: Adjust settings.

To inspect the distribution of partial cognates, press ANALYZE in the top-level menu and

select Cognate sets in the drop-down menu.

As a result, a new panel will open, and will show the distribution of all cognate sets across the
different language varieties. Pressing the red button with the cognate set identifier on the left will
open the alignment. Pressing the yellow buttons with the word identifiers will show the original
morpheme. On the right, in the column CONCEPTS, you will find the cognate sets that are
attested for more than one concept as separated by a comma. Clicking on this field will modify

the main word list panel in such a way that only the selected concepts will appear.
2.5.3.5 From Cross-Semantic Cognates to Sound Correspondence Patterns

As a final step, we will attempt to infer the major correspondence patterns in the data using
the algorithm by List (2019), which is available from the lingrex package. Running the code is
straightforward, as previously.

python 5_correspondence.py

If you want to test the version from the CLDF repository directly using cldfbench, you can
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Figure 2.14: Inspect the partial cognates.
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Figure 2.15: The cross-semantic IDs.

type cldfbench chenhmongmien.wf_correspondence.

This creates two output files. One, which is called D_Chen_patterns.tsv, is the file without
a word list that can be loaded by EDICTOR and inspected, and one file contains the patterns that

have been inferred alone, called D_patterns_Chen.tsv.

In order to inspect the patterns, we recommend using the EDICTOR tool, which requires
the same steps that were already applied when loading the cross-semantic cognates. Once this
has been done, press the ANALYZE button in the top menu and select CORRESPONDENCE
PATTERNS in the drop-down menu.

""""" Analyze

] Correspondence Patterns

Figure 2.16: Inspect the correspondence patterns.

In order to allow for a good display, the doculect names are all abbreviated. Hovering the

mouse cursor over an abbreviation will reveal the full name.

Clicking on a cell in the correspondence pattern panel will allow you to see not only the sound

in question, but also the full morpheme in which this sound occurs.
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Investigate correspondence patterns in the data
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Figure 2.17: Inspect the correspondence patterns in detail.

Investigate correspondence patterns in the data
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Figure 2.18: Inspect the correspondence patterns in detail.

8

2.5.3.6 Validation

We calculate the shared cognates between language pairs and output the scores in the form
of a pairwise distance matrix. The script 6_phylogeny . py provides two documents, a distance
matrix (A_Chen_distance.dst or D_Chen_distance.dst), and a tree file based on a neighbor-
joining analysis (A_Chen_tree.tre or D_Chen_tree.tre).

There are many ways to work with the distance matrix; here, we provide one of the approaches

to visualizing the matrix as a neighbor-net network with the use of SplitsTree.

To get started, first ensure thar SplitsTree (Huson, 1998) from https://software-ab.
informatik.uni-tuebingen.de/download/splitstree4/welcome.html is installed, and
follow the installation instructions. In order to compute the distance matrix with our code, use the

command line (here, we computed it for the entire data set, so we run it using the keyword all).

python 6_phylogeny.py all

To generate a Neighbor-Net from the distance matrix, open the file A_Chen_distance.dst or
D_Chen_distance.dst with any plain text editor and start the SplitsTree software. Then click on
File and Enter Data, as shown in Figure 2.19.


https://software-ab.informatik.uni-tuebingen.de/download/splitstree4/welcome.html
https://software-ab.informatik.uni-tuebingen.de/download/splitstree4/welcome.html
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Figure 2.19: Open a dialogue to enter the distance matrix.
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Then copy the distance matrix in the paste it into the Enter Data Dialog, and press Execute.

Figure 2.20: Enter the distance matrix.

You can now inspect the network. To analyze the data further, you can compute the delta

scores, showing the degree of reticulation in the data, by pressing Analysis and then Compute

Delta Score, as shown in Figure 2.21.

~~~~~~~~~~ ® O T wim Be s Q 0=

Figure 2.21: Press the button to compute delta scores.

Compute Delta Score

The resulting Neighbor-Net is shown in Figure 2.22. For the purpose of illustration, the Mienic

language varieties are colored red, and the Hmongic group is highlighted in blue.

Table 2.2 shows the delta scores we computed from the data.
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Figure 2.22: The network.
Taxon Delta score
Bana 0.34706
Biao Min 0.27289

Central Guizhou Chuangiandian ~ 0.29924

Chuangiandian 0.29172
Dongnu 0.32416
Eastern Baheng 0.32056
Eastern Luobuohe 0.33529
Eastern Qiangong 0.32083
Eastern Xiangxi 0.33736
Jiongnai 0.32644
Kim Mun 0.26992
Mien 0.25672

Northeast Yunnan Changiandian ~ 0.29748
Northern Qiandong 0.28447
Numao 0.34185
Nunu 0.32375
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Taxon Delta score

She 0.31671
Southern Guizhou Chuangiandian 0.34376

Southern Qiandong 0.30988
Western Baheng 0.35259
Western Luobuohe 0.3211

Western Qiandong 0.31137
Western Xiangxi 0.35174
Younuo 0.2996

Zao Min 0.26797

Table 2.2: Delta scores

The average delta score is 0.313. As mentioned previously, the distances between taxa are
calculated via shared cognates. The shorter the distances between two taxa, the greater are the
similarities between them. If the taxa share cognates not only within their group but also outside
of their groups, the network finds it difficult to determine the best cluster for them. The larger
the reticulated structure, or the less tree-like the data, the higher the delta score. Each particular
language variety’s delta score means that this specific language contributes to a certain amount of

conflict in the data.

2.5.4 Conclusion

In this tutorial, we provided details of how to execute our workflow for computer-assisted
language comparison using the scripts we wrote, while simultaneously illustrating how the results
can be manually inspected and modified. We have not discussed the details of the code we wrote,

but we recommend that users who are proficient in Python have a look at it.

2.6 Retrospective

Generating an orthography profile by relying on the CLTS database implies that one inter-
nally agrees with the grapheme to phoneme (GTP) standardization guidelines that are provided
by CLTS. To demonstrate our workflow, we chose the IMNCT template to illustrate the tok-
enization process. As a result, the graphemes that were converted and tokenized according to the
IMNCT template may appear odd to some linguists. In particular, the treatments of diphthongs

appear to overly modify the raw forms. For example, the diphthong ua in our data set is tokenized
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as u/w and a, but the diphthong au retains its shape as au.®

The point to address here is that we do not prohibit users from using customized orthography
profiles when working with the CALC workflow. When looking at the code that we provide,
please note that there are no strict guidelines stating that users must rely on the CLTS in order
to generate an “accurate” orthography profile. We are well aware that there are different levels
of analysis for syllable structures; users should use the template that suits the languages’ syllable

structures and be consistent throughout the entire experiment.

The dissertation highlights the significance of the CLTS database due to its practicality. The
database collects orthography profiles from published linguistic articles and large-scale cross-
linguistic databases. Users can begin with one of the orthography profiles included on the database
and modify the rules to suit their data set. In addition, many data sets are digitized in the CLDF
format. Users curate the data sets according to the CLTS databases, and can increase the compati-
bility between their data set and the other standardized lexical material. As a result, the possibility

that their data set will be re-used by other studies is also increased.

2.6.1 Open Data and the FAIR Principle

Data are the foundation of all quantitative and qualitative research. However, there are usually
gate-keeping mechanisms to prevent people from accessing existing data effortlessly. Scientific
data are guarded by restricted access rights, the absence of clear authentication or authorization
procedures, or data formats that can only be used by specific software. As a result, a huge number
of scientific studies are generating first-hand data sets that are “large enough” for their experiments,
but which are kept private. Numerous types of data are produced for research projects, but they
are rarely re-used or inspected by fellow researchers. Large-scale quantitative studies became a

competition to acquire research resources rather than a collaboration involving community efforts.

The open data request was initially a request to access non-sensitive governmental data for
non-commercial use. The idea of open data has gained traction in several scientific fields since the
2000s. Both governmental and private sectors have been setting up online storage to permanently
store experimental data online as a response to the movement. For example, the NCBI Gene
Expression Omnibus (GEO) database provides a space for researchers to upload their micro-
array data. The data sets are all free for users to download, validate, and re-use. In recent years,
self-archived websites such as Zenodo, the Open Science Framework, and Figshare have been

established for users to store their research outputs.

The basic definition of open data addresses re-usability and accessibility (Pollock, 2006). In
2016, the FAIR principle was proposed to further define “open data” in the scientific research

domain.

* Findability. Data that are used in a study should be accompanied by detailed metadata.

We stated our reasons pertaining to the treatment of diphthongs in the introduction.
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Both the data and the metadata should be able to be found by humans and by computers.

* Accessibility. Once the data are found, users can access the data either with or without
an authentication and authorization request. A procedure for requesting data access rights
applies to disciplines that involve the risk of exposing subjects’ personal data.

* Interoperability. A data set should be inspected and used by different software or plat-
forms. Most linguistic data are printed in book form, which prevents the data from being
used by machines.

* Re-usability. This is the ultimate goal of FAIR data. Being findable, accessible, and
interoperable will greatly increase the likelihood that the data will be re-used by others.

Nevertheless, open data are still an exception rather than the norm in the field of linguistics.
We found that linguistic research data were often inaccessible. The data were sometimes presented
in books and papers, which cannot be analyzed directly by computer programs. With regard to
the data that are presented online, these data are not stored permanently. We encountered the
issue of data only being presented and maintained online during the funding phase of a scientific
project. The data are taken offline or are no longer maintained once the project is complete. The

Kusunda lexical data are an example of this particular case.

This dissertation is based on the second-hand lexical material that we digitized or standardized
according to the CLDF formats over the last few years. Our experience of working with lexical
data shows that the level of “FAIR-ness” of linguistic data can be improved by putting effort into
the standardization process and raising awareness. It is our hope that the workflow can be of use

by contributing to the integration of open data in the domain of historical linguistics.



Chapter 3 Morpheme Annotation in Phy-
logenetic Studies

The Bayesian inference of phylogeny is gradually gaining popularity in the field of historical lin-
guistics. It was developed to model the spread and evolution of biological phenomena, includ-
ing diseases, bacteria, and viruses. Since then, using the analogy of biology and language, the
methodology has been applied to the study of language changes and the relatedness among a set

of languages.

A Bayesian phylogenetic analysis allows linguists to express the evolutionary factors via sta-
tistical distributions, such as the rate of new languages being born, the rate of existing languages
disappearing, and the rate of lexical innovations. The algorithm infers a phylogeny from the
given data while referencing the parameters. To date, many studies have shown the feasibility
of inferring language differentiation using a Bayesian phylogenetic analysis (Gray et al., 2009;
Grollemund et al., 2015; Sagart et al., 2019). Nevertheless, we observed the two significant ob-
stacles when applying the Bayesian framework to historical linguistics. First, the cognate sets and
the lexical data cannot be used easily because linguists rarely provide clear guidelines regarding
how to use their cognate sets. Second, which is also an important point, the approach models the

unknowns using parameters, which makes it susceptible to noise in the input data.

Unfortunately, the existing studies all took the input data for granted without taking the lin-
guistic factors into account. For example, the composition and cognate judgments of the lexical
data have not been treated appropriately, despite the problems having been discussed for over a
decade (Geisler and List, 2010; Hill and List, 2017; Holm, 2007). Most of the cognate sets are
provided based on the word level instead of on the morpheme level. This coding method is con-
fusing and ambiguous when polymorphemic words are involved because, in cognate sets, we often
find that not all the parts of the words belong to the same cognate sets. A greater concern is that
the coding method overlooks the complexity of language differentiation processes. In particular,
the MSEA area has had prolonged language contact with languages within the same language
family or across language families. It is not unusual for a compound word to be formed by com-
bining a native morpheme and a loan morpheme. Cases such as this cannot be arbitrarily judged
as word cognates. The inadequate cognate coding leads to inappropriate data transformation as
input into a Bayesian phylogenetic analysis. Subsequently, we are concerned that the topology of

the phylogeny may not reflect the real-world scenario.

In this project, we address the points stated above, which have never been addressed or te