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A B S T R A C T   

In recent years, stereoscopic image processing algorithms have gained importance for a variety of applications. 
To capture larger measurement volumes, multiple stereo systems are combined into a multi-view stereo (MVS) 
system. To reduce the amount of data and the data rate, calculation steps close to the sensors are outsourced to 
Field Programmable Gate Arrays (FPGAs) as upstream computing units. The calculation steps include lens 
distortion correction, rectification and stereo matching. In this paper a FPGA-based MVS system with flexible 
camera arrangement and partly overlapping field of view is presented. The system consists of four FPGA-based 
passive stereoscopic systems (Xilinx Zynq-7000 7020 SoC, EV76C570 CMOS sensor) and a downstream pro
cessing unit (Zynq Ultrascale ZU9EG SoC). This synchronizes the sensor near processing modules and receives the 
disparity maps with corresponding left camera image via HDMI. The subsequent computing unit calculates a 
coherent 3D point cloud. Our developed FPGA-based 3D measurement system captures a large measurement 
volume at 24 fps by combining a multiple view with eight cameras (using Semi-Global Matching for an image 
size of 640 px × 460 px, up to 256 px disparity range and with aggregated costs over 4 directions). The capa
bilities and limitation of the system are shown by an application example with optical non-cooperative surface.   

1. Introduction 

In recent years, stereoscopic image processing algorithms have 
gained importance for a variety of applications in the field of automation 
and quality assurance. These include automotive applications [1], in
tegrated assembly solutions [2,3] (turnover gain of 11 % to 7.1 billion 
euros in Germany, 2021 [4]), holistic monitoring [5] and medical 
technology [6]. Each application field has its own requirements for the 
measuring system. 

Some applications (e.g. assembly process) require a wide measure
ment range. To cover this completely, a multi-view stereo (MVS) system 
can be used. The object(s) or scene is captured by combining several 
partial surfaces from different perspectives. As the number of stereo 
systems increases, therefore also rise the challenges of managing data 
volumes, camera connection requirements and synchronization. To 
overcome these challenges, sensor close stereo systems based on 
embedded systems, e.g. Field Programmable Gate Arrays (FPGA), can be 
used. For the implementation of sensor-close real-time computation of 
dense disparity maps, embedded systems - based on application-specific 
integrated circuits (ASICs) [7], FPGAs [1] and graphics processing units 
(GPUs) [8] - are particularly efficient in terms of low latency and low 

power consumption compared to self-contained systems. The perfor
mance is scalable. ASICs are more efficient than FPGAs, but can no 
longer be reprogrammed. The first FPGA implementation of dense stereo 
matching was in 1997 [9]. By using Semi-Global Matching (SGM) [10], 
the accuracy of FPGA implementations improved significantly [1,11, 
12]. SGM achieves more accurate results compared to local operators 
and achieves a higher speed increase than global optimisation methods. 
However, the disadvantage is the large memory requirement. There are 
alternative approaches that improve the frame rate but at the expense of 
accuracy. Nowadays, closely coupled CPU/FPGA system-on-chip (SoC) 
devices are used for implementation [13]. 

The advantage of an FPGA-based heterogeneous MVS system is that 
pre-processing steps and especially the computationally intensive cor
respondence point search, also called stereo matching, are outsourced to 
one or more FPGAs reducing the data streams [14]. However, the 
development effort of a hardware-near processing is very high. In the 
following is a list of reasons for an FPGA-based system.  

(i) By outsourcing calculation steps - especially the computationally 
intensive stereo matching - to an SoC, the following calculation 
unit is relieved with regard to camera connection req. and 
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computing power. This is particularly relevant when several 
modules are connected.  

(ii) The number of data streams is reduced per sensor near processing 
module. This results in optimum synchronicity and lower re
quirements on the hardware interfaces of the following 
computing unit. Due to the additional lower communication be
tween sensor and computing unit, the latency is further reduced. 

(iii) The ARM/FPGA sensor module is compact and therefore partic
ularly flexible in its use e.g. in industrial environments. 
Furthermore, the developed FPGA sensor module is a plug and 
play system, which makes handling in an industrial environment 
easier. Furthermore, these systems usually have a lower power 
consumption. 

This paper presents an FPGA-based MVS system by combining a 
multiple view with eight cameras (Fig. 1). Furthermore, capabilities and 
limitations of the system are shown by an application example with 
optically non-cooperative surface. 

2. Depth sensing technologies 

There are a couple of technologies for optical three dimensional 
detection of objects or scenes with high lateral resolution at medium 
distances (m) to long distances (km):  

(a) triangulation-based approaches (active and passive stereo 
methods, light field camera), 

(b) runtime-based methods (lidar or time-of-flight, radar, interfero
metric methods) or  

(c) image-based methods with prior knowledge (use of motion, 
perspective, occlusion). 

Special, optimised inspection systems for optical 3D detection must 
be developed for each application. Depending on the requirements, the 
systems and measuring arrangement must be selected. When selecting 
systems, the combination of the number of recorded object points per 

second and lateral as well as longitudinal resolution with a given surface 
condition is decisive. The measurement arrangement depends on the 
scene or object to be captured. Multi-view arrangements are useful for 
(i) large measurement volumes or for (ii) a capturing of the entirety of an 
object or scene. Here, all captured partial volumes are registered in a 
global coordinate system. For case (i), arrangement in a row with mul
tiple views could be used. For case (ii), an arrangement with multiple 
views around the object would be possible. 

This publication presents our FPGA-based passive multi-view stereo 
system. Passive stereo systems have the advantage that they do not 
require active lighting (pattern projection). Multiview stereo systems 
based on passive stereo systems have the great advantage that the 
measurement setup can be changed flexibly without much effort. A 
combination of two or more active stereo systems generates an overlay 
of different patterns (each system has its own pattern). This overlay 
leads to problems with the assignment of correspondence points in the 
image pairs. Active stereo systems also have higher energy consumption 
due to the lighting. On the other hand, a disadvantage of a passive stereo 
system is that the accuracy of the depth information strongly depends on 
the stereo matching algorithm used. Traditional stereo macthing algo
rithms usually have limitations with, for example, texture-poor or op
tical non-cooperative surfaces [15,16]. Sec. 4.2 describes the calculation 
of the lateral Δxlateral and longitudinal Δzlongitudinal resolution of a stereo 
camera. Sec. 4.3 describes the depth error ΔZ. 

3. Overview of our multi-view stereo system 

Fig. 1 shows an overview of our modular FPGA-based multi-view 
stereo system. With this system, the geometry and texture of a 3D scene 
can be captured. The captured 3D scenes are displayed as cubes. The 
MVS system consists of four sensor-related and FPGA-based passive 
stereo modules (S1, S2, S3, S4). Each module (see Sec. 6) contains two 
cameras camA and camB. Each stereo module synchronously captures a 
3D scene and calculate a disparity map (see Sec. 5.2). The disparity map 
contains the depth of the scene points, i.e. its distance from the stereo 
module. This processing unit (Zynq Ultrascale, Sec. 6) synchronizes the 

Fig. 1. Overview of the presented multi-view stereo (MVS) system. The MVS system captures a 3D scene (geometric as well as texture) represented as four 3D objects. 
The system consists of four FPGA-based passive stereo modules (S1, S2, S3, S4). Two cameras each camA and camB are integrated in this module. These modules are 
synchronized by the downstream processing unit (Zynq Ultrascale). In addition, the result image (disparity map with camA image) are merged and forwarded to an 
image processor. The image processor computes 3D point clouds and registers them to a coherent 3D point cloud. The reference of this 3D point cloud is the camA of 
the stereo module S1. 
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image acquisition of the four stereo modules (S1, S2, S3, S4) and merges 
all four output data (disparity map and image of camA). A coherent 3D 
point cloud is generated from the four partial volumes in a subsequent 
image processor (see Sec. 5.4). The reference of this point cloud is the 
camA of the sensor module S1. 

The MVS system has a modular structure. Thus, the number of stereo 
modules as well as the measuring arrangement can be adapted according 
to the application. For a simplified representation, a stereo arrangement 
in a row has been chosen in Fig. 1. 

4. Basics of a stereo camera system 

4.1. Camera arrangement 

Fig. 2 (left) shows a stereo camera system with parallel camera 
arrangement. The only advantage of a parallel camera arrangement over 
a convergent array is that fewer resources (memory) are required for 
pre-processing (see Sec. 5.1, the vertical transformation maps contains 
smaller values). In FPGA based systems, this is a very important point, 
since technical limitations (BRAM) are often a limiting factor. Eq. (1) 
describes the calculation of the angle resolution Δα, which depends on 
the pixel width of the sensor wpixel and the focal length f. Eq. (2) shows 
the horizontal field of view FOVh with sensor width wsensor. 

Δα = arctan(
wpixel

f
) (1)  

FOVh = 2⋅arctan(
wsensor

2⋅f
) (2)  

4.2. Derivation of longitudinal and lateral resolution 

Eq. (4) describes the max. longitidinal resolution Δzlongitudinal, which 
is determined by three triangles ΔHBPHA, ΔHBNHA and ΔHBP′HA. Fig. 2 
shows their geometric relationship. Eq. (3) describes the triangles 
ΔHBPHA, ΔHBNHA and ΔHBP′HA mathematically. Angle resolution Δα of 
Eq. (1) and α of Eq. (3) are inserted into Eq. (4). 

ΔHBNHA : tan(α) =
2⋅Zi

b
→α = arctan

(
2⋅Zi

b

)

ΔHBPHA : tan
(

α −
Δα
2

)
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2⋅ZP

b
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(
α −

Δα
2

)
⋅
b
2

ΔHBP′ HA : tan
(

α +
Δα
2

)
=

2⋅ZP′

b
→ZP′ = tan

(
α +

Δα
2

)
⋅
b
2

(3)  

Δzlongitudinal =
[
tan

(
α +

Δα
2

)
− tan

(
α −

Δα
2

) ]
⋅
b
2

(4) 

Eq. (5) describes the physical maximal lateral resolution Δxlateral. 

Δα = arctan
(

Δxlateral

Zi

)

→ Δxlateral = Zi⋅tan(Δα) (5) 

Fig. 3 shows the physical max. lateral resolution Δxlateral (bottom) 
and longitudinal resolution Δzlongitudinal depending on the baseline b of 
the two cameras (top). The following system parameters at parallel 
camera arrangement were chosen: Focal length f = 9 mm and sensor 
pixel width wpixel = 4.5 μm (EV76C570, 1600 × 1200 pixels). If the 
baseline b increases, the Δxlateral decreases (see Fig. 3, top). However, 
the baseline cannot be chosen arbitrarily large, since the overlapping 
measurement volume of the two cameras decreases as the baseline in
creases. As a result, the stereo field of view would decrease. 

4.3. Derivation of the depth error 

Using stereo matching algorithms, disparity d in horizontal direction 
can be calculated from undistorted and rectified image pairs with 
overlapping areas. The disparity d and its measurement uncertainty 
Δd is determined by the used stereo matching algorithm and partly by 
the image resolution. Eq. (7) describes the disparity du,v on reference 
image position u, v. 

ul = f ⋅
Xx,y

Zx,y
ur = f ⋅

Xx,y − b
Zx,y

(6)  

du,v = ul − ur = f ⋅
Xx,y − Xx,y + b

Zx,y
=

f ⋅b
Zx,y

(7) 

Uncertainties in the determination of disparity values lead to depth 

Fig. 2. Passive stereo system S1 with camera A camA and B camB in top view (left) with sensor width wsensor, pixel width of the sensor wpixel, baseline b, focal length f, 
angle resolution Δα, principle points HA and HB, object distance to the camera Zi and horizontal angle of view ΔA and ΔB. Max. longitudinal resolution Δzlongitudinal =

ZP′ − ZP and lateral resolution Δxlateral (right) with object distance to the camera Zi. 
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errors ΔZ [17]. Eqs. (8) and (9) describe the estimated depth Ẑ and the 
actual depth Z with estimated d̂ and the actual disparity d values. Eq. (9) 
shows the relationship between the uncertainty Δd (see Eq. (10)) in 
determining a disparity value and the depth error ΔZ. 

Z =
b⋅f
d

Ẑ =
b⋅f
d̂

(8)  

ΔZ = |Ẑ − Z| = |
b⋅f ⋅(d − d̂)

d̂⋅d
| =

Ẑ
d̂

Δd − 1
(9) 

For large disparities, an approximation (see Eq. (10)) is assumed. Eq. 
(11) describes the approximation of the depth error ΔZ (in mm). For the 
calculation of the depth error one can assume that Δd is at least 0.5 px. 
However, it is better to choose Δd more generously. Fig. 4 shows the 
depth error ΔZ (in mm) with varying distance of the measuring point Z 
(in m) to the stereo system with varying disparity errors Δd (in px) and 
fixed base distance b = 0.12 m, pixel width of the sensor wpixel = 4.5 μm 
and focal length f = 9 mm. As the distance to the stereo system Z in
creases, the depth error ΔZ increases. 

d̂⋅d ≈ d2, ​ b⋅f
d

= Z, ​ d − d̂ = Δd (10)  

ΔZ ≈
b⋅f
d2 ⋅Δd =

Z2
x,y

b⋅f
⋅Δd (11)  

5. Methodology - traceability and calculation of a coherent 3D 
point cloud 

Multi-view stereo (MVS) systems consist of four FPGA-based passive 
stereo modules (S1, S2, S3, S4) (see Fig. 1). The partial 3D volumes 
acquired by the stereoscopic systems are merged into a coherent 3D 
point cloud (see Sec. 5.4). Thus, for example, a larger measuring range 
can be recorded. To transfer the measuring points into the global 
reference coordinate system, the system must be calibrated with a 
traceable standard. For our system we use two planar calibration targets 
with asymmetric circles and with ChArUco markers (see Fig. 5). In Sec. 
5.1, the necessary initial steps are explained. These must be carried out 
again each time the measuring arrangement or the environmental pa
rameters are changed. 

5.1. Calibration process and traceability 

Fig. 5 shows the two-step calibration process of each stereo module 
Sn for n ∈ N[1, 4] (left) and the registration process of the MVS system 
(right) for a measurement setup in a row. The two-step calibration 
process can be done separately or in one step, whereby the two-step 
method provides more accurate results. After the calibration [18] of 
each stereo module Sn, intrinsic and extrinsic parameters are available 
for each system. With this information, a depth map can be calculated 
for each steroscopic system in the subsequent measurement process 
(Sec. 5.2 and 5.3). Fig. 6 shows the initial calibration process for a stereo 
module Sn using Zhang’s [20] method. In the first step, images are ac
quired which show the traceable standard in different positions in the 
respective measuring field. Using the acquired image pairs, the intrinsic 
and extrinsic parameters are calculated. We used the following OpenCV 
functions [19] to calculate the intrinsic and extrinsic parameters:  

● findCirclesGrid(): Determination of the image points of the 
circle grid (see Fig. 6, mid)  

● calibrateCamera(): Using for estimate the intrinsic parameters 
for each camera (see Fig. 5, left-top; Fig. 6, mid). 

● stereoCalibrate(): Using for stereo camera calibration to esti
mate the extrinsisc parameters of each stereo camera system (see 
Fig. 5, left-bottom). 

To speed up the calculation of the correspondence point search 
during the measurement process (see Sec. 5.2), the image pairs are 
rectified. For this purpose, undistorted and rectified transformation 
maps are calculated. Two maps are calculated per camera. The maps 

Fig. 3. Maximal longitudinal ΔZlongitudinal (top; Eg. (4)) and lateral Δxlateral 
(bottom; Eg. (5)) resolution at parallel camera arrangement, focal length f = 9 
mm and sensor pixel width of wpixel = 4.5 μm. 

Fig. 4. Approximation of depth error ΔZ (in mm) with varying distance of the 
measuring point Z (in m) to the stereo system with varying disparity errors 
Δd (in px). See Eq. (11) at parallel camera arrangement, focal length f = 9 mm 
and sensor pixel width of wpixel = 4.5 μm. 
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contain for each pixel (u, v) in the (corrected and rectified) target image 
the corresponding (horizontal or vertical) coordinates in the source 
image (raw image). We used the following OpenCV functions [19] to 
create these maps:  

● stereoRectify(): Calculation of the rotation RA_Sn , RB_Sn and 
projection matrices PA_Sn , PB_Sn for stereo pairs and the 4 × 4 
reprojection matrix Q (necessary for 3D reconstruction).  

● initUndistortRectifyMap(): Generation of transformation 
maps using the parameters calculated by previously described 
function. Two maps (horizontal and vertical pixel position) for each 
camera containing the floating point pixel positions in the raw im
ages (see Fig. 6, right) 

If an FPGA is used as the computational unit, compress the trans
formation matrix for each camera to increase data throughout. The 
compressed transformation matrices are stored on the respective secure 
digital (SD) memory card of the FPGA peripheral board (see Sec. 6). 

The registration process (Fig. 5, right) is to estimate the rotation 
R12∕∕13∕∕14 and translation matrices T12∕∕13∕∕14 between the cameras camA 
of each stereo module Sn so that the partial volumes of each Sn can be 
merged into one (see Sec. 5.4). Due to the measurement arrangement in 
a row, we need a larger target with unique markers that can be seen in 
several cameras camA at the same time. We use a planar ChArUco 
pattern of the size DIN A4. This can be seen, for example, simultaneously 
in the camera camA images of stereo module [S1, S2, S3] or in [S3, S4] 
(see Fig. 5, right-top). For a measurement arrangement with different 
viewing directions and a common global measurement volume, a three- 

Fig. 5. (left) Calibration process and (right) registration process. (left) Two-step calibration process of each stereo module (S1, S2, S3, S4). (left-top) Separate camera 
calibration of each camA and camB - to estimate intrinsic parameters of each individual camera; (left-bottom) Stereo calibration of each stereo module - to estimate 
extrinsic parameters; (right) Initial steps for multi-view stereo registration process using a target with unique markers - to estimate extrinsic parameters (rotation 
R12∕∕13∕∕14 and translation T12∕∕13∕∕14 matrices) of each camA-camA stereo pair. (right-top) At the same time, ChArUco pattern is visible in the camera A camA of stereo 
module [S1, S2, S3] or in [S3, S4]. (right-bottom) Depending on the arrangement of the stereo modules (S1, S2, S3, S4), a planar target (partly overlapping view of the 
stereo modules) or a 3D cube with ArUco marker (global overlapping view) must be used. 

Fig. 6. Pre-processing steps for a stereoscopic system S1. (left) Capturing images of calibration pattern (circular grid, ChArUco or ArUco cube). (mid) Calculation of 
intrinsic and extrinsic parameters [18,19]. (right) Calculation of rotation matrices RA_S1 and RB_S2 (undistorted and rectified coordinate system), the reprojection 
matrix Q as well as undistorted and rectified transformation maps. 
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dimensional target (e.g. ArUco cube) can be used instead of a planar 
target. The advantage of a three-dimensional target is that all left 
cameras can capture the target at the same time. 

5.2. Pre-processing and stereo matching 

Fig. 7 shows the image processing chain of a stereo camera system, 
which is calculated on the FPGA. The main steps are the lens distortion 
correction with rectification and the stereo matching. With the undis
tortion and rectification transformation maps, a reverse transformation 
can be performed, whereby the raw image pairs are corrected from the 
lens distortion and are also rectified in one step. The rectification is 
necessary because it reduces the computational effort of the subsequent 
stereo matching (1D correspondence point search). Since both images 
have line-corresponding content in the overlapping region (i.e. hori
zontal epipolar lines on both images with the same y-coordinate), the 
complexity of the correspondence point search is reduced [14,19]. We 
use the well-known Semi-Global Matching (SGM) algorithm by Hirsch
müller [10] for calculated a dense disparity map. The method offers a 
very good compromise between runtime and accuracy. Especially at 
object boundaries and fine structures [21]. 

After stereo matching, the left image (texture) and the disparity map 
(geometry) are merged and output via HDMI. This is necessary so that 
texture and geometry information are transferred to the subsequent 
processing unit. 

5.3. Calculation of 3D point cloud 

Equations (13) and (12) describe the calculation of a 3D point on 
image position x, y based on the disparity map dx,y and the reprojection 
matrix Q, which contains the focal length f in px and the principal point 
(cx, cy) in px [17]. To get the disparity vales from such fixed-point rep
resentation, each element must be divided by 16. 

ZX,Y =
b⋅f
dx,y

(12)  

X = (x − cx)⋅
ZX,Y

f
, Y = (y − cy)⋅

ZX,Y

f
(13)  

5.4. Coherent 3D point cloud 

This section describes the registration of the four 3D point clouds 

using unique target markers. To obtain a coherent 3D point cloud, the 
extrinsic parameters of the partial 3D point clouds must be determined. 
A traceable normal is used to determine the positions and orientation of 
each left camera. Depending on the measuring arrangement, a different 
traceable normal is required [22–25]. Regardless of which traceable 
normal is used, it must have uniquely definable points. Three to four 
unique points on the normal are registered simultaneously by all ste
reoscopic systems. The corresponding points determine rotation and 
transformation matrices, allowing the merging of 3D surfaces [26]. 

Due to our horizontally aligned stereoscopic systems with low 
overlapping areas (Fig. 5, right), we use a planar ChArUco (chessboard 
with ArUco) pattern in DIN A0 size. The ArUco markers on the target 
have uniquely definable points (rotation invariant marker). Depending 
on the measurement setup, the calibration target is not acquired by all 
stereo modules Sn at the same time. In this case, the calibration target 
must be acquired in several positions. At least two stereoscopic systems 
must be able to detect the normal simultaneously. E.g. in Fig. 5 (right) 
two positions are required – target is visible in the camera camA of stereo 
module [S1, S2, S3] or in [S3, S4]. 

Eq. (14)/(15)/(16) shows the 3D point transformation from the 
stereo camera coordinate system S2/S3/S4 into the global reference 
coordinate system S1 (see Fig. 8). Sec. 5.1 describes the rotation R and 
translation T12∕∕13∕∕14 matrices. 
⎛

⎝
X21
Y21
Z21

⎞

⎠ = RA_S1⋅

⎛

⎝R−1
12 ⋅R−1

A_S2⋅

⎛

⎝
XS2
YS2
ZS2

⎞

⎠ − T12

⎞

⎠ (14)  

⎛

⎝
X31
Y31
Z31

⎞

⎠ = RA_S1⋅

⎛

⎝R−1
13 ⋅R−1

A_S3⋅

⎛

⎝
XS3
YS3
ZS3

⎞

⎠ − T13

⎞

⎠ (15)  

⎛

⎝
X41
Y41
Z41

⎞

⎠ = RA_S1⋅

⎛

⎝R−1
14 ⋅R−1

A_S4⋅

⎛

⎝
XS4
YS4
ZS4

⎞

⎠ − T14

⎞

⎠ (16)  

6. Modular multi-view stereo system 

Our multi-view stereo (MVS) system consists of four FPGA-based 
passive stereoscopic modules (Xilinx Zynq-7000 7020 SoC) and a 
downstream computing unit (Zynq UltraScale ZU9EG SoC). Pre- 
processing and stereo matching (see Sec. 5.2) are outsourced to the 
stereoscopic systems [12]. This enables data reduction close to the 

Fig. 7. Image processing chain of a stereo module Sn. First, the images are undistorted and rectified in one step. Here, a generic geometric transformation with 
bilinear interpolation of the neighbouring pixels G0, G1, G2 and G3 is applied to the images. The source image is transformed using the undistortion and rectification 
transformation maps mapx and mapy. Correspondence points are now searched for in the generated destination images desA and desB. The purple marked area in
dicates the search area on the red line ym. The disparity map is obtained by subtracting the x-position of the point in the left image desA(x1, y) and that of the right 
image desB(x2, y). As a stereo matching algorithm, we use the Semi-Global Matching algorithm by Hirschmüller [10]. The output is a dense disparity map d(x, y) (in 
px). This can be reprojected into the 3D space with the reprojection matrix Q. The depth map (in m) is shown at the bottom right. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the Web version of this article.) 
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sensor. Fig. 9 shows a schematic diagram of one stereo module Sn. The 
output of each stereoscopic system is a composite image consisting of the 
left stereo image and the corresponding calculated disparity map (8 bit 
and 4 bit subpixel). Relevant calibration values (baseline b, focal length 
f, and principle point cx, cy) of the reprojection matrix Q (see Fig. 6) are 
stored in the first pixels of the left image. Thus, the stored image con
tains all values to calculate a depth map. The output image is delivered 
synchronously via HDMI to the downstream processing unit (Zynq 
UltraScale). The concept of this unit is described by Hänsel et al. in 
Ref. [27]. Another downstream computing (image processor) unit pulls 
in the merged output image and generates depth maps and a coherent 
3D point cloud (see Sec. 5.4). 

The modularity of the MVS system allows a versatile use of the 
measuring system. The cameras camA and camB of each stereo module Sn 
are arranged in parallel with a fixed baseline of b = 0.120 m. Compared 
to a convergent camera arrangement, a parallel arrangement requires a 
fewer memory (smaller ring buffer) because the relative position values 
in the vertical direction in the transformation maps are smaller (Sec. 5.1 
and 5.2). 

7. Capabilities and limitation of the system by an application 
example with optical non-cooperative surface 

Some objects have challenging surfaces that are difficult or impos
sible to detect with a passive stereo system. These include, for example, 
objects with a texture-poor surface (metal), optically non-cooperative 
surfaces such as asphalt (highly absorbent surface) or glass. 

The capabilities and limitations of the presented system are 
demonstrated by an application example. For this we want to capture 
the surface of a piece of asphalt, which is optically non-cooperative. The 
asphalt surface is very rough (micro- and macrotexture), whereby the 
ambient light is reflected and absorbed differently. In addition, 

backscattering increases massively when the asphalt is wet. Fig. 10 
shows the measurement object, a piece of asphalt with naturally formed 
fissures as well as artificially added holes. The measurement object was 
aligned horizontally to the measurement system. 

Fig. 11 shows the left image (only ambient light) with superimposed 
mask, based on depth values Z(x, y). The depth values in the yellow- 
marked area correspond to the plane distance Zplane. The created 
colour mask consists maximum of four colours: Lying in plane distance 
(yellow), above (cyan) and below the plane distance (red), as well as 
invalid pixel (white). Measurement points that fall below ( < Zplane) or 
exceed ( > Zplane) this distance value are marked based on the size of the 
connected area, conclusions can be drawn about the surface. For 
example, fissures can be recognized on smaller red contiguous pixels, 
surrounded by yellow pixels. Interesting areas can be examined in more 
detail afterwards, for example by analysing the normalized depth values 
along a line. 

Due to the high absorption of the asphalt, the system was extended 
with constant lighting. Depending on the sensitivity of the camera 

Fig. 8. Registration of four 3D point clouds into the reference coordinate system. Eqs. (14)–(16) describe mathematically the transformation of a 3D point from the 
respective stereo coordinate system to the reference coordinate system (left camera of stereo system S1). 

Fig. 9. Hardware board of FPGA-based stereoscopic system Trenz TE0720 with Zynq processing system (PS), programmable logic (PL) and shared memory. Syn
chronous image acquisition, pre-processing (lens distortion correction and rectification by transformation maps, see Fig. 7), stereo matching (using Semi-Global 
Matching), merging of left image (texture) and disparity map (geometry), merged images as output. The first pixels of the left image contain calibrating parame
ters (principle point, focal length and baseline). Disparity map contains subpixel values. 

Fig. 10. Application example: Piece of asphalt with holes and naturally 
formed fissures. 
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sensor, a preliminary investigation was carried out to determine in 
which wavelength range the asphalt is still optically cooperative. This 
preliminary investigation has shown that high-power LEDs in the red to 
infrared wavelength range (625 nm, 660 nm, 730 nm and 850 nm) are 
suitable for detecting bigger fissures in asphalt. The preliminary in
vestigations were carried out in the laboratory with one stereo module 
Sn. Fig. 12 shows the measurement setup. The main emission directions 
of the LEDs are orthogonal to the measuring surface. The measured 
object was recorded in dry, damp as in wet condition. Fig. 13 shows a 
depth values along the line y = 254 px (see Fig. 11, green line), that lies 
across a crack in the surface. The piece of asphalt is not a standard unit 
for height. The cracks are therefore determined with a measuring probe 
(ZEISS Jena ABBE P01 length measuring device 100/0.001 mm). In 
contrast to the diffuse ambient light, the detection of the fissure depth is 
better with the directional LEDs orthogonal to the surface. With the 
presented system it is not possible to measure correct depth values of 
damp or wet (water film) asphalt. The water film on the asphalt surface 
acts as an additional boundary layer. 

The undamaged asphalt surface reflects enough light to measure 
depth values. However, deep cracks in the asphalt in particular absorb 
the light, which means that no correct depth values can be measured. 
However, the area of the cracks on the surface can be detected because 
the measuring points at these areas deviate from the plane distance 
( < Zplane). Wet asphalt, is visually non-cooperative despite illumination 
(when viewed orthogonally). 

8. Conclusions and future work 

8.1. Real-time sensor-closed multi-view stereo system 

We have shown an real-time FPGA-based multi-view stereo (MVS) 
system (Fig. 1) with flexible measurement arrangement and partial 
overlapping field of view (FOV). With this system, objects or scenes can 
be captured in 3D with texture by combining a multiple view with eight 
cameras. Our MVS system produces coherent point clouds with a 
maximum number of 7 37 280 points per frame using Semi-Global 
Matching algorithm (by Hirschmüller [10]) at a disparity range of 
256 px, an image resolution of 640 px × 460 px and with aggregated 
costs over 4 directions. The merged point cloud is recorded and stored at 
24 fps at 12 bit depth resolution. 

This system consists of four parallel stereo modules Sn (using Xilinx- 
Zynq-7000 7020 SoC system), which supply disparity maps (8 bit and 
4 bit subpixel) synchronously to a downstream processing unit (Zynq 
Ultrascale) via HDMI. The disparity maps are calculated to depth maps 
and a coherent 3D point cloud on a image processor unit below. The 
advantages of the system are the modularity and the low power con
sumption (about 6 W) of the stereo modules. To reduce the data rate and 
data volume, each stereo module transmits only the left image and the 
disparity map (with relevant calibration parameters). This is achieved 
by outsourcing calculation steps to the FPGA close to the camera sensor. 
Due to the use of HDMI interface, greater distances between the stereo 
systems are possible. Due to the modular 3D measurement system, the 
stereo system arrangements can easily be adapted to a corresponding 
application. In contrast to active MVS systems (pattern projection pro 
stereo system, see Sec. 2), the measurement arrangement of our system 
can be flexibly selected depending on the application. This is because a 
combination of two or more active stereo systems generates an overlay 
of different patterns (each system has its own pattern), which leads to 
problems in assigning correspondence points in the image pairs. 
Depending on the application, the measuring arrangement of the stereo 
modules (S1, S2, S3, S4) can be flexibly adapted. A measuring 
arrangement in a row is suitable, for example, for recording a larger 
measuring volume (e.g. assembly process in a production hall). A 
measuring arrangement with different viewing directions is useful if an 
object has to be captured holistically. The utilisation of the FPGA fabric 
depends on image resolution, camera alignment, disparity range, 
matching cost function and cost aggregation. To minimise core calcu
lation time, calculation clock, base clock, and grad of parallelization 
were optimised within their respective limits. With a parallelization 

Fig. 11. Left image with superimposed colour mask. (Large and small) 
coherent areas, e.g. smaller coherent areas correspond to holes or fissure. 
Fig. 13 shows depth values along the marked green line. The measuring line 
runs orthogonal to a slit. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the Web version of this article.) 

Fig. 12. Sketch of the measuring arrangement. Zplane is the distance from the 
stereo module S1 to the asphalt surface plane. Measurement points Z(y, x) that 
fall below ( < Zplane) or exceed this distance ( > Zplane) are marked. 

Fig. 13. Normalized depth points (mm) along the image line y = 254 (see 
Fig. 11) with distance Zplane. Measurement curves at dry as well as damp asphalt 
surfaces with different illumination. Position of the crack at 154 mm. Actual 
crack depth: 6.320 mm (measuring probe). 
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factor of 32, the FPGA logic is almost 80 % utilised. With a more 
powerful closely FPGA/ARM SoC, the computing time can be increased 
[12]. The performance of FPGA-based stereo systems ([1,11,13]) is only 
comparable to a limited extent due to different hardware and matching 
parameters, which require different amounts of logical resources. 

8.2. Limitations - optically non-cooperative surface 

We have shown on an optically non-cooperative surface (asphalt) 
that it is useful to extend the system with an additional constant illu
mination unit (high-power LEDs with different wavelengths) to make 
the surface more visually cooperative (Fig. 13). However, the presented 
system reaches its limits for some surfaces, such as damp asphalt. Based 
on the size of the contiguous area at a certain depth, conclusions can be 
drawn about cracks or shallow depressions. However, due to the re
flections of the light, the depth of deep fissures cannot be correctly 
detected in either dry or damp conditions. Tactile measurement methods 
also reach their limits in the case of deep cracks. Passive stereo systems 
are not suitable for detecting the surface of wet asphalt. For qualitative 
evaluation, the surface of the measured object was determined with a 
tactile measuring device. 

In many applications, e.g. manufacturing processes, there are visu
ally non-cooperative objects (e.g. non or repetitive textures). Traditional 
(not AI-based) stereo matching algorithms have their limitations in 3D 
detection of texture-poor or optically non-cooperative surfaces [16]. 
Some surfaces can be made more visually cooperative with the addition 
of constant illumination (one or more wavelengths). Others (e.g. glass or 
wet asphalt) are simply not three-dimensionally detectable with a pas
sive stereo system. To overcome the limitations of conventional corre
spondence point analysis, among others, many different efficient stereo 
matching algorithms based on deep learning have been developed 
recently [15,16]. However, data-driven methods require a large amount 
of training data (with disparity ground truth). The creation of this is very 
expensive and time-consuming. Moreover, this system would be strongly 
limited to the trained use case, conditioned by the training data set resp. 
pre-trained model. 
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