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Abstract

The diffraction limit does not permit us to reveal information from di-
mensions smaller than roughly one-half of the wavelength. Hence, it was
traditionally impossible to optically interact selectively with nanoscale fea-
tures. However, with the increasing trend towards nanoscience and nanotech-
nology, nano-optics science emerged. A central goal of nano-optics is to ex-
tend optical techniques to length scales beyond the diffraction limit. In recent
years, several new approaches have been developed to overcome this limita-
tion. Tip-enhanced near-field microscopy techniques, such as TERS and PiFM,
are among the innovations built around an AFM system. In this work, first,
an algorithm for batch processing of the measured AFM data is introduced
and utilized to analyze the height distribution of the inactivated SARS-CoV-2
samples. In the next chapter, plasmonic probes, as the crucial components
of any near-field optical microscopy techniques, are modeled and investigated.
Here, complex and realistic particle shapes are used to analyze particle-based
probes’ near- and far-field behavior. It has been shown that only the front-
most particle is decisive for the near-field signal. On the other hand, the rest
of nanoparticles enhance the scattering intensity. Apart from the optical re-
sponses, the mechanical properties of tips are also modeled because higher
harmonics of the tip’s oscillations are the foundation of new patents such as
torsional force microscopy and photo-induced force microscopy (PiFM). In the
last chapter, the PiFM is introduced and employed in various applications, i.e.,
plasmonic probe’s quality, field mapping, and optical response of the plasmonic
NPs.
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1. Introduction

The analysis of optically induced processes in nanostructures and single
molecules can disclose extensive information about the physical and chemical
phenomena, including chemical component identification, molecule conforma-
tional changes, and the kinetics of vibrational and electronic transitions. How-
ever, the diffraction limit (Rayleigh criterion [1] or Abbe limit [2]) restricts the
analysis of these processes using conventional optical detection. In this case,
the highest achievable spatial resolution can be defined as ≈ λ

NA
, where NA is

the numerical aperture of the collecting optics, and λ is the illumination wave-
length. Hence, the feasible resolution is limited if one examines a nanoscale
entity with a conventional light microscope (far-field). Yet, the information
about the individual nanoscopic object is only available in the optical near-
field region, the region size smaller than the wavelength of the light used for
observation. It has been clarified that in the presence of inhomogeneity in
space this resolution limit is no longer strictly valid but, in principle, infinite
confinement of light becomes, is possible [3–6].

Near-field optical microscopy is a method to boost spatial resolution with-
out relying on prior information from the sample. Similar to atomic force
microscopy (AFM), it delivers complementary details about the surface topol-
ogy while imaging features near a specimen’s surface. The correlation between
the source (or detector) and the sample to be imaged is a challenging task in
near-field optical microscopy. This issue does not exist in standard light mi-
croscopy because the light source (e.g., the laser) is unaffected by the sample
properties. Synge proposed near-field optical microscopy for the first time in
1928 [5]. He presented an instrument that is remarkably close to the current
scanning near-field optical microscopy implementations: a tiny aperture in a
transparent slab irradiated from one side is positioned near a sample surface,
resulting in an illuminating spot that is not determined by the diffraction limit.
A microscope collects the transmitted light, and its intensity is measured with
a photoelectric cell. The aperture is moved in small steps across the surface
to establish an image of the sample. Here the aperture size determines the
resolution of such an image and not the wavelength of the incident light, as
Synge correctly stated. Later, without knowing about Synge’s brilliant notion,
O’Keefe presented a similar setup in 1956 [7]. In 1972 also unaware of Synge’s
paper, Ash and Nichols accomplished the first experimental realization in the
microwave region [8]. Ash and Nichols produced sub-wavelength imaging with
a resolution of λ

60
using a 1.5 mm aperture lit illuminated with 10-cm waves.

The emergence of scanning probe microscopy in the early 1980s [9] enabled
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highly precise distance adjustment between probe and sample, paving the way
for Synge’s notion to be achieved at optical frequencies. In 1984, Massey pro-
posed [10] using piezoelectric position control to accurately position tiny lit
radiated at optical frequencies. Shortly after, the challenge of subwavelength-
sized aperture production was solved by Pohl, Denk, and Lanz at the IBM
Rüschlikon Research Laboratory. They managed to ”pound” a metal-coated
pointed quartz tip against the sample surface until some light leakage through
the frontmost part could be detected, and in 1984, the IBM group presented
the first subwavelength images at optical frequencies [11]. An almost simulta-
neous yet independent development was done by Lewis et al. [12]. Subsequently
Betzig et al, [3, 4, 13] systematically advanced and extended the technique to
various applications. They showed subwavelength magnetic data storage and
detection of single fluorescent molecules. Later on, the photon scanning tun-
neling microscope [14]; the near-field reflection microscope [15]; microscopes
using luminescent centers as light-emitting sources [16]; microscopes based on
local plasmon interaction; microscopes based on local light scattering [17, 18];
and microscopes relying on the field enhancement effect near sharply pointed
metal tips were proposed over the years [19, 20]. These methods create a re-
stricted photon flux between the probe and the sample. However, the confined
light flux is not the only restriction limiting the feasible resolution. The photon
flux must have a minimum intensity to be observable. These two requirements
are rather incompatible. Thus, a balance between light confinement and light
throughput must be met.

Similar to AFM, in a near-field optical microscope, a nanoscale optical
probe is raster scanned across a surface, which is now termed scanning near-
field optical microscopy (SNOM) [21,22]. In SNOM, there are various possible
experimental realizations to create optical near-field at the sample or the tip
apex. Different configurations can be denoted depending on how the near-field
is measured. In this work, we merely focus on optical microscopy with a near-
field excitation source, commonly referred to as the ”tip” or ”probe”, i.e., a
source with evanescent field components. This near-field is localized to the
surface of the material, and depending on the material properties, the near-
field intensity can be enhanced over the intensity of the irradiating light. The
excitation field induces a dipole in the tip, which induces an image dipole in
the sample [6]. The signal observed in the far-field is the light scattered by the
effective dipole emerging from the combination of tip and sample dipoles [23].
Scattering-type scanning near-field optical microscopy (s-SNOM) [24] and tip-
enhanced Raman scattering (TERS) [19,20,25,26] are new techniques operat-
ing on the same principles. The highly localized information from the target
sample is blended into the background signal. In these techniques, as long as
the tip, the near-field excitation source, is approached to the target, the local-
ized information will be pronounced and well-separated from the background in
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the far-field. There are other techniques to assist in distinguishing near- from
far-field information. To discriminate the near-field signal generated at the
tip apex against the background signal associated with the diffraction-limited
external irradiation, modulation techniques are furthermore practical. In some
methods, the external radiation is modulated, and the optical-induced signal is
detected at the same modulation frequency or higher harmonics using lock-in
amplifiers. Photo-induced force microscopy (PiFM) is a novel technique based
on the modulation principle [27–34]. By modulating the irradiated laser, the
PiFM characterizes the optical field distribution by measuring the near-field
photo-induced phenomena. i.e., the photo-induced dipole-dipole interaction
force, which is highly localized and decays fast as the tip and sample distance
increases. As a result, nonlocal background noise is effectively removed. Hence
in PiFM, both the illumination and detection of the optical responses are in
the near-field. In this mode, spectroscopic information can be gained by tuning
the frequency of the excitation laser.

AFM is a powerful characterization tool and the fundamental of the near-
field optics experiments used in this work. In the next chapter, after a brief
overview of the working principles of the AFM, the processing of batches of
the measured AFM data in a fast way is introduced. Then the presented
algorithm is applied to inactivated SARS-CoV-2 samples to study their height
distribution. The acquired results are in excellent agreement with measured
fluorescence experiments. The third chapter focuses on modeling the probes
commonly used in near-field optics. After introducing the theory behind the
modeling and the FEM method, silver-coated probes are modeled in Comsol
multiphysics in their ”realistic” geometry. Optical properties such as near- and
far-field responses followed by mechanical properties of the tip are investigated.
PiFM as a new advanced SNOM technique is the subject of the study in
the last chapter. It starts with an introduction of PiFM, the theory of side-
band coupling, the theoretical investigation of optical forces, and then the
application of PiFM. More specifically optical response of gold nanoparticles
is mapped using regular AFM tips (silicon tips), which fits with the results
from chapter 3.

3



2. AFM Data Analysis: Batch Pro-
cessing

Shortly after the invention of the AFM [35], it was realized that these in-
struments are capable of measuring far more than surface topography. The
Atomic Force Microscope (AFM) is a part of the family of scanning probe
microscopes, including the scanning tunneling microscope (STM) [10, 36] and
the scanning near field optical microscope (SNOM) [21]. Employing these mi-
croscopes, surface topography can be measured by raster scanning of a sharp
probe across a surface and monitoring its motion. An STM operates by scan-
ning the current flow between a probe and the surface. In the AFM, the force
between a probe and the surface is mapped. Lastly, in the SNOM, the optical
properties of a sample’s surface are monitored. The only requirement is that
a system should be modified and developed according to the desired setup.

2.1. Principles of the AFM

The force between a nanoscopic tip and the surface is generally measured
with a force sensor in the microscope. The force sensor in an AFM is usually
constructed from a gentle lever shown in Figure 2.1. In the lever, the output
from an near-infrared (NIR) laser is focused on the backside of a cantilever and
then reflected into a photo-detector with two or four blocks. The output of
each photo-detector section is compared in a differential amplifier. When the
tip at the end of the cantilever interacts with the surface, the cantilever bends,
and the path of the NIR laser changes causing the amount of light in the two
(or four) photo-detector sections to change. Thus the electronic output of the
lever force sensor is proportional to the force between the probe and sample.
The output of the force sensor is then sent to a feedback controller that drives
a z motion generator. The feedback controller uses the force sensor output to
maintain a fixed force (corresponds to the set point voltage) between the probe
and the sample. Set-point voltage goes into the differential amplifier and is
compared with the force sensor output voltage generating an error signal. The
set point voltage controls the “relative” force. The x-y motion generator is
responsible for moving the probe over the surface in the x and y axes (or the
x-y piezo stage moves the sample while the tip is fixed). Finally, the motion
of the probe is monitored and used to create an image of the surface.
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Figure 2.1: Basic block diagram of an AFM. The feedback loop works by
measuring the deflection of the cantilever that holds the AFM probe. When
the probe interacts with the surface, it causes the cantilever to deflect, and this
deflection is detected by a photodetector. The photodetector sends a signal
to the feedback controller, which adjusts the position of the AFM probe in
response to the deflection of the cantilever.

2.1.1. AFM and plasmonic probes

Figure 2.2 (I ) illustrates the detailed geometry of a commercial AFM probe
(Tap190Al-G from Budget Sensors [37]). Figure 2.2 (II ) and (III ) show SEM
images of the aforementioned tip with different magnifications. These com-
mercially available cantilevers are used and directly coated with silver or gold
before any SNOM experiments (here the PiFM or TERS). Silver or gold are
thermally evaporated in vacuum [38–44] or sputtered [45–48]. The evapora-
tion process generally produces tips covered with silver island films [38] (see
Figure 2.2 (IV ) and (V )), whereas sputtering yields smoother films. After
the sputtering or evaporation process, further sharpening the probe with a
focused-ion beam (FIB) is possible [48]. Investigation of the optical proper-
ties of plasmonic tips (i.e., Figure 2.2 (IV ) and (V )) requires very accurate
modeling (more details in section 3.2.4).

Regardless of the type of the tip, its cantilever can twist or bend as it is
scanned across a surface. Based on the applied resonance frequency of the
cantilever, it can bend horizontally, vertically or twist torsionally (see Figure
2.3). So to benefit from different cantilever oscillations, based on the physical
dimensions of the cantilever, the resonance frequencies must be calculated
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Figure 2.2: (I ) Detailed geometry of a Tap190Al-G probe from Budget Sen-
sors. (II ) and (III ) SEM images from the probe with different magnifications.
(IV ) and (V ) SEM images from silver-evaporated plasmonic probes [37].
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Figure 2.3: The schematic of a cantilever with horizontal bending, torsion
twist, and vertical bending shown in (a), (b), and (c), respectively.

individually (more details in 3.2.5).

Figure 2.4: A force-distance curve representing possible measuring modes of
atomic force microscopy for vertical bending of the cantilever. Contact mode
in the repulsive regime (Φ > 0), non-contact mode in the attractive regime
(Φ < 0), and the intermittent contact mode.

All the AFM measurements in this work were done while the cantilever
was in a vertical-bending mode. In this case, depending on the tip-sample
distance, the system can operate in contact, non-contact, and intermittent
contact mode. Figure 2.4 shows a force-distance curve of a tip as a function of
the tip-sample distance. Due to the Pauli principle (i.e., Coulomb interaction),
the force has a repulsive behavior for small distances. In this range (Φ > 0
and the green region in Figure 2.4), the AFM tip scans the sample in a contact
mode. The tip has attractive behavior for larger distances due to van der Waals
forces or permanent dipole-dipole interactions. In this region, one speaks of
the non-contact mode (Φ < 0 and the blue region in Figure 2.4). In order to
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make the signal-to-noise ratio higher and thus be able to measure weaker forces
with the AFM, the probe is vibrated as it is scanned across a surface. This
mode is called the intermittent-contact mode (the yellow region in Figure 2.4).
The intermittent-contact mode is a unique form of the contact mode in which
the tip is excited to oscillate. In this mode, it is possible to bring the tip close
enough to the surface and simultaneously reduce the contact with the surface.
This allows the examination of sensitive samples, as well as the determination
of strength or adhesion based on the phase change in the signal. All the AFM
measurements in this work were done in intermittent-contact mode.

In this chapter, AFM is used as a reliable characterization tool to unravel
the morphology of SARS-CoV-2 (Severe acute respiratory syndrome coron-
avirus 2) viruses and determine the height distribution of the samples. A series
of pre- and post-processing methods to analyze the AFM data are introduced
to achieve this end.

2.2. Atomic force microscopy: A suitable method

for virus detection

Culture-based virus isolation has been the ’gold standard’ in clinical virol-
ogy, replaced by various antibody and antigen tests and molecular technolo-
gies based on real-time PCR (polymerase chain reaction). The amplification of
viruses from cell culture is a time-consuming procedure that requires a suitable
cell model [49]. For routine virus detection and checking the spread of disease,
the most accessible analytic strategies depend solely on polymerase chain reac-
tion (PCR) or enzyme-linked immunosorbent assay (ELISA). Estimation and
identification of viral DNA or RNA are provided by PCR, whereas ELISA al-
lows viral proteins and antiviral antibodies identification [50]. In addition to
pure biologically oriented analytical techniques, imaging techniques can also
contribute to the pre-classification of viruses [51].

Besides the described biological methods, physical methods are used to
determine viruses’ structure, such as X-ray diffraction and electron microscopy
(EM). X-ray diffraction from single crystals is extraordinary in the resolution of
structural detail moving toward the atomic level. In many cases, closure details
of the capsid architecture become apparent with X-ray crystallography [52].
But it requires that the virus be crystallized. The main advantages of EM
over X-beam diffraction is that the virus does not have to be crystallized. But
it generally requires heavy metal staining or shadowing to increase contrast
and requires complete dehydration, and it often involves fixatives [53]. It is
ineffective when the viruses are pleiomorphic and lack architectural uniformity
[54]. Another technique for virus analysis is atomic force microscopy (AFM).

Since its commercialization, AFM has been a powerful research tool pro-
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viding images of biomolecules with high spatial resolution down to the atomic
scale. One of the main advantages of AFM is that it works non-invasively and
can be used for dynamic and high-resolution imaging of biological specimens in
the dry state and the native environment ranging from single viruses, bacteria,
whole cells, and tissues [50, 55, 56]. It is equally applicable to small icosahe-
dral viruses such as Tomato bushy stunt virus, helical viruses such as tobacco
mosaic virus, and completely irregular, complex viruses like the retroviruses.
Thus it does not require that the virus have a uniform architecture. There is
no size restriction; it has been used to analyze small plant viruses such as to-
bacco mosaic virus, icosahedral viruses such as Paramecium bursaria Chlorella
virus, and mimivirus, the largest virus known [57–59].

SARS-CoV-2 virus is currenly classified as an S3 pathogen [60], hence, a
proper inactivation was crucial before transferring the material to our stan-
dard laboratory. Virus inactivation can be achieved by applying heat, alcohol,
peroxide, radiation, fixatives, or detergents [61–64]. It must be taken into
account that some procedures may alter the structure of viruses, which had
to be avoided when investigating the morphology with an AFM. One of the
most commonly used procedures to inactivate viral samples is a treatment
with paraformaldehyde (PFA, polymeric form of formaldehyde). Formalde-
hyde reacts with amino, thiol, and hydroxyl groups and peptide linkages within
proteins and forms stable methylene bridge cross-links. One of the principal
advantages of cross-linking is preserving the three-dimensional architecture of
the proteins. A very recent study demonstrated that it is also possible to in-
activate SARS-CoV-2 using UV-C irradiation by modifying nucleic acid struc-
ture [65]. A poly-L-lysine coating was used to increase the adsorption of the
virus particles to the substrate. It is known that poly-L-lysine is a positively
charged polymer that absorbs very well with negatively charged glass.

Here PFA inactivated SARS-CoV-2 samples are investigated. All the AFM
measurements are done using the JPK instruments. Hence, AFM data ac-
quired with JPK systems are in JPK file formats, which are challenging to
process. The task gets more challenging when batches of data need to be pro-
cessed. Developing an efficient and fast way to process and analyze sets of
JPK data is the main goal of this chapter.

2.3. Batch Processing

2.3.1. Pre-processing algorithm

Generally, JPK files can only be opened and then processed with com-
mercially available softwares such as Gwyddion [66, 67] and JPKSPM Data
Processing [68]. In the processing steps, some techniques are commonly used
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Figure 2.5: Height channel of the raw AFM images (a), after plane leveling
(b), after normalization to minimum (c) and after background subtraction (d)
and their corresponding line profiles.
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to convert the JPK data to a PNG file so that the data can be presented
anywhere. The data obtained from SPM microscopes are often not leveled
at all (see Figure 2.5 (a)). The microscope directly outputs raw data values
computed from piezoscanner voltage. This way of exporting data enables the
user to choose their method of leveling data. Plane leveling is usually one of
the first functions applied to raw data. During the AFM, line scans might
face a height drift, so an actual plane surface might not be recorded correctly.
For this artifact, the plane is computed from all the image points and is sub-
tracted from the data (see Figure ?? (b)). Since the data range during the
measurements can be different and not necessarily starts from zero, fixing to
zero is the next step in pre-processing procedure. In this step, a constant is
added to all the data to move the minimum to zero (see Figure 2.5 (c)). These
steps should be sufficient to save the data, with the scalebar, in an i.e., PNG
file. It takes more than 30 seconds to open a single JPK file, apply the afore-
mentioned pre-processing, and save it to a PNG file. It takes more time when
more pre-processing, such as background subtraction, is needed. Sometimes
the target sample is placed on the top of an adsorbing layer, and the task is
to obtain the height values of the target sample only. In this case, the height
of the adsorbing layer should be removed from the data (see Figure 2.5 (d)).
Since it takes considerable amount of time for a single file, it would be chal-
lenging to repeat the same procedure for batches of the JPK data. Hence, it
is crucial to have a algorithm that processes the data systematically.

To process batches of the AFM data measured in the JPK file format,
Python programming language is used to develop an algorithm to process
batches of data. All the analysis has been done on MacBook Pro (2016) with
3.3 GHz Dual-Core Intel Core i7 processor, and 16 GB 2133 MHz LPDDR3
memory. Gwyddion software is already installed in the system because Python-
compatible libraries of Gwyydion are used to read the JPK files. These li-
braries, i.e., pygwy, are only consistent with Python2. Hence, all the other
libraries, i.e., Matplotlib, Numpy, OpenCV, etc., used in the scripts should
be compatible with Python2. In the Python script, first the directory of the
Python2 site package should be provided. In the case of our system it is:
/opt/local/Library/Frameworks/Python.framework/V ersions/2.7/lib
/python2.7/site− packages
The next crucial directory that should be pointed to is the pygwy, which in
our case is:
/opt/local/share/gwyddion/pygwy These directories should be changed and
adjusted depending on the operating system.

After properly adjusting those packages, existing JPK files in the directory,
can be loaded iteratively. Each JPK file consists of data and corresponding
metadata (name of the measurement, date, measured channels, etc). So in
each iteration in the script, respective data from the channel, i.e. ”Height”
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can be selected. Now with the developed script, which is available online [69]
the commonly used procedures (shown in Figure 2.5) to read, process, and
save the 340 JPK files took less than 45 seconds.

2.3.2. Post-processing algorithm

Now that JPK files can be processed quickly, further analysis of the files is
also achievable. In the following, two major post-processing applications are
introduced.

In-situ pre-characterization tool

By reading a JPK file, the user can access all the metadata from the
file. So the algorithm can be used for the pre-characterization tool to select
specific targets within the sample. There might be cases where specimens of
different sizes are in the sample, but not all are required for further analysis.
Imagine a case where a sample includes a variety of specimen sizes, here height
distribution, can be seen in the AFM image. However, the user needs further
measurements, i.e., Raman or TERS, on selected targets. Here an algorithm
can be used to help the user. In this case, an AFM image from the sample can
be taken and fed to the algorithm for some pre-processing techniques and be
prepared for further analysis.

Such a pre-processed image is shown in Figure 2.6 (a). The first step is
to set a threshold regarding the maximum height in the image. By doing
this, that specific height plane divides, or masks, the whole sample into two
binary areas: areas with height values higher than the selected threshold are
replaced by 1 and the rest are replaced by zero. In Figure 2.6 (b) and (c), all
the green areas are the selected areas that are substituted by the value of 1.
This technique is called masking. The created maps, including masks, are in
a separate data range (0 and 1). Depending on the selected height threshold,
different masked areas can be selected. As it can be seen from Figure 2.6 (b),
by choosing 0.8 × Heightmax as the input threshold, two big specimens are
distinguishable and well separated. Still, the smaller, and maybe interesting,
targets are not selected. On the other hand, by lowering the threshold (see
Figure 2.6 (c)), these smaller regions are chosen, but those two bigger targets
are now picked as one entity. As the last step, the user can provide a range
of height values of the interesting targets for further measurements. In this
case, extreme values, too small or too big, are neglected (Figure 2.6 (d)). Now
that the targets are properly selected, the computer vision algorithm, OpenCV
library, can be used to find the center of mass coordinates of the selected areas
with respect to the original measured file. Figure 2.7 displays coordinates of
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Figure 2.6: Height channel of pre-processed AFM image (a) and selected
targets based on 0.8 threshold (b) and 0.1 threshold (c) and their corresponding
scheme. Final selected targets based on the extreme height values of the target.
For instance if the height of the selected targets are bigger than ”X” or smaller
than ”Y” (nm)(d).
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Figure 2.7: Representation of using computer vision to process the AFM data
in the in-situ mode. Here the coordinates of the selected targets are shown.

the selected targets within a sample. Now instead of the whole image or a
random selection of the regions, the next experiments can be done around the
specific coordinate.

In a nutshell, the user can take an AFM measurement, run the script
and feed the measured file to the script, provide input thresholds, and then
algorithms used in the script will provide information similar to that shown in
Figure 2.7, which can be used for further measurements.

Batch analysis tool

Figure 2.8: Representation of using computer vision to process the AFM data
in the in-situ mode. Here the coordinates of the selected targets together with
the corresponding heights are shown.

In the previous section, computer vision was used to reveal each masked
region’s center of mass coordinate. By pointing to the coordinates inside the
original pre-processed image (Figure 2.6 (a)), the actual height of the target
can be accessed (see Figure 2.8). This algorithm can be used to display height
distribution statistics from batches of the measured AFM data. In this case, all
the JPK files in the current directory will be read, pre-processed (Figure 2.5),
processed (Figure 2.6), and then the height of the selected maps are stored.
Figure 2.9 shows statistics from the SARS-CoV-2 height distribution of 350
measurements, which are selected in the algorithm explained in the previous
section. 80% and 10% of maximum height,Hmax, values are chosen as the
thresholds for Figure 2.9 (a) and (b), respectively. Entities with the height of
around 30, 60, and 80 nm have more counts in both cases, which agrees with
the other works [70]. On the other hand, entities with height values up to
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Figure 2.9: Height distribution of SARS-CoV-2 virus acquired from 350 mea-
surements (JPK files) for 0.8 of maximum height as threshold (a) and 0.1 of
maximum height as threshold (b) and absolute value of 30 nm as threshold
(c).
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250 nm are also selected. The main reason for the appearance of such objects
could be the aggregation of small particles and the assembly of clusters on top
of each other, so extreme height values appear in the statistics. Consequently,
by choosing a higher value as the threshold, entities with a height lower than
the threshold are not selected. It can be seen clearly by comparing the number
of counts for both plots in Figure 2.9. In order to examine this , same analysis
but with absolute value (here 30 nm) as threshold was performed. 2.9 (c)
shows that by choosing an absolute value as threshold instead of relative values
(percentage of maximum in each image) small size targets hidden in an image
where bigger targets exist, can be accessed. This clearly shows the difference
between two threshold aspects in the image analysis approaches. It should
be mentioned for the later case we intentionally neglected the targets bigger
than 100 nm. The reults are shown in Figure 2.10 as a boxplot. Boxplots are
one of the standardized ways of displaying the distribution of data based on
a five-number summary (minimum, first quartile (Q1), median, third quartile
(Q3), and maximum). The range between Q1 (25th percentile) and Q3 (75th
percentile) is interquartile range (IQR). So the minimum and maximum can
be defined as Q1− 1.5× IQR and Q3 + 1.5× IQR, respectively. Figure 2.10
shows a boxplot with the aforementioned values (middle) and its corresponding
nearly normal distribution and the probability density function (pdf) for a
normal distribution (top). In Figure 2.10 top and middle, it can be seen that
50% of the data are inside the box and the line inside it represnts the median
value of the whole data. 99.3% of the whole data are inside the range from
minimum and maximum. The data outside this range, whose counts are less
than 0.35% of the entire data, are called outliers (the green spheres in Figure
2.10 middle). By presenting the results from Figure 2.9 in a boxplot format
(Figure 2.10 bottom), it can be seen that, for instance, in case of 10% of Hmax

as the threshold, 50% of the viruses have the height between 50 to 80 nm;
and 99.3% of them have the height between 30 to 125 nm. In addition, the
median height value of the viruses are 60-70 nm.
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Figure 2.10: Representation of a hypothetical normal distribution (top) in its
corresponding boxplot format (middle) and the height distribution of SARS-
CoV-2 samples from Figure 2.9 in a box plot format (bottom).

17



3. Modeling the Probes

3.1. Background and the theory

Designing and developing an efficient setup for SNOM-type experiments
requires extensive modeling. This thesis deals with the theoretical considera-
tion of modeling the near-field optics, specifically tip-enhanced Raman spec-
troscopy (TERS) and photo-induced force microscopy (PiFM). Therefore, a
comprehensive introduction is necessary. At first, Maxwell equations, wave
optics, and Laguerre-Gaussian beams are introduced. After that, plasmonic
interactions will be considerably described. The finite element method (FEM)
as the primary approach for the models will be presented. Then FEM is used to
model tightly focused linearly polarized beam (LPB), radially polarized beam
(RPB), azimuthally polarized beam (APB) and their behavior in nano-optic
interactions.

3.1.1. Maxwell’s equations

Maxwell’s equations are a set of coupled equations that describe the world
of electromagnetics. These equations describe how electric and magnetic fields
propagate, interact, and how entities influence them.

James Clerk Maxwell took a set of known experimental laws (Faraday’s
Law, Ampere’s Law) and unified them into a symmetric coherent set of equa-
tions known as Maxwell’s equations . He presented them for the first time in
1864 in the paper A Dynamical Theory of the Electromagnetic Field in Lon-
don [71]. This work originally contained eight equations, each of which had
two expressions for the electromagnetic force and the electromagnetic moment.
Later, with the help of O. Heaviside and J. W. Gibbs, among others, the equa-
tions were simplified to the four microscopic known today. By assumptions
for linear and isotropic media, B = µH and D = ϵE give rise to the familiar
equations. Here H is magnetic field, B is magnetic flux density, D is electric
flux density, E is electric field, µ is permeability, and ϵ is permittivity. The
first equation, in differential representation, is Gauss’s law:

∇ · E =
ρ

ϵ0
(3.1)

This describes the divergence (∇·) of electric field lines in the presence of
an electric charge. Where ρ describes the electric charge density and ϵ0 the
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permittivity in free space.
The second equation is Gauss’s law for magnetic fields:

∇ ·B = 0 (3.2)

This is analogous to the first equation, except that this one describes the
magnetic field. But since there are no proven magnetic monopoles, besides in
quasi-particles [72], this term is set to zero. The third equation is the law of
induction:

∇× E = −∂B

∂t
(3.3)

This describes that the time change (∂t) of a magnetic field (B) leads to a
vortex electric field (∇ × E ). The vortex is expressed by ∇×. The fourth
equation is the extended Ampère’s circuital law (with Maxwell’s addition).

∇×B = µ0j+ µ0ϵ0
∂E

∂t
(3.4)

This describes that time-varying electric fields ( ∂E
∂t

) and the displacement
current (µ0j), lead to vortex magnetic fields (∇× B ), where j is the electric
current density and µ0 is the vacuum permeability.

With the help of these differential equations, various electrodynamic or
electrostatic, which are mainly used in this work, can be solved.

3.1.2. Wave optics

To describe the electromagnetic fields of a laser beam, it is necessary to
introduce the theory of wave optics. Based on that, Gaussian and Laguerre-
Gaussian beam profiles are derived. In this thesis, we will mainly deal with
Gaussian and Laguerre-Gaussian beam fields with transverse electromagnetic
mode (TEM) because this mode is sufficient for the description of the experi-
ments. For the calculation of the Laguerre-Gaussian (LG) beam profiles, it is
also helpful to introduce higher-order modes (e.g., LG01) in cylindrical coordi-
nates. With this, radially and azimuthally polarized fields can be generated on
the substrate surface [73–77]. The wave equation (Helmholtz equation) serves
as the starting point for the calculation.

∇2E(r, t)− µ0ϵ0
∂2E(r, t)

∂t2
= 0 (3.5)

In order to solve this equation, the following time-dependent wave should be
considered:

E(r, t) = u(x, y, z) · e−i(kz−ωt) (3.6)
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Here, u(x, y, z) is a complex scalar function which describes the non-planar
part of the wave. By inserting equation 3.6 into the wave equation and using
the paraxial approximation, the paraxial Helmholtz equation for the stationary
case is obtained.

∇2
⊥u(x, y, z) + 2ik

∂u(x, y, z)

∂z
= 0 (3.7)

In the paraxial approximation, changes in amplitude in the z -direction are
very small. ∇2 thus becomes modified to ∇2

⊥ ≡ ∂2

∂x2 + ∂2

∂y2
[78] and equation

3.7 will be reformed as:

∂2u

∂x2
+

∂2u

∂y2
+ 2ik

∂u

∂z
= 0 (3.8)

By introducing cylindrical coordinates, the equation can be expressed as fol-
lows:

∂2u

∂r2
+

1

r

∂u

∂r
+ 2ik

∂u

∂z
= 0 (3.9)

Then, the solution of this paraxial Helmholtz equation is:

u(r, z) = A(z) · e−
ikr2

2q(z) (3.10)

where A and q are two complex functions (of z only), which remain to be
determined. This expression for u looks something like a Gaussian distribution.
To obtain the unknown terms in equation 3.10, we substitute this expression
for u into the axially symmetric paraxial wave equation, 3.9 and obtain

− 2ik

(
A

q
+

∂A

∂z

)
+

k2r2A

q2

(
∂q

∂z
− 1

)
= 0 (3.11)

Since this equation must be satisfied for all r as well as all z, and given that
the first part depends only on z while the second part depends on r and z, the
two parts must individually be equal to zero. This gives us two relationships
that must be simultaneously satisfied:

∂q

∂z
= 1 (3.12)

∂A

∂z
= −A

z
(3.13)

Equation 3.12 has the solution

q(z) = q(z0) + (z − z0) (3.14)

Without loss of generality, we define the reference position along the z axis to
be z0 = 0, which yields

q(z) = q(0) + z (3.15)
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The function q is called the complex beam parameter (since it is complex), but
it is often simply referred to the beam parameter or Gaussian beam parameter.
Since it appears in equation 3.10 as 1

q
, it is reasonable to write

1

q
=

(
1

q

)
r

− i

(
1

q

)
i

(3.16)

where the subscripted terms are the real and imaginary parts of the quantity
1
q
, respectively. Substituting into equation 3.10, the exponential term becomes

exp

(
−ikr2

2q

)
= exp

[(
−ikr2

2

)(
1

q

)
r

−
(
kr2

2

)(
1

q

)
i

]
(3.17)

The imaginary term has the form of the phase variation produced by a spherical
wave front in the paraxial limit. We can see this starting with an equi-phase
surface having radius of curvature R and defining ϕ(r) to be the phase variation
relative to a plane for a fixed value of z as a function of r as shown in Figure
3.1. In the limit r << R, the phase delay incurred is approximately equal to

Figure 3.1: Phase shift, ϕ(r), of spherical wave with radius of curvature of R
relative to plane wave at distance r from axis defined by propagation direction.

ϕ(r) ∼=
πr2

λR
=

kr2

2R
(3.18)

We thus make the important identification of the real part of 1
q
with the radius

of curvature of the beam (
1

q

)
r

=
1

R
(3.19)

Since q is a function of z, it is evident that the radius of curvature of the beam
will depend on the position along the axis of propagation.
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The second part of the exponential in equation 3.17 is real and has a
Gaussian variation as a function of the distance from the axis of propagation.
Taking the standard form for a Gaussian distribution to be

f(r) = f(0)exp

[
−
(

r

r0

)2
]

(3.20)

to make the second part of equation 3.17 be of the following format, we take(
1

q

)
i

=
2

kw2(z)
=

λ

πw2
(3.21)

and thus define the beam radius w, which is the value of the radius at which the
field falls to 1

e
of its on-axis value. Since q is a function of z, the position along

the axis of propagation, the beam radius as well as the radius of curvature will
depend on z too. With these definitions, we see that the function q is given by

1

q
=

1

R
− iλ

πw2
(3.22)

where both R and w are functions of z and the real part describes the radius
of curvature and the imaginary part describes the phase difference of the wave
front at position z. In these equations

zR =
πω2

0

λ
(3.23)

is the Rayleigh range. At a distance from the waist equal to the Rayleigh
range zR, the width w of the beam is

√
2 larger than it is at the focus where

w = w0, the beam waist. That also implies that the on-axis (r = 0) intensity
there is one half of the peak intensity (at z = 0) [78]. From equation

3.10, at z = 0, u(r, 0) = A(0)exp[−ikr2/2q(0)], and if w0 is chosen such that
w0 = [λq(0)/iπ]1/2, the relative field distribution at z = 0 can be written as:

u(r, 0) = u(0, 0)exp

(
−r2

w2
0

)
(3.24)

where w0 denotes the beam radius at z = 0, which is called the beam waist
radius. With this definition and equation 3.15 a second important expression
for q can be shown as:

q =
iπw2

0

λ
+ z (3.25)

Equations 3.22 and 3.25 together allow us to obtain the radius of curvature
and the beam radius as a function of position along the axis of propagation:

R(z) = z +
1

z

(
πw2

0

λ

)
(3.26)
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Figure 3.2: Cut through beam showing equi-phase surfaces (dashed blue lines),
beam radius: w0(z); R(z): radius of curvature ; w0: beam waist; ; zR: Rayleigh
range; θ: total angular spread.

w(z) = w0

[
1 +

(
λz

πw2
0

)2
] 1

2

(3.27)

It is clear now that the beam waist radius is the minimum value of the beam
radius and it occurs at the beam waist, where the radius of curvature is infinite
(characteristic of a plane wave front). The behavior of the radius of curvature
is shown schematically in Figure 3.2.

To complete our analysis of the basic Gaussian beam equation, the second
part of the equations 3.11, which is obtained from substituting our trial solution
in the paraxial wave equation, should be used. Using equations 3.12, 3.13, 3.26
and 3.27 following relation can be derived:

A(z)

A(0)
=

1 + iλz
πw2

0

1 + ( iλz
πw2

0
)2

(3.28)

It is convenient to express this in terms of a the Gouy phase (Gaussian beam
phase shift). At position z the Gouy phase of a fundamental Gaussian beam
is given by:

ϕ0 = arctan
( z

zR

)
(3.29)

tanϕ0 =
λz

πw2
0

(3.30)

so
A(z)

A(0)
=

w(z)

w0

tanϕ0 (3.31)
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By taking E0 as the amplitude of the beam at the beam waist, the complete
expression for the fundamental Gaussian beam mode can be written as:

u(r, z) = E0
w0

w(z)
exp

(
−r2

w(z)2
− iπr2

λR(z)
+ iϕ0

)
(3.32)

The expression for the electric field can be obtained immediately using equation
3.6 as follows:

E(r, z) = E0
w0

w(z)
exp

(
−r2

w(z)2
− ikz − iπr2

λR(z)
+ iϕ0

)
(3.33)

For the case of Cartesian coordinates, simply substituting r2 = x2+ y2 and by
adding the time, the complete form of the electric field has the following form:

E(x, y, z, t) = E0
w0

w(z)
exp

(
−(x2 + y2)

w(z)2
− i(kz − ωt)− iπ(x2 + y2)

λR(z)
+ iϕ0

)
(3.34)

3.1.3. Correction of the field by numerical aperture

Since the laser beam in experimental setups is guided through complex
optics (e.g., objectives, beam expanders) onto the sample, it is necessary to
correct the field. Here it is assumed that the laser beam is collimated at
the beginning and focused with a particular numerical aperture (NA) on the
sample. By introducing the beam’s divergence (θ in Figure 3.2) and NA as
below:

θ = arctan
( λ

πnsw0

)
(3.35)

NA = ns · sin(α) (3.36)

where again λ is the wavelength, w0 is the beam waist, and ns is the refractive
index of the medium. By assuming θ and α as identical values for the incident
beam, equations 3.35 and 3.36 can be combined as follows.

sin−1

(
NA

ns

)
= tan−1

(
λ

πw0

)
(3.37)

After simple rearrangement of the equation and insertion of the Rayleigh range,
it will form as below:

zR =
w0

tan
[
sin−1

(
NA
ns

)] (3.38)
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However, this equation gives real results only when ns ≥ NA. Assuming the
small angle approximation, equation 3.38 can be simplified to the following:

zR =
w0

NA
(3.39)

This equation shows that, using the given NA of the objective lens Rayleigh
length or in other words the Gaussian beam can be modulated.

3.1.4. Laguerre-Gaussian beam

The effect of the different polarizations is also part of this thesis. More
specifically, RPB and APB are intriguing to consider. These beam profiles,
which are circularly symmetric (or lasers with cavities that are cylindrically
symmetric), are often best solved using the Laguerre-Gaussian modal decom-
position [79]. Here the derivation of the equations for a Laguerre-Gaussian
beam is presented. For this purpose, the solution of the paraxial wave equation
in cylindrical coordinates (equation 3.33) is used. In addition, it is convenient
to describe radial symmetric modes with Laguerre polynomials (Lp,m) where
p represents the radial order and m the azimuthal order of the modes. Thus
the equation changes as follows [80].

Ep,m(r, θ, z, t) =
E0

w(z)

√
2p!

π(p+m)!

(
r
√
2

w(z)

)m

Lp,m

(
2r2

w(z)2

)
× exp

(
−r2

w(z)2
− ikz − iπr2

λR(z)
+ i(2p+m+ 1)ϕ0 + imθ

)
(3.40)

The Laguerre polynomials are usually represented by the Rodrigues formula.

Lp,m(r) =
err−m

p!

dp

drp
(errp+m) (3.41)

In this work we are mostly interested in radial mode of p = 0 and azimuthal
mode of m = 1. Therefore, in this specific case:

L0,1(r) = 1 (3.42)

By applying this assumption to equation 3.40 and inserting the polynomial,
the following equation can be obtained:

E0,1(r, θ, z, t) =
E0

w(z)

√
2

π

(
r
√
2

w(z)

)

× exp

(
−r2

w(z)2
− ikz − iπr2

λR(z)
+ i2ϕ0 + iθ

) (3.43)
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From this equation it can be seen that the last term (eiθ) is crucial for the
description between radially and azimuthally polarized light [76]. This term
can be represented by Euler’s formula (eiθ = cos(θ) + i sin(θ)) in the form of
unit vectors for radially (êradial) and azimuthally (êazimuthal) polarized light as
follows:

êradial =

(
cos(θ)
sin(θ)

)
(3.44)

êazimuthal =

(
− sin(θ)
cos(θ)

)
(3.45)

Since the unit vectors in Cartesian coordinates are also required for later nu-
merical calculations, it is necessary to present them.

êradial =

 x√
x2+y2

y√
x2+y2

 (3.46)

êazimuthal =

 −y√
x2+y2

x√
x2+y2

 (3.47)

By substituting each of these terms into equation 3.43, the complete form of
electric field with radial polarization will be:

E0,1(x, y, z, t) =
E0

w(z)

√
2

π

(√
2(x2 + y2)

w(z)

)

× exp

(
−(x2 + y2)2

w(z)2
− ikz − iπ(x2 + y2)2

λR(z)
+ i2ϕ0 + iθ

)
x√

x2 + y2
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Same procedure for the azimuthally polarized beam will result:
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3.1.5. Principles of light matter interaction at nanoscale

Figure 3.3: Energy diagram of light scattering processes on bound electrons.
S0 describes the ground state and S1 the first excited state. Each of these
has different vibrational states, which are denoted by vxx. Rayleigh scattering
is an elastic scattering process, whereas Stokes and anti-Stokes scattering are
inelastic processes.

Raman spectroscopy

According to the Jablonski diagram in Figure 3.3, the relationship between
the light wavelength and the energy needed for vibrational or electronic tran-
sitions in the molecule determines the type of light-matter interaction [81].
When infrared light (IR) of mid-infrared wavelengths (4–20 µm) is absorbed,
molecule vibrations in the ground electronic state are excited. Electrons are
elevated to greater energy levels by UV-visible light (280–700 nm), which then
encourages their decay by various pathways like fluorescence and phosphores-
cence emission or non-radiative relaxation [81]. The lit molecules scatter light

27



when the wavelength of the incoming light does not match the energy of an
electronic transition. The vast majority of the scattered photons are elasticly
scattered and have energies equivalent to the input light’s energy. Rayleigh
scattering is the name of this scattering technique. One out of every 106 to
108 photons are scattered inelastically [36,82] with optical frequencies that are
different from the incident light. Molecular Raman scattering describes the
inelastic light scattering brought on by molecular vibrations [36].

In Raman scattering, the incident light interacts in two separate ways with
the quantized energy levels of the scattering molecules. Raman scattering
can cause the incident photons to either lose or gain energy. Stokes Raman
scattering occurs when the scattered light has less energy than the incident
light, whereas anti-Stokes Raman scattering occurs when the scattered light
has more energy [83]. However, compared to Stokes Raman peaks, anti-Stokes
Raman peaks are less strong [36]. The photons change from a lower energy level
to a higher one during Stokes Raman scattering. In contrast, energy moves
from the system to the incident light in anti-Stokes Raman as the system
transitions from a higher energy level to a lower one.

According to the Boltzmann distribution, excited vibrational energy levels
are less populated than the ground state. As a result, anti-Stokes are less
intense since the scattering comes from a condition with a lower population
density. In Figure 3.3, the three types of Raman scattering are shown. The
absorption and scattering processes for Stokes and anti-Stokes scattering take
place to and from an intermediate state that is a time-dependent superposition
of molecular electronic states and is commonly referred to as a virtual state.
The energies of the virtual states do not coincide with the energies of the
current electronic levels in the scattering system.

Enhancing Raman scattering in near-field techniques such as surface and
tip-enhanced Raman spectroscopy and optical forces in PiFM constitutes a
research field that belongs to a more general theme of plasmonics. To better
understand enhanced near-field discussions in this thesis, plasmon resonances
in metal surfaces are introduced in the following sections.

3.1.6. Plasmonics

The interaction of electromagnetic radiation with metallic nanostructures
excites the oscillation of the free conduction electrons of the metal out of phase
relative to the driving electric field [6]. The oscillation causes a displacement
of the free electrons concerning the positively charged lattice in metal, and
therefore, at specific optical frequencies, the free electrons can sustain surface
and volume charge density oscillations known as plasmons. The physical pro-
cess involved in plasmon resonance includes the free movement of the metal
conduction electrons within the bulk of the metal.
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Volume plasmons

The volume plasmon describes the oscillation of free charge carriers in the
solid for extended volumes and can be explained with the help of the following
equation.

Evp =

√
ℏ2e2n
meϵ0

= ℏωpV (3.52)

In this equation, the energy of a volume plasmon is calculated, which depends
on natural constants like the reduced Planck’s constant (ℏ), the elementary
charge (e), the dielectric constant in vacuum (ϵ0) and the mass of the electron
(me). The other physical quantities like the density of the valence electrons (n),
the plasma frequency (ωp) and the volume (V ) represent material properties.
From the equation it can be shown that the energy of the volume plasmon
polariton is only influenced by the plasma frequency and the volume of the
metallic object.

Surface plasmons

Figure 3.4: Schematic representation of a surface plasmon polariton (red
wave), which is formed by constructive coupling of an external field (green
wave). This surface plasmon polariton has an evanescent field along the prop-
agation, which is shown by the grey lines.

The surface plasmon polariton, on the other hand, requires a boundary
surface (e.g., metal-air) and a certain angle of incidence of the electromagnetic
field, TM polarized to the surface, to be generated. To calculate the field
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components above the surface (z > 0), the following equations should be
considered [84]:

Ex(z) = −iA
ks

ωϵ0ϵs
exp(iβx+ ksz) (3.53)

Ez(z) = −A
β

ωϵ0ϵs
exp(iβx+ ksz) (3.54)

Equation 3.53 show that x component of the electric field depends largely
on the wave vector of the substrate (ks). Thus, for the excitation of surface
plasmons, a large fraction of wave vectors parallel to the boundary surface is
needed. This can be achieved by a prism in the Otto [85] or Kretschmann
[86] configuration. Considering equation 3.54, the z component of the field is
largely influenced by the dispersion relation between two mediums:

β = k0

√
ϵsϵair

ϵs + ϵair
(3.55)

where β describes the propagation constant. For the field components in the
substrate (z < 0) the field behaves analogously.

Ex(z) = iA
kair

ωϵ0ϵair
exp(iβx− kairz) (3.56)

Ez(z) = −A
β

ωϵ0ϵair
exp(iβx− kairz) (3.57)

In addition, for both cases (z < 0 and z > 0), the x component of the electric
field is an imaginary value. As a result, there will be an evanescent surface
plasmon field component perpendicular to the surface which gets enhanced
near the interface and decays rapidly with distance away from it into the two
mediums [87]. For surface plasmons to be detectable at the interface between
a metal and a dielectric, the complex dielectric constant of the metal has to
have a negative real and a positive imaginary part, which is the case for noble
metals [88, 89].

Localized surface plasmons

When a surface plasmon is confined to a nanostructure with sizes com-
parable to the wavelength of the light, they cannot propagate anymore and
remain localized. Accordingly, they are called localized surface plasmon reso-
nance (LSPR) [90]. Incident light will stimulate the free electrons of the metal
nanostructure to oscillate collectively with respect to the incident electric field
upon which they experience a change in their momentum. The collective os-
cillations create charge accumulation at the surface. In addition, when these
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Figure 3.5: Schematic representation of a localized surface plasmon. This
leads to an evanescent field upon oscillation of an external field due to the
localization of electrons at the particle-medium interface (red area).

oscillations couple between neighboring nanostructures, the electric field gets
locally more intensified inside the interparticle gaps. Near sharp features of
a metallic nanostructure and LSPR condition, the electric field is enormously
enhanced, yielding hot spots which decay rapidly with distance. Even if no
plasmon resonance is triggered, the structure can still exhibit non-resonant
field enhancement due to “field line crowding” at the apex of sharp metal
tips. This phenomenon is also known as the lightning-rod effect in electrostat-
ics [6, 91–94]. Similar to propagating surface plasmon, the LSPR depends on
the chemical nature of the metal, the dielectric constant of the surrounding
environment, along with the geometric parameters of the particles or ensemble
of particles such as size and shape or interparticle distance [84,89]. Mie’s ana-
lytical solution to Maxwell’s equations in the scattering and absorption of light
by spherical particles is usually utilized for the characterization of LSPR [95].
According to the Mie theory, if the particles are very small (R << λ with 2R
being the diameter of the nanosphere) total extinction (σext), absorption (σabs),
and scattering (σsca), cross-section of a nanosphere can be defined as [84,96]:

σext =
18πϵ

3
2
d V

λ4

Im(ϵm)

[Re(ϵm)χϵd]2 + [Im(ϵm)]2
(3.58)

σabs =
32π4ϵ2dV

2

λ4

[Re(ϵm)− ϵd]
2 + [Im(ϵm)]

2

[Re(ϵm)χϵd]2 + [Im(ϵm)]2
(3.59)

σext = σabs + σsca (3.60)

The equations above confirm that the optical properties of metal nanoparticles
are a function of the dielectric constants of the metal and the dielectric envi-
ronment, as well as the geometrical parameters such as the shape factor (χ)
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and volume (V ) of the nanoparticles. These equations are typically used to
estimate systems’ optical response and the LSPR. In addition, LSPR can be
accumulatively boosted when the interparticle distance between the nanopar-
ticles is small enough to allow the coupling of the neighboring hot spots [84].
In summary, to increase field enhancement and improve the resolution and
sensitivity of near-field optical measurements, the understanding of localized
surface plasmon is essential for the fabrication of active plasmonic probes. This
principle can be employed for efficient near-field probes.

Next, a method for modeling and investigating the tips’ properties is in-
troduced.

3.1.7. Calculation of electromagnetic phenomena in near-
field optics

Numerical computational methods have grown crucially in applied electro-
magnetics over the last five decades. Winslow proposed the Finite Element
Method (FEM) in 1963 [97], and Yee presented the Finite Difference Time
Domain (FDTD) in 1966 [98]. The Approach of Moments (MoM) is a stan-
dardized integral equation approach that has its conceptual origins in Har-
rington’s work from 1968 [99]. C. W. Trowbridge et al., [100] included a full
historical background as well as numerous different techniques, such as the Fi-
nite Integration Method (FIM) and the Fast Multipole Method (FMM). With
user-friendly graphical interfaces and comprehensive postprocessing templates,
the aforementioned techniques have been numerically implemented to form
commercial software packages capable of fully characterizing three-dimensional
(3-D) electromagnetics problems. These commercial softwares such as COM-
SOL [101], CST MICROWAVE STUDIO [102], Lumerical [103] are widely
utilized in research organizations and industries throughout the world. M.
Kupresak et al., [104] demonstrated a comparative study of the most commonly
used electromagnetics field solvers in nano-plasmonics: COMSOL, CST, and
Lumerical.

For all the modeling in this work, COMSOL software which utilizes FEM to
solve the electromagnetics problems is used. The finite element method (FEM)
is a widely used technique for solving differential equations in engineering
and mathematics numerically. Structural analysis, heat transfer, fluid flow,
mass transport, and electromagnetic problems are typical areas to benefit from
FEM. To solve partial differential equations with two or three variables in two
or three dimensions, FEM is a powerful method. The FEM breaks down an
extensive and complicated system into smaller, more straightforward units
called finite elements to solve a problem. A particular space discretization
achieves this in the space dimensions, implemented by constructing a mesh
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within the object. With a finite number of points, this object is then defined
as a numerical domain for the solution. All the details about using COMSOL
for modeling near-field optics are vastly presented in [105].
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3.1.8. Optical setup configuration

Figure 3.6: Summary of possible configurations in high-resolution optical mi-
croscopy categorized by the illumination and detection principle. Figure is
adapted from [6].

The theory and fundamental of modeling the near-field optical measure-
ments have been presented and discussed in previous sections. Here a brief
overview of the illumination configurations is explained. The external excita-
tion field is an important factor in near-field optics. For example, it can be
decisive whether the optical coupling into a plasmonic system is constructive
and thus generates an amplification. Due to this fact, a variety of possible
setups in high-resoulution optical microscopy have been developed in recent
years (see Figure 3.6) [6]. In this work, only the bottom illumination/collection
scheme (see Figure 3.6 b) will be considered. In this case, even with a low nu-
merical aperture, optical excitation is done through the substrate [106]. How-
ever, this approach is rather uncommon since the collection efficiency is low.
For instance for TERS it has been reported below 60% [107]. For this reason,
setups with high numerical aperture [108] are often used. Hereby, it is possible
to generate polarizations perpendicular to the surface on the substrate with
a high collectivity, which has a constructive effect on the near-field signal to
be detected. Since these setups are partly easier to design and have a great
collection efficiency, they are also mainly used in our working group. Thus,
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primarily this configuration is investigated in this work.

Figure 3.7: Schematic representation of a probe on the substrate surface under
illumination of a) linearly polarized beam (LPB), b) radially polarized beam
(RPB), and c) azimuthally polarized beam (APB) with high NA.

The enhancement of the electric field in near-field optics depends critically
on various parameters such as the polarization of the excitation beam, the
metallic nature and the geometry of the metallic tip, as well as the sample
substrate [109–112]. In near-field optics, a polarization component of the in-
cident light along the tip axis induces a strong surface charge density at the
sharp apex of the metallic tip, which is a prerequisite for local enhancement
of the electric field [109]. As it can be seen from Figure 3.7 laser with differ-
ent polarizations (green arrows in Figure 3.7) can create different electric field
components on the substrate surface. Figure 3.7 a) shows that in case of the
LPB center of the beam is not the best choice for doing near-field optics exper-
iments in transmission configuration because the axial (z) component of the
electric field on the substrate is not very strong there (more details in 3.1.9).
However, by using RPB, one can overcome this flaw since there is a solid axial
component at the center of the beam (Figure 3.7 b). Laser beams with ra-
dial polarization provide unique focusing properties, including a strong electric
field component along the tip axis generated at the focal point [113,114] (more
details in 3.1.10). On the other hand, the APB is not the appropriate choice
for this configuration because there is no axial component on the substrate
surface (there is no black arrow on the substrate in Figure 3.7 c) (more details
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in 3.1.11). Next, the outcomes from section 3.1.4 are designed and integrated
into COMSOL to conduct the FEM calculation and model LPB, RPB, and
APB.

3.1.9. Linear polarization

Figure 3.8: Intensity profile of a tightly focused x polarized light modeled
using FEM in COMSOL from (a) side and (b) top view. (c) Corresponding
out-of-plane components of the field from side and (d) top view.

In a linearly polarized electromagnetic wave, the electric field vectors are
oriented along a single direction inside a plane perpendicular to the propaga-
tion direction of the wave. The top and side view of the total intensity profile
|E|2 of a tightly focused LPB along with their corresponding out-of-plane com-
ponents |Ez|2 are shown in Figure 3.8a, Figure 3.8b and Figure 3.8c, Figure
3.8d respectively. Here the Gaussian beam has been focused by passing an
objective lens with 1.3 numerical aperture. Refractive index of the substrate

36



is nsub = 1.5.

The top view of a focused Gaussian beam consists of several concentric
rings in xy plane with a maximum intensity in the middle (Figure 3.8 b).
From the side view, the beam would be relatively elongated in the direction of
propagation along z (Figure 3.8 a). The z component of the electric field in
a focused Gaussian beam has two lobes in the direction of polarization with
zero intensity in the middle (Figure 3.8 c and Figure 3.8 d). This minimum
intensity results in the absence of significant excitation of plasmon resonances
at the tip apex if the tip is located in the center of the focal region. Hence, tip-
enhanced Raman or photo-induced force should be observed more significantly
in case the tip is located inside one of the two lobes of the LPB excitation.

3.1.10. Radial polarization

By using equations 3.48 and 3.49 propagation of the radially polarized
beam can be simulated. A radially polarized beam (RPB) has polarization
vectors oriented radially in the transverse plane with respect to the propaga-
tion direction as it is shown in Figure 3.7 a). The transverse and longitudinal
intensity components of the described beam are shown in Figure 3.9 c) and Fig-
ure 3.9 d). The transverse component of a RPB consists of several concentric
rings with variable intensities and a minimum intensity at the middle. The
longitudinal component of this beam is another set of concentric rings with
overall intensities higher than the transverse component and with a maximum
intensity at the center. As can be seen from Figure 3.9, RPB is of great interest
for near-field optics experiments using bottom illumination/collection optical
setups since maximum intensity with a strong longitudinal field component
emerges at the center of the beam. In this case, a robust field enhancement at
the apex of the sharp metallic tip can be expected in the center of the beam.

3.1.11. Azimuthal polarization

In azimuthally polarized beam (APB) electric field components are in tan-
gential format. Utilizing the equations 3.50 and 3.51 can help us simulate
propagation of laser beam with azimuthal polarization. One can see that the
transverse component of an azimuthally polarized beam plays a crucial role.
So the total electric field of the beam (Figure 3.10 b) is proportional to the
transverse component (Figure 3.10 c) of this beam. On the other hand, there
is no longitudinal component (Figure 3.10 d), and that is why we can see no
electric field component perpendicular to the substrate surface (Figure 3.10
a). Even though this beam seem to have no actual application for near-field
enhancement in this configuration, it has its benefits for magnetic field mea-
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Figure 3.9: Intensity profile of a tightly focused radially polarized beam mod-
eled using FEM in COMSOL with 3D presentation of electric field components
on the substrate (green arrows) in (a). (b) total intensity distribution (c) inten-
sity of transverse component (Er) and (d) intensity of longitudinal component
(Ez) all shown from top view.
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Figure 3.10: Intensity profile of a tightly focused azimuthally polarized beam
modeled using FEM in COMSOL with 3D presentation of electric field com-
ponents on the substrate (green arrows) in (a). (b) total intensity distribution
(c) intensity of transverse component (Er) and (d) intensity of longitudinal
component (Ez) all shown from top view.
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surements as it carries a strong magnetic field at its center [115].
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3.2. Results

As mentioned in the introduction and previous sections, the metallic tip
determines the performance of the probe-based near-field optics experiments.
Although these tips importance has been highlighted continuously, few articles
have investigated tip performance in their realistic shape. In our case, for a
blue-green spectral region, tips are used for AFM-based TERS and PiFM, in
which tips are usually fabricated by thermal evaporation of silver on a com-
mercially available silicon AFM cantilever tip. In this method, rough silver
grains form in random shape, size, and interparticle distances form on the
AFM cantilever. Several groups have used these tips, but few investigated
the performance of rough tips over the smooth ones [116, 117]. Tagushi et al.
considered the effect of multiple metal grains on the enhancement of TERS
signals. Although they showed that multiple metal grains near the tip apex
provide good enhancement [118], and a single metallic NP attached to the tip
apex are also reported [119, 120]. This controversy and the fact that most tip
modelings consider smooth tips with symmetric and well-shaped plasmonic
structures on it, or even just a simple sphere [121–123], imply that compre-
hensive modeling considering realistic and rough tips is needed. Rough tips
produced by metal evaporation and subsequent annealing show reliable en-
hancement and are comparatively easy to produce. Such realistic tips require
a more elaborate model to estimate the far-field and near-field optical response.
Electromagnetic simulations of the plasmonic response of probes are generally
applied to understand better the tip response regarding resonance and lateral
resolution and, consequently, the optimization of experiments.

This subchapter presents a comprehensive investigation of plasmonic probes.
The absorption spectrum, near-field response, and scattering pattern of the
plasmonic nanoparticles (NPs) are discussed chronologically. In the subse-
quent step, a theoretical study of the interaction of light with a 3-dimensional
plasmonic near-field probe is presented. The electromagnetic calculations em-
ploying a FEM are used to model far-field and near-field optical responses
based on parametrized scanning electron microscopy (SEM) images of plas-
monic tips. It is a previously used yet powerful method to simulate a vast
range of complex irregular 3D structures. It can also be easily and generally
applied to plasmonic probes of different geometry, and roughness [124]. At
the end of this subchapter, the mechanical properties of the AFM probes are
examined and discussed.
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Figure 3.11: Illustration of the spectroscopic problem; surface-enhanced spec-
troscopy such as SERS, TERS and PiFM occurs within a few nanometers from
the nanoparticle surface (the near-field), while common detection techniques
are done many wavelengths away from the particle (far-field). In general, the
resonant wavelength is not the same in the near- and far-field.

3.2.1. Absorption spectrum of plasmonic nanoparticles

As vastly discussed, a rapidly increasing number of applications utilize
the unique optical effects of plasmonic NPs. However, when a new nanoplas-
monic structure is proposed or when structures are to be compared, a simple
question arises: how should the optical properties of the nanostructure(s) be
characterized? The most common experimental techniques rely on far-field
measures, where an optical signal is measured many wavelengths away from
the nanostructure and hence takes on the form of a propagating wave. The
most common far-field measurements are extinction (scattering plus absorp-
tion) spectrum. In contrast, near-field techniques measure the electromagnetic
field within one wavelength (and often within nanometers) of the nanostructure
surface. While the far-field measures are easier to obtain experimentally, the
near-field is responsible for surface-enhanced near-field optics processes such as
surface-enhanced Raman spectroscopy (SERS), TERS, and PiFM. This spec-
troscopic problem is framed in Figure 3.11. Hence, the sensing capabilities of
a structure are most intimately tied with its local field responses.

Figure 3.12 (a) shows a typical active TERS active tip produced by silver
evaporation on a commercial AFM tip (Tap190Al-G, BudgetSensors, Sofia,
Bulgaria). The NPs vary slightly in size and shape. They can be described
as hemisphere-like particles, and in addition, they show edges and atomic pro-
trusions (as shown by TEM experiments) [125]. The effect of size distribution
and shape on their plasmon response has been widely investigated [89]. To
model more realistic plasmonic tips, it is pivotal to determine the actual size
of the silver grains on the TERS tips for further analysis. To determine the
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Figure 3.12: Determination of the relative size distribution of particles of a
TERS tip using a threshold in the SEM image (a). The area of the particles
with a threshold value of 30% (b). The size distribution of nanoparticles, based
on their effective radius (reff ) (c).

size distribution, Figure 3.12 (a) was loaded into the Gwyddion program [126],
and the particles were marked above a threshold of 30% (green areas in Figure
3.12 (b)). With the help of this masking, it is possible to numerically deter-
mine the effective radius (reff ) from the respective particle area. Figure 3.12
(c) shows that particles with a radius of 5 and 10 nm contribute mainly at the
TERS tip. Since larger particles tend to form at the edges and the frontmost
parts of the tip and are more effective in the TERS measurements, the particle
radius of 10 nm is used for most of the calculations.

As revealed, the tips used here resemble hemispherical NPs with slightly
varying shapes, sizes, and gaps between them. Investigating the tip’s respective
plasmonic modes is challenging as individual variations can play a significant
role. As a first step, the whole complex nanoantenna, as sets of interacting
dimers of silver NPs, will be considered as a model for the simplest and small-
est plasmonic clusters. Although the optics of hemispherical plasmonic NPs
have been investigated previously [127,128], it is helpful to closely look at the
plasmonic modes in NP systems.

In this part, individual modes relevant for the far-field response will be
examined more closely. Three different cases for dimer of (hemispherical) sil-
ver NPs in the air were modeled and the respective absorption spectrum was
calculated (Figure 3.13). In the first case, the distance is sufficiently large,
and the particles interact weakly (see Figure 3.13 (a) top). Here NPs show
two plasmonic modes (360 nm and 400 nm). The surface charge density plot
reveals that, mode 360 nm peak is a quadrupole plasmon (QP) and mode 400
nm peak is a dipole plasmon (DP) (see Figure 3.13 (b)). The quadrupole mode
arises from the anisotropy of the nanoparticles (hemisphere). In the second
case, the interparticle distance is set to 2 nm (see Figure 3.13 (a) center). In
this formation, three modes are present. Mode QP and DP are similar to the
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Figure 3.13: Calculated absorption spectra of hemispherical silver NP dimers
(R=10 nm) in air for a gap distance of 10 nm (top), 2 nm (middle) and -2
nm (bottom). b), c) and d) show the surface charge density of the hemisphere
NPs depending on the respective modes for top and side view. Note the charge
density change of the “quadrupolar modes” close to the surface. Figure is
adapted from [105].

Figure 3.14: Far-field spectrum (σabs) as a function of inter-particle distance
for a hemisphere dimer in air (a) and on a SiO2 substrate (b) shows the depen-
dency of the dipole plasmon (DP), binding dipole plasmon (BDP), quadrupole
plasmon (QP), and binding quadrupole plasmon (BQP) modes with respect
to the inter-particle distance. Figure is adapted from [105].

44



previous case. Still, since DP is influenced (red-shifted) by the adjacent NP,
it can be considered as the binding dipole plasmon (BDP). The surface charge
density shows that the newly appearing resonance 440 nm, which is a binding
quadrupole plasmon (BQP) mode. In the third case, the NPs are touching
each other and due to quantum effects such as tunneling effects, the classi-
cal simulation here is only valid conditionally [129, 130]. A new mode at 660
nm is formed (see Figure 3.13 (d)) in which a charge-transfer (CT) plasmon
occurs [131].

Next, we did more general calculations and considered the effect of sub-
strate on the system. Figure 3.14 shows the particle distance dependence of
the far-field (σabs) spectrum for the two systems. The model is based on two
hemispherical silver NPs with a 10 nm radius, either entirely in the air, Figure
3.14, (a) or on a quartz substrate in air, Figure 3.14, (b). The polarization
direction was parallel to the main dimer axis. The calculations (see Figure
3.14, a) show that the DP (400 nm) for distances smaller than 5 nm shifts
toward larger wavelengths, which is in agreement with previous work where
this shift and appearance of new modes were attributed to the hybridization
of two single particle DP modes, and a BDP mode starts to form [132]. It
should be noted that due to anisotropy in the NPs, a QP mode and a BQP
mode also appeared [133–135]. At this time, these arguments are qualitative
considerations providing physically meaningful results for a distance > 2 nm
(local regime) [136]. For distances below 2 nm, the system enters a non-local
or quantum regime (0.3-0.4 nm < inter-particle distances < 2 nm: a classi-
cal non-local regime, and inter-particle distances < 0.3-0.4 nm: the quantum
regime), where purely classical calculations have to be corrected. Since, the
plasmon resonance of NPs depends on the refractive index of the surrounding
medium, the response of a hemispherical NP dimer on quartz is calculated (see
Figure 3.14, (b)). As expected, the initial “free” dipole plasmon (DP) mode
shifts from 400 to 450 nm. The coupling distance does not significantly change
so it can be generally assumed that, for this particle shape, coupling occurs at
distances of half the particle radius. It should be mentioned that the QP mode
hardly generate measurable signals in TERS. However, it can be measured in
transmission and reflection measurements for other plasmonic applications of
silver films, which several groups confirmed [136, 137]. The discussed simple
cases for NP dimer provides general information on the plasmonic modes in-
volved in a TERS probe. Still, a real tip certainly looks different and more
interactions should be considered to better understand their performance bet-
ter.
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3.2.2. Near-field response of plasmonic nanoparticles

Figure 3.15: Schematic illustration of different waves contributing in spec-
troscopy. Figure is adapted from [138].

In the previous section, the optical response of a plasmonic system in the
far-field, where the diffraction limit (explained in 1) is a substantial limit-
ing factor in accessing sub-wavelength information from the examined sample,
is studied. As vastly explained in the introduction 1, SNOM is one way to
conquer the diffraction limit in optical microscopy, which operates in the opti-
cal near field zone, where the evanescent waves are predominant. Evanescent
fields are of significant importance for the interpretation of optical fields that
are confined to subwavelength dimensions. They possess an imaginary wave
vector component so that the wave does not propagate but rather decays ex-
ponentially. Evanescent waves never appear in a homogeneous medium but
are inevitably connected to the interaction of light with inhomogeneities [139].
The simplest case of inhomogeneity is a plane interface. Access to the evanes-
cent waves allows achieving high optical resolution [6]. In the very general
scheme of conventional microscopy and spectroscopy, the sample is illumi-
nated by incident light (Ein), and a detector then collects the scattered or
emitted light. Upon illumination, the incident field induces a polarization
current in the sample, giving rise to a radiated field (Eout) [140]. In near-
field optics, however, two entities are considered. One is referred to as the
probe and the other part as the sample, as illustrated in Figure 3.15. For a
SNOM measurement, the probe is designed to have unique properties of metal
nanostructures at optical frequencies to exhibit a localized surface plasmon
resonance. When the light is incident on the probe, the incoming electric field
periodically displaces the probe’s electron clouds. Near resonance frequency,
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electron clouds oscillation gives rise to a greatly amplified electric field a few
nanometers outside the probe, called the near-field region. The probe acts as
a nanoantenna which converts non-propagating field components confined on
the sample surface (evanescent waves) into propagating radiation [141]. This
nanoscale antenna acts as a receiver for the input light and an emitter for the
output light to be detected. Eout emitted by the combined system contains
information about the sample properties. As a result, near-field measurements
enable retrieving the small details of a sample through the localized light-
sample interaction within a few nanometers above the surface.

Calculation of the local electromagnetic field near a Plas-
monic Structure: Field Enhancement

Here, the calculation of the field enhancement of plasmonic structures con-
sidering the different input polarization is given. But before running the simu-
lations, it is helpful to consider the local field intensity analytically and discuss
the spatial resolution. In a case where the tip is considered as a sphere with
radius R, αt = 4πϵ0R

3 ϵt−ϵm
ϵt+2ϵm

represents the polarizability of the tip, where ϵ0 is
the vacuum’s permittivity, ϵm is the polarizability of the medium and ϵt is the
permittivity of the sphere. For an incident electric field, E0 the local electric
field (Eloc or Eind) at a distance r near the sphere can be obtained from the
polarized dipole moment (dt = αtE0) as follows [6]:

Eind = E0 +
1

4πϵ0

3(d · r̂)r̂− d

r3
(3.61)

For a test point right beneath the tip apex at z, the local field intensity or the
field enhancement can be simplified as:

|Eind|
|E0|

= 1 + 2
(ϵt − ϵm
ϵt + ϵm

)( R

R + z

)3
(3.62)

Equation 3.62 from very simplified analytical theory shows that the field en-
hancement of a plasmonic structure depends on its shape (R), material (ϵt),
and respective position in which the localized field is measured (z). The the-
oretical definition of the second advantage of near-field optics, spatial resolu-
tion, also depends on the field enhancement. In general, when the local field
decreases to half of its maximum value or the full width at half maximum
(FWHM), it theoretically defines the system’s spatial resolution. For the sim-
plified analysis above, this factor can be written as W ≈ 1.364(R + z) [142].
So it is clear the decrease in W leads to achieving better spatial resolution,
which, for this simple case, can be accomplished when the plasmonic structure
is sharper (smaller R) or very close to the sample (smaller z). In other words,
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a very sharp tip (that could eventually imply even an atomic scale sharpness)
is required to achieve high spatial resolution experimentally [125, 142]. Intro-
ducing a nano-cavity (or nano-gap) in the tip-substrate system leads to the
gap-mode plasmons, which improves the local field enhancement and the corre-
sponding field confinement in the metallic nanostructures. This hybrid system
can be viewed as a dimer system composed of a metal sphere and its image on
the metallic substrate [143].

Here, field enhancement of the gold and silver NPs is investigated. Gold
and silver are the most potential candidates for SNOM in the visible range of
frequency. In each FEM model, the NP is placed 1 nm above the substrate
(glass to model conventional-mode and gold/silver for Gap-mode). After illu-
mination of incident light (E0), the induced electric field (Eind) is then calcu-
lated at the specific position within the 1 nm gap between the nanostructure
and the substrate. This calculated local field is then normalized to the incident
field, so the field enhancement for all of our models is defined as Eenh = |Eind|

|E0| .
A 1 µm extend metal film of 20 nm thickness was used as the substrate in
the gap-mode model. Illumination with two different polarizations, linearly
polarized and radially polarized beams (LPB and RPB, respectively), was set
to propagate along the tip axis (transmission configuration). For LPB excita-
tion, the tip is intentionally positioned off-center to optimize the z -coupling
efficiency. The illumination wavelength was chosen depending on the tip ma-
terial (532 nm for silver and 632 nm for gold NP).
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Figure 3.16: Electric field enhancement distribution around a 10 nm silver
NP with (a) glass (b) gold and (c) silver substrate under linear polarized beam
illumination at 532 nm.

Tip Substrate Polarization λ(nm) Eenh = |Eind|
|E0|

Ag Glass Linear 532 4
Ag Ag Linear 532 7
Ag Au Linear 532 10
Au Glass Linear 632 5
Au Ag Linear 632 8
Au Au Linear 632 10
Ag Glass Radial 532 27
Ag Ag Radial 532 80
Ag Au Radial 532 108
Au Glass Radial 632 41
Au Ag Radial 632 73
Au Au Radial 632 82

Table 3.1: Comparison of the electric field enhancement within the 1 nm gap
between the apex of gold/silver tip and glass or thin gold/silver substrate.

The results of these simulations are presented in Figure 3.16. The tip, here
single silver NP, illuminated with an LPB, is placed 1 nm above the glass (a),
gold (b), and silver (c) substrate. Here the green laser (532 nm wavelength)
is modeled. The results for a different combination of gold and silver tips and
substrate in various incident illuminations are summarized in Table 3.1.

A closer look at these results reveals that the simulations predict a more
prominent enhancement factor inside the gap generated between a silver tip
and a gold substrate rather than between the silver tip and the silver sub-
strate. This phenomenon might be related to the fact that silver, which has an
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extinction coefficient of 3.5 at 532 nm wavelength, absorbs a more significant
part of the incident light rather than gold having an extinction coefficient of
2.1 at the same wavelength. This absorption weakens the excitation beam
that reaches the tip apex. The absorption of the light by the silver substrate
can be relatively high, which breaks the observed trend for the confinement
factor of the electric field. Silver has a larger absorption of 632 nm light with
an extinction coefficient of 4.02 at this wavelength, and gold has an extinction
coefficient of 3.02 at 632 nm wavelength, which decreases the amount of light
that reaches the gold tip in gap-mode [96,144].

It is also important to mention that, in all of our gap-mode configurations,
the NP was placed in the middle of the metallic substrate. However, It has
been shown, both in theory and the experiment, when the tip is placed on the
top of the edges of the metallic substrate, even higher field enhancement and
spatial resolution can be achieved [145].

3.2.3. Directionality of the scattering field in Plasmonic
nanoparticles

Now that the near-field response of the plasmonic structure is discussed,
it is helpful to know the radiation pattern of the near- toward far-field. The
Straton-Chu formula implemented in the Comsol multiphysics is employed in
this case. [101, 146–149]. This approach makes the modeling very convenient
because it is a near- to far-field transformation that causes simulation volume
to be scaled down pretty much into the near-field zone. The benefit of this
method is to reduce computational resources and time. In this work, the
effect of the glass substrate is not included in any of the radiation pattern
simulations.

Figure 3.17 shows the far-field radiation pattern (Efar) of a system of free-
standing silver NPs above a glass substrate under LPB in y-direction at 395
nm. Figure 3.17 a) displays the scheme of the models. All the NPs have a
10 nm radius with a 1 nm surface to surface distance. First, to examine our
model, a single silver NP is considered. As it can be seen from Figure 3.17
b) (3D) and 2) (2D), single silver NP exhibits the well-known donut shape
far-field radiation. It shows almost no radiation in the direction of incident
polarization and/or induced dipole moment, which is in agreement with results
in [6, 96]. Figure 3.17 c) and d) show that when silver NPs form a ”chain-
like” structure [150, 151] the radiation pattern from NPs is slightly shifted
toward the ”chain” axis (here z direction). This shift is strongly pronounced
when the number of interacting NPs is increased to 10 (see Figure 3.17 f)
and g)). Here it has been shown that FEM can be utilized to uncover the
radiation pattern of the nanostructures. Moreover, FEM calculations show
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Figure 3.17: Far-field radiation pattern Efar of a chain of 10 nm radius
free standing silver NPs above the glass substrate under linearly polarized
light illumination at 395 nm. a) shows the scheme of the modeling. Three
dimensional radiation pattern of single NP, 5 NPs, and 10 NPs are shown
in b), d), and f), respectively. c), e), and g) displaying the two dimensional
pattern of the respective chains.
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that in bottom illumination/collection configurations, the formation of NPs
can strongly affect the far-field radiation pattern of the nanostructure.

Next, all the introduced concepts will be used to model a plasmonic tip
with its ”realistic” shape and to investigate its optical responses.
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3.2.4. Model Development and Optical Responses of a
Realistic 3D tip

Figure 3.18: a) SEM image of a “TERS silver-evaporated-on-Si ” tip. b)
parametrized 3D shape tip modeled in COMSOL Multiphysics for FEM calcu-
lations. c) Details of the model used in this work: 700 nm long tip in bottom
illumination-collection configuration with LPB and RPB (NA=1.25 ) in the
z -direction. The tip is positioned 1 nm above the SiO2 substrate. The tip
is specifically positioned off-center for the LPB excitation to optimize the z -
coupling efficiency.

After introducing all the principles and investigating the optical properties
of relatively small nanostructures, it is time to expand the models and simulate
a realistic plasmonic tip. Figure 3.18 (a) shows an SEM image of one side of
a TERS tip and the challenges of a detailed understanding of the plasmonic
behavior of the plasmonic far- and near-fields. As the next step towards ac-
curate optical response modeling of a realistic plasmonic probe, a FEM-based
methodology was used. Based on previous work, where this method was used
to investigate plasmonic responses of SERS substrates [124], we developed it
for plasmonic modeling of TERS and extended it to three dimensions. Similar
to the plane SERS substrates, the silver NP surface of the tip, obtained from
SEM images, was parametrized and then 3D meshed using COMSOL Multi-
physics. This 3D meshed film of silver NPs was then placed virtually on the
pyramidal edge of a commercial Si -based AFM tip with a half pyramidal angle
of (for Tap190Al-G, BudgetSensors, Sofia, Bulgaria), Figure 3.18 (b). Due to
memory and meshing restrictions, the model considered the first 700 nm of the
tip shaft. Still, the effect of atomic-scale roughness of single silver NP as an
essential feature to interpret the exceptional high resolution and enhancement
factor in TERS experiment [125] cannot be considered in the model at this
time. The present study focuses on investigating the influence of arbitrary-
shaped neighboring NPs. Consequently, the front-most NP is regarded as a
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smooth spherical NP. Figure 3.18 (c) presents the model based on a tip-sample
configuration for bottom illumination with LPB and RPB (NA=1.25 ) in the
z -direction. The 700 nm long realistic tip is positioned 1 nm above the SiO2

substrate.

Absorption spectrum of a plasmonic probe

Figure 3.19: absorption spectrum of single NP tip (blue line), tip with coarse
distance between the particles (red line) and “realistic” tip (yellowish line) for
a radially polarized beam. b) same calculations for a linearly polarized beam.
Images at the right side display the sketch of the respective system. Note
that the specific positioning of the tip in the linear polarization case results
effectively in z -polarization parallel to the tip’s main axis.

As the first comparison between the model and the actual TERS tip, the
absorption spectrum of a plasmonic probe was calculated. In addition to the
parametrized 3D tip, Figure 3.18 (b), two other cases were considered: a tip
with bigger interparticle distances and a bare tip with only single front-most
NP. In Figure 3.19, for both linearly and radially polarized illumination, an
increase in particle density generally results in stronger far-field signals in the
mode, which is in line with the findings of Taguchi et al [118]. The modeled
far-field absorption spectra for both polarizations show multiple peaks, which
agrees with previous research on planar SERS substrates [124]. Due to vari-
ations of the NP structure over the modeled area, i.e., size and inter-particle
distances, in the SEM-based model, a direct assignment of the respective peaks
in Figure 3.19 is not as straightforward as for the dimer case. However, the
local occurrence of super-radiant, sub-radiant, and Fano-modes of randomly
distributed silver NPs of arbitrary size and shape have been reported for iso-
lated NP clusters [124, 152, 153]. Additionally, the resulting observed absorp-
tion is a superposition of all these modes. The spectrum (yellow line) from
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Figure 3.19, (a) indicates that the evaporation-based TERS tips provide a
strong resonance at ∼500 nm, particularly for the RPB illumination, which
matches experimental evidence as well as the theoretical investigations [154].
Even for the tip with larger interparticle distances (red spectrum in Figure
3.19), this signal is still strong and spectrally similar; hence, indicating at
least for the far-field, no significant differences should be expected. In Figure
3.19, (b) the tip are irradiated with a linearly polarized beam. Note that the
specific positioning of the tip in the linear polarization case results effectively
in z -polarization parallel to the tip’s main axis.

For the directly parametrized tip (yellow line) and the tip with larger gaps
between NPs (red line), the intensity of absorption spectra in the 500-550 nm
range is almost equal but essentially providing sufficient enhancement for a
TERS experiment albeit, as expected, weaker than for the radially polarized
light. The reference model of the single NP tip is shown in Figure 3.19, (a)
and (b) (blue curve) for both polarizations. The comparatively weak peaks
between 350-400 nm correspond to localized plasmons of silver NPs. Quali-
tatively, the results are good in agreement with previous publications, as the
involvement and specifically further enhancement by neighboring nanoparti-
cles are confirmed [118, 124]. However, the absorption spectrum alone should
not be considered as the only characterization of the performance of the tip.
The near-field response of the probe is also a crucial criterion, which has to be
considered carefully.

Near-field response of rough silver based plasmonic probes

This section will address the near-field enhancement “felt” by a specimen
positioned 1 nm underneath the frontmost NP. Similar to the previous far-field
investigations, three tip shapes will be considered: the directly parametrized
model from the TERS tip SEM images, the same tip with enlarged inter-
particle distances, and a single NP tip. The frontmost particle had the same
size and shape in all cases. A plain single NP in the air was also included
for further comparison. Figure 3.20 shows the wavelength dependence of the
enhancement for radial (Figure 3.20, a) and linear polarization, respectively
(Figure 3.20, b). Clearly, the free-standing NP case can be easily distinguished
by spectral position, intensity, and the number of resonances. However, as long
as silver nanoparticles are placed on a Si tip, additional peaks in the field en-
hancement appear. In this regard for the field enhancement, two phenomena
are influential. The first one is the plasmon resonance whose peak is distin-
guishable in all the modeled cases, including a free-standing NP. Depending
on the geometry of the tips and the illuminations, this peak is detectable in
the range of 350 to 410 nm in Figure 3.20. However, it has been shown that
in plasmonic (even dielectric) nanoantenna, if no plasmon resonance is trig-
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Figure 3.20: a) near-field enhancement spectrum of a free-standing NP (purple
line), single NP tip (blue line), tip with large inter-particle distance (red line)
and directly parametrized tip (yellowish line) under illumination of radially
polarized beam on the molecule placed 1 nm beneath the front-most NP. b)
same calculations for a linearly polarized beam. Images at the right sketch
the respective systems. Here again for the linear polarization case the tip is
specifically positioned off-center to optimize the z -coupling efficiency.

gered, the structure can still exhibit non-resonant field enhancement due to
field line crowding at the apex of sharp metal tips. The lightning-rod effect
is a well-known non-resonant (broadband) phenomenon that involves the ro-
bust enhancement of the local near field of incident radiation in the vicinity
of a sharp corner or tip as a consequence of the high local charge densities
present near such structural components [91–94]. Therefore, the lightning-rod
effect is responsible for additional peaks in Figure 3.20. It is visible that plas-
mon modes, 350 to 410 nm, are sharper, stronger, and more influenced by
geometry and the illumination, which in principle shows that it is a resonant
phenomenon. On the other hand, in the case of nanoantenna (all the cases
in Figure 3.20 except free-standing NP), broader peaks are emerging, which
are weaker and less affected by geometry and illumination. As expected, this
already strongly indicates that the “roughness,” i.e., many-particle systems,
are advantageous for TERS tips. Interestingly the linear polarized case seems
to provide a stronger enhancement attributed to the specific geometry used
here for illumination. Rather than positioning the tip in the focus center,
we position the tip at the maximum site for z -coupling efficiency. Experi-
mentally, this is also very important when using LPB from below, since the
z-contributions cancel out in the center of the focus, and the coupling between
plasmon and sample would be very weak. For the other geometries, the radial
polarization is more advantageous, most likely due to the efficient coupling
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also at more distant parts of the tip shaft. Comparing the far- and near-field
behavior shown in Figure 3.19 and Figure 3.20, respectively, the spectral posi-
tions of the resonances are shifted, and also the intensity ratios are different.
Evidently, the particle interacting with the specimen dominates the plasmon
resonance position in the optical near-field, while the neighboring NPs mostly
influence the field enhancement itself. Particularly a comparison between the
free single NP case and the three tip models shows that the largest shift for the
plasmon resonance occurs when the tip slightly distorts the plain silver sphere.
Introducing a spherical particle at the end of the tip, simplifying our model,
allows us to compare and single out specific contributions. A full assessment of
the shape of the particular tips would require a much denser grid and presently
would limit our ability to include larger portions of the tip shaft. The very
localized effect of even single atomic protrusions on the localized surface plas-
mon resonance has been pointed out in previous experiments [125, 155]. It
indicates that the necessary precision required for a full FEM investigation is
yet out of range. Of great interest for experimental applications is the spectral
position of the plasmon resonance. The values in Figure 3.20 for all near-field
cases apparently are in the violet spectral regions, whereas the far-field data in
Figure 3.19, indicate major resonances in the green to yellow spectral region.
For TERS application, the local near-field contributions must be considered,
rendering the results of Figure 3.20, out of the reach of standard Raman ex-
citation wavelengths (e.g., 488, 515, 532 nm). It is important to note that
already small deviations from a sphere (and sample substrate) will induce a
redshift of the localized surface plasmon resonance [156–160]. In a recent ex-
periment, the actual spectral near-field position of a plasmon resonance could
be determined directly, clearly confirming that the tips resonance is in reach
of the above-mentioned excitation wavelengths [161]. Furthermore, it is also
important to mention that current investigations do not consider any chemical
contribution to the overall enhancement [162–165].
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Scattering directionality pattern of the tip

Figure 3.21: a) scattering pattern of the tip under radially polarized beam
illumination from below in 395 nm. b) in 530 nm. d) under linearly polarized
light illumination in 395 nm from below and e) in 530 nm. Small numbers
show intensity of normalized far-field, Efar, c) and f) represent the schematic
picture of the tip under respective illuminations.

An often-overlooked part of a SNOM experiment is the illumination and
detection geometry. While mainly governed by sample and instrumental condi-
tions, a closer look into the tip’s influence to the best of our knowledge has not
been discussed widely. The following part investigates the radiation pattern of
a plasmonic tip. The calculations are done for the parametrized tip only and
specifically for the prominent near-field modes at 395 nm and 530 nm, respec-
tively. For the simulations of this part, the same method as presented in 3.2.3
is used. The whole tip was enclosed by a virtual sphere defined as the far-field
domain for the model. A Gaussian beam was focused on the tip with an NA of
1.25. Figure 3.21 shows the calculated normalized far-field Efar in this model.
Small numbers inside each graph refer to the magnitude of Efar. Figure 3.21,
c) and f) line out the geometry, polar coordinates, and polarization direction
for radial and linear polarization illuminations. The schematic tip shape in the
Figure 3.21 displays the polar coordinates blocked by the tip and cannot be
detected/collected. Interestingly, the radiation pattern of the two resonances

58



Figure 3.22: Far-field radiation Efar of a single NP and many NP tips under
illumination of a linearly polarized green laser (532 nm). Note that in this case
tip is placed at the center of the beam.

using radially polarized illumination (Figure 3.21, (a) and (b)) is really not
identical. While two clear major lobes pointing away from the source can be
observed for the 395 nm resonance, the directionality is much more uniform
for the 530 nm mode (Figure 3.21, (b)). Figure 3.21, (d) and (e) reveal that
for linearly polarized light both resonances show quite a different behavior;
here, the main scattering efficiency points directly away from the collection
part (red arrow in Figure 3.21 (c) and (f)). Such a directionality of the signal
could strongly affect the signal collection efficiency of any SNOM setup and
will therefore be investigated more closely. In addition to the mere collection
efficiency, an angle-dependent investigation should provide information about
the particular plasmon mode that is excited with a given laser line. In the last
part of this section, far-field radiation of the single NP and many-particle tip
are compared. Figure 3.22 shows the Efar of a single NP (blue dotted curve)
and many-particle tip (dashed orange curve). For green laser illumination,
many-particle tip’s far-field scattering is more than 105 stronger than that of
a single NP tip.

In conclusion, modeling a tip revealed that at 530 nm illumination wave-
length, both many-particle and a single NP tip showed comparable near-field
enhancement since, at this wavelength, tips show the lightning-rod effect (see
Figure 3.20). Far-field radiation also displayed that a many-particle tip shows
much stronger far-field scattering power compared to a single NP tip (see Fig-
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ure 3.22). From these two calculations, one can suppose that a single NP
tip can perform well enough when a SNOM measurement is illuminating and
detecting in the near-field region (as in PiFM). On the other hand, for the
SNOM-type experiments where the detection is performed in the far-field do-
main, tips with stronger far-field scattering intensity, many-particle tips, are
better options. This finding is put into practice in 4.2.3.

3.2.5. Modeling the Mechanical Properties of the Tips

Up to now, we merely focused on the optical properties of the probes. This
part investigates the mechanical properties of the tips that are mostly used in
experiments. More specifically, we discuss oscillation of higher harmonics of
the Tap300Al-G and Tap190Al-G from BudgetSensors. To model these AFM
probes, we used the precise geometry provided by the company [37], shown in
Figure 2.2. We used Comsol multiphysics only this time, instead of the Wave-
Optics module, the Eigenfrequency module is used. Only the tip part (shown
with dashed circles in Figure 2.2 ) is modeled in our simulation. One end of the
tip, in reality attached to the cantilever’s larger part, is modeled as a ”fixed
point”. The first four eigenfrequencies and the corresponding total deflection of
a Tap190Al-G tip are shown in Figure 3.23. First, we can see that based on our
model, the fundamental resonance frequency f1 is equal to 190.69 kHz, which
is in perfect agreement with the value specified by the manufacturer (190 ± 30
kHz ). So we can be sure that the tip is well modeled. From the Figure 3.23, it

Tip Resonance Frequency (kHz ) Oscillation Mode

Tap300Al-G 347.27 Out of plane Vertical
Tap300Al-G 2195 Out of plane Vertical
Tap300Al-G 2469.3 In-plane Horizontal
Tap300Al-G 2835.2 Twisting Torsional
Tap300Al-G 6141.4 Out of plane Vertical
Tap190Al-G 190.69 Out of plane Vertical
Tap190Al-G 1006.8 In-plane Horizontal
Tap190Al-G 1192.3 Out of plane Vertical
Tap190Al-G 2095 Twisting Torsional
Tap190Al-G 3323.5 Out of plane Vertical

Table 3.2: First five resonance frequencies and their corresponding oscillation
of Tap300Al-G and Tap190Al-G tips.

is apparent that, there are three types of tip oscillation: out of plane ((a) and
(c)) and in-plane ((b) and twisting (d)). The vertical deflections (here in the
z -direction), especially the fundamental resonance frequency (f1), are ideal for
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Figure 3.23: The first four eigenfrequencies and corresponding deflection of
Tap190Al-G from three different view (left, middle and right columns). f1 =
190.69 kHz (a), f2 = 1006.8 kHz (b), f3 = 1192.3 kHz (c) and f4 = 2095
kHz (d). Dark red represents the maximum deflection and dark blue shows no
deflection.
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the typical tapping mode AFM. However, generally tapping mode is insensitive
to lateral force gradients. That is why the twisting oscillation of the tip can
be utilized as a torsional mode. This torsional vibration has been recently
introduced. In this method a tip is vibrated in the torsional mode at high-
frequency [166,167]. Figure 3.23 (d) reveals the oscillation scheme in torsional
mode. Higher harmonic vertical deflection of the tip is also instrumental. It
plays a crucial role in recent near-field techniques such as photo-induced force
microscopy, which is expansively discussed in the next chapter. Table 3.2 shows
summary of the mechanical properties of the Tap300Al-G and Tap190Al-G
tips.

In this section, we presented a model to investigate the mechanical prop-
erties of the tips. Based on the task and demand, this simulation enables us
to acquire the resonance frequency of the tip in either tapping or torsional
modes, which is generally not available from the manufactures.
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4. Photo-induced Force Microscopy
(PiFM)

4.1. Principles of PiFM

PiFM is an extremely sensitive nanoscale spectroscopic technique from the
visible [27–34] to the mid-infrared [168–174], that measures the photo-induced
force between the sharp metal tip and the sample with high spatial resolution.
The force involves the interaction between induced dipole and thermal expan-
sion [28,175]. The tip-enhanced thermal expansion force is dominant near the
molecular resonance of most dielectric materials, whereas the induced electro-
magnetic dipole force (optical field gradient force) is dominant in plasmonic
and phononic materials [169]. In this thesis we do not consider the thermal
expansion effects. As PiFM is an AFM based technique, it is ideally suited to
utilize in combination with a TERS setup.

In principle, AFM-based spectroscopic methods can be divided, based on
applied detection scheme,into two groups. Those that rely on a mechanical de-
tection and those that obtain signals via photon detection. Both tip-enhanced
Raman spectroscopy (TERS) and scattering-type scanning near-field optical
microscopy (s-SNOM) are techniques that involve photon detection in the far-
field. Then some methods are utilized to separate the near-field scattering
signal from background signals generated by far-field scattering and reflection.
In contrast, photo-thermal induced resonance (PTIR) [176–180] and photo-
induced force microscopy (PiFM) [27,28,31,168,181] are mechanical detection
based techniques, which rely intrinsically on a near-field sensing method and
thereby reduce the challenge of dealing with background scattering and reflec-
tion [182]. An AFM can be considered as a mechanical resonator operated in
feedback loop. Such a system is susceptible to topographic changes because
a sharp tip is placed on the resonator (cantilever or quartz tuning forks) and
the proximity to the surface increases the tip-sample interactions, which in
turn leads to changes the resonator properties, i.e. cantilever deflection and
the resonance conditions. As the tip is scanned over the sample, the topog-
raphy can be mapped by detecting these changes. Generally, the mechanical
resonances can be considered as sensors. For example, in tapping mode AFM,
the cantilever oscillates at a frequency equal to the cantilever’s first resonant
frequency (f0). The optical detection system that monitors the cantilever mo-
tion is fed into the input of a lock-in amplifier referenced by the drive signal
that vibrates the cantilever; as the tip approaches the surface, the lock-in am-
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plitude decreases due to the increasing force interaction. Maintaining a fixed
predetermined amplitude, so called set-point, the Z-scanner compensates for
the amplitude drop/gain by moving to separate/bring closer the tip and sam-
ple. Any system which can be described to a first approximation as a classical
harmonic oscillator, exhibits several additional eigenmodes in addition to the
fundamental one that can also be used as independent sensors for additional
detection channels. This form the basis of PiFM. A typical PiFM setup is
schematically outlined in (Figure 4.1). Next the basic principles for an experi-
mental realization of a PiFM measurement are presented. In 4.1.2 we will show
that, the photo-induced force includes both gradient and scattering forces [27].
In 4.1.2 we will show that the gradient force arises from a field gradient at the
tip-sample interface resulting from the dipole-dipole interaction between the
induced dipole on the sample and the image dipole on the tip, leading to an
attractive force between the two. The scattering force is a direct interaction
between the incident light and the tip due to the transfer of photon momentum
and does not contain any chemical information about the sample. The inci-
dent light can also cause heating of the tip and cantilever, leading to cantilever
motion via non-uniform thermal expansion which is more pronounced with in-
frared illumination [168]. The chemical information of the sample lies in the
gradient force, which is depends on the wavelength-dependent polarization of
a sample. The scattering forces in the near-field region have slight local vari-
ation [27] and the targeted chemical information is in the gradient force 4.1.2,
which is highly localized, ”sideband” detection based on the measurement of
the force derivative can be used to suppress the unwanted forces. In this ap-
proach, the laser modulation frequency fm is chosen so that when added to f0,
it equals to f1: fm + f0 = f1 [27]. fm was chosen to set the lock-in reference
(fref ) precisely to the cantilever’s second mechanical resonant oscillation fre-
quency to take advantage of the high Q factor to improve the signal-to-noise
ratio. In the above mentioned example of tapping mode AFM, a laser can be
focused on the tip-sample region and modulate at fm = f1 to ”directly” detect
the photo-induced force.
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Figure 4.1: Schematic of a photo-induced force microscopy experiment. f0
is the frequency that cantilever is oscillating at and fm is laser modulation
frequency.
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In a nutshell, a PiFM setup is built around a tapping mode AFM, where
the cantilever is excited at its first mechanical resonance f0 shown in Figure 4.1.
The laser beam is modulated at frequency fm which modulates the image force
gradient between object features and their mirror images also at fm. This force
gradient modulation in turn modulates the cantilever mechanical resonance
frequency generating sidebands at fm + f0 and fm − f0. The fm + f0 sideband
which, as mentioned earlier, is arranged to lie on top of the second mechanical
resonance of the cantilever. The reference for the lock-in is derived by mixing
the f0 (taken from controller) and fm (taken from modulator) followed by a
bandpass filter centered at fm + f0. Hence after demodulating the inputs by
lock-in amplifier, the extracted gradient force in PiFM (originally called “image
force microscopy” [27]) is simultaneously detected with the topography while
the object is raster scanned.

4.1.1. Theory of Sideband Coupling

Figure 4.2: Dynamic motion of a cantilever.

After a brief introduction of the PiFM, the next key step is to understand
the way the time-averaged photo-induced force is measured. In the context
of multifrequency AFM, here a quantitative theory of sideband coupling for
probing force gradients detected in PiFM is developed. This description follows
largely the outline presented in [183]. It should be mentioned that all the
analysis presented in this section is independent of the origin of the photo-
induced force and is valid for any form of the photo-induced response in the
system.

The dynamics of motion of a continuous beam system (cantilever tip sys-
tem) is described by the Euler-Bernoulli model. The motion of the tip can
be represented by a point-mass model and described by the superposition of
its eigenmodes [184, 185]. Since the higher eigenmodes contribute negligibly
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to the cantilever motion [186], we can assume, for our discussion here, that
only the fundamental (i = 0) and the first mechanical resonance (i = 1) are
important. Consequently, the equation of motion of the tip-sample system in
two degrees of freedom are given by:

mz̈ + b0ż + k0z = F
(
z(t), t

)
(4.1)

mz̈ + b1ż + k1z = F
(
z(t), t

)
(4.2)

where m is the mass of the cantilever, F
(
z(t), t

)
is the total external force

including a tip-sample interaction force, and ki and bi are the ith spring
constant and damping coefficient of the cantilever, respectively. The side-
band motion (with frequency of fs±) is induced by coupling the modulated
force gradient (with frequency of fm) with the carrier frequency (fi ) (here
fs± = f0 ± fm ). The instantaneous tip-sample distance is represented by
z(t) ∼= zc + z0(t) + zm(t) + zs(t) + 0(ε) where zc is the equilibrium position,
z0 is the coordinate of the carrier motion of the fundamental eigenmode, zm
describes the motion due to the modulated force, and zs is the relevant coordi-
nate for sideband-coupled motion (see Figure 4.2). Assuming that the motion
is sinusoidal, the instantaneous tip-sample distance is given as:

z(t) ≈ zc + z0(t) + zm(t) + zs(t) + 0(ε) (4.3)

z0(t) ≈ A0 sin (ω0t+ θ0) (4.3a)

zm(t) ≈ Am0 sin (ωmt+ θm0) + Am1 sin (ωmt+ θm1) (4.3b)

zs(t) ≈ As0 sin (ωs±t+ θs0) + As1 sin (ωs±t+ θs1) (4.3c)

where ωs± = ωm ± ω0. Ami and θmi are the amplitude and phase that are
driven by the photo-induced force acting on the fundamental (previously in-
troduced as f0) and first eigenmodes (previously introduced as f1); Asi and θsi
are the amplitude and phase driven by the interaction responsible for coupling
the eigenmodes. Substituting equation 4.3 into equations 4.1 and 4.2 by multi-
plying both sides of the resulting equation by sin (ωjt+ θj) and cos (ωjt+ θj),
followed by an integration over the oscillation period, the following general
relations for the amplitude and phase of the motions are obtained:

(
ki −mω2

j

)Aj

2
=

1

T

∫ T

0

F
(
z(t), t

)
sin (ωjt+ θj)dt (4.4)

biωjAj

2
=

1

T

∫ T

0

F
(
z(t), t

)
cos (ωjt+ θj)dt (4.5)

where i = 0, 1, j = 0,mi, si±. Equations 4.4 and 4.5 are the general expressions
of the sideband coupling theory in multifrequency atomic force microscopy. If
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the form of F
(
z(t), t

)
is known, the amplitudes A0, Ami, Asi± and the phase

shifts θ0, θmi, θsi± can be calculated through numerical integration. Next, we
will consider the small oscillation limit and apply the sideband coupling theory
to the case where photo-induced forces are detected.

Under the assumption that the oscillation is sufficiently small, equations
4.4 and 4.5 can be analytically solved considering zs as perturbation. Note
that this small oscillation approximation is equivalent to the first-order ap-
proximation of the general motion of the cantilever system [187]. The total
external force can be expanded at the equilibrium position zc as follows:

F
(
z(t), t

)
≈ F (zc) +

(
∂F

∂z

)
(z − zc) + . . . (4.6)

We assume that the higher order coupling terms (second order and higher) can
be ignored in the small oscillation limit. In PiFM with sideband mode detec-
tion, we modulate the fundamental eigenmode of the cantilever for tracking
the topography and modulate the optical force at the angular frequency ωm .
Therefore, the total external force can be written as:

F
(
z(t), t

)
= F0 cos (ω0t) + Fint(z) + FDC

pif (z) + FAC
pif (z) cos (ωmt+ θm) (4.7)

where F0 is the driving force for the fundamental resonance, and Fint is a me-
chanical tip-sample interaction force that can be generally described as the sum
of a conservative and a nonconservative force: Fint(z) = Fc(z)− Γ(z)ż [188].
Such a form of the force provides a good description of the energy dissipation
of the cantilever [189, 190]. In the small oscillation limit, nonvelocity depen-
dent effects, such as the hysteresis effect, can be assumed to be small [191].
The photo-induced force contributes through the third and fourth term on the
righthand side of equation 4.7, and is given as FDC

pif (z)+FAC
pif (z) cos (ωmt+ θm).

The origin of the sideband signal derives from the product of the carrier mo-
tion and the modulated force. Inserting equations 4.3 and 4.7 into equation
4.6, and by considering the higher order terms are sufficiently small, the total
force terms are rewritten as:

Fc(z) ≈ Fc(zc) +

(
∂F

∂z

)
zc

(z0 + zm + zs) (4.8)

Γ(z)ż ≈
(
Γ(zc) +

(
Γ(z)

z

)
zc

(z0 + zm + zs)

)
ż (4.9)

FDC
pif (z) ≈ FDC

pif (zc) +

(
∂FDC

pif

∂z

)
zc

(z0 + zm + zs) (4.10)
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FAC
pif (z) cos (ωmt+ θm) ≈ FAC

pif (zc) cos (ωmt+ θm)

+

(
∂FAC

pif

∂z

)
zc

(z0 + zm + zs) cos (ωmt+ θm)
(4.11)

the second term in equation 4.11 gives the coupled response between all the
motions through the modulated photo-induced force gradient. The sideband
force, however, is the modulated photo-induced force gradient coupled with
the carrier motion (z0), defined in 4.3a, as given below:

FAC
pif (z) cos (ωmt+ θm)z0 =

(
∂FAC

pif

∂z

)
zc

cos (ωmt+ θm)A0 sin (ω0t+ θ0)

=

(
∂FAC

pif

∂z

)
zc

A0

2
sin
(
(ωm + ω0)t+ (θm + θ0)

)
−

(
∂FAC

pif

∂z

)
zc

A0

2
sin
(
(ωm − ω0)t+ (θm − θ0)

)
(4.12)

where ωs = ωm ± ω0 are the sum and difference frequencies at which the
sideband coupled signal is detected. In the remainder of this work, we will
choose ωs+ for our sideband detection. By setting the sideband frequency
to coincide with the first resonance frequency, ωs ≡ ωs+ = ω1, the sideband
motion is amplified by this eigenmode due to high Q-factor as mentioned in
the previous chapter. In general ωs+ is well separated from the fundamental
mechanical resonance. Therefore, the amplitude of the sideband mode can
be approximated by As ≈ As1+ >> As0+ and thus zs(t) ≈ As sin (ωst+ θs)

and Fside = A0

2

(
∂FAC

pif

∂z

)
zc
sin
(
(ωm + ω0)t+ (θm + θ0)

)
. As mentioned earlier,

the fundamental mechanical resonance of the cantilever is externally driven
with the F0 force and the frequency of ω0, while the higher-order resonance is
actively driven by the optical force, Fside. The interaction force, Fint (which
bundles all relevant van der Waals and Casimir forces present in AFM) and
FDC
pif (which includes all the constant forces applied on the tip due to illumi-

nation of laser light) act on the motion of both resonances. Now we are facing
the following equations to solve and obtain analytical expression for As and
A0. By considering the above approximation, the integral equations for the
carrier and sideband motions in 4.4 and 4.5 are rewritten as:(
k0−mω2

0

)A0

2
=

1

T

∫ T

0

[
F0 cos (ω0t+ θ0)+Fc(z)−Γ(z)ż+FDC

pif (z)
]
sin (ω0t+ θ0)dt

(4.13)
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b0ω0A0

2
=

1

T

∫ T

0

[
F0 cos (ω0t+ θ0) + Fc(z)− Γ(z)ż + FDC

pif (z)
]
cos (ω0t+ θ0)dt

(4.14)(
k1−mω2

s

)As

2
=

1

T

∫ T

0

[
Fc(z)−Γ(z)ż+FDC

pif (z)+Fside

]
sin (ωst+ θs)dt (4.15)

b1ωsAs

2
=

1

T

∫ T

0

[
Fc(z)− Γ(z)ż + FDC

pif (z) + Fside

]
cos (ωst+ θs)dt (4.16)

Now using equations 4.8, 4.9 and 4.10 and substituting them into equations
4.13 and 4.14 carrier motion can be obtained. Sideband motion also could be
achieved by solving equations 4.15 and 4.16. This way simplified equations
will be achieved as below:

(k0 − kc −mω2
0)A0 = F0 sin θ0 (4.17)

(b0 − Γ)ω0A0 = F0 cos θ0 (4.18)

(k1 − kc −mω2
s)As = −A0

2

(
∂FAC

pif

∂z

)
zc

cos (θs − (θm − θ0)) (4.19)

(b1 − Γ)ωsAs =
1

2

(
∂FAC

pif

∂z

)
zc

sin (θs − (θm − θ0)) (4.20)

where kc = ∂F c

∂z
|zc and F c = Fc + FDC

pif is effective conservative force. By
squaring and summing equations 4.17 and 4.19 we obtain the amplitude of the
carrier motion as:

A0 =
F0√

m2(ω ′2
0 − ω2

0) + b ′2
0 ω

2
0

(4.21)

with b ′
0 = b0 + γ(z) is an effective damping parameter and ω ′

0 =

√
(k0−kc)

m

accounts for frequency shift induced by the force gradient. By introducing the
transfer function as below:

Gi(ωj) =
1√

m2(ω ′2
i − ω2

j ) + (b ′
iωj)2

(4.22)

where i = 0, 1 and j = 0,m, s. Using the transfer function we can obtain
analytical expression for carrier and sideband motion as:

A0(ω0) = G0(ω0)F0 (4.23)

As(ωs) = G1(ωs)
A0

2

(
∂FAC

pif

∂z

)
zc

(4.24)
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Equation 4.23 is the unperturbed solution of the carrier motion and equation
4.24 is the first order perturbation solution due to the presence of the mod-
ulated force. We can see that the amplitude of the sideband motion As is

proportional to the force gradient of the photo-induced force (
∂FAC

pif

∂z
) rather

than to the photo-induced force itself. By doing same analytical approach
for direct detection (when ωm = ω1), amplitude of direct motion (Ad(ω1))
expressed as below:

Ad(ω1) = G1(ω1)F
AC
pif (zc) (4.25)

Because the detected amplitude in the direct mode is directly related to FAC
pif ,

the signal contains both localized (attractive) and nonlocalized (repulsive)
force contributions [29]. In contrast, the sideband mode is related to the

force gradient of the photo-induced force,
∂FAC

pif

∂z
. Since the gradient of local-

ized force contributions is much higher than the gradient of the slowly varying
nonlocalized forces, the sideband is much more sensitive to localized tip-sample
interactions. The reduced spatial scale at which these interactions are promi-
nent gives rise to a high spatial resolution and improved contrast compared to
what is seen in the direct detection mode.

4.1.2. Theoretical Investigation of the Optical Force In-
teraction at Nano Sclae

In the previous section, the theory behind the sideband detection scheme
was presented. Now, it is time to investigate the forces measured in that
scheme; hence, a brief overview of the theoretical background of optical forces
is presented. In principle two approaches for modeling the optical force in-
teraction are pursued, namely the dipole-dipole approximation (see 4.1.2) and
Maxwell stress tensor (see 4.1.2).
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Figure 4.3: Induced dipole moments of an AFM tip and a particle with
incident electromagnetic field Einc , where r is the center of mass coordinate,
µt and αt (µp and αp) are dipole moment and polarizability of the tip (sample),
respectively.

Dipole-Dipole Approximation (DDA)

In DDA the interaction between tip and sample can be considered equiva-
lent to the interaction between dipoles generated by absorption in the sample
and the corresponding mirror-image dipoles in the tip. In fact, several mirror
images can arise in the tip-sample-substrate system, which leads to an at-
tractive ”image force” that corresponds to the wavelength-dependent optical
absorption of the sample absorption [27]. Especially for a linearly polarized
beam, this approach is advantageous to obtain a simple analytical view of the
different forces present in photo-induced interactions.

To begin to develop a theory of the optical force interactions at the AFM
tip, first a polarizable particle illuminated with a monochromatic electromag-
netic wave, of angular frequency ω is considered. In this case the time harmonic
electric and magnetic field components at location r can be described by:

E(r, t) = Re[E(r)e−iωt] (4.26)

B(r, t) = Re[B(r)e−iωt] (4.27)

The particle then acquires an induced dipole moment with the same time
dependence as the incident fields, and can be written as:

µ(r, t) = Re[µ(r)e−iωt] (4.28)

Assuming the particle has no static dipole moment of its own, the induced
dipole moment, to the first order, is proportional to the electric field at the
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particle position r given as:

µ(r) = α(ω)E(r) (4.29)

where α denotes the polarizability of a particle that satisfies the Clausius-
Mossotti relation (for a sphere shape particles)

α = 4πϵ0
ϵ− 1

ϵ+ 2
a3 (4.30)

Here a is the particle radius and ϵ denotes the complex dielectric permittivity.
For particles such as single molecules the projection of µ along the direction
of the magnetic field is the only relevant component. Hence α can be treated
simply as a scalar quantity, instead of a tensor of rank 2. The AFM cantilever
cannot respond at optical frequencies, such as ω, so the time-averaged Lorentz
force in the dipole approximation is [6]〈

F
〉
=

α
′

2
∇
〈
|E|2

〉
+ ωα

′′〈
E×B

〉
(4.31)

where the particle polarizability is separated by the relation α(ω) = α
′
(ω) +

iα
′′
(ω) into α

′
, the real part, and α

′′
, the imaginary part. The first term of

equation 4.31 is called the gradient force (also described as the dipole force)
and the second term is called the scattering force (or also the absorption force).
These two forces will be described separately below.

Gradient Force The gradient force stems from variations in the electromag-
netic field and is proportional to the real (dispersive) part, α

′
, of the complex

polarizability. The electric field at the particle dipole is due to both the in-
cident electric field as well as the evanescent field from the induced dipole at
the tip, and vice versa. We can model the mutual interaction if we consider
the tip and molecule as spheres of volume 4

3
πr3 each with their own effective

polarizabilities, as in Figure 4.3, and the induced dipole moments become:

µt = αt

(
E0 + Ep

)
(4.32)

µp = αp

(
E0 + Et

)
(4.33)

where E0 is the electric field of the incident laser, and µt and µp are the effec-
tive dipole moments of the tip and molecule, respectively. Et is the evanescent
field of the tip, and Ep is the induced electric field of the particle. The can-
tilever response is mostly confined to the z direction (normal force component
detection) and therefore, only the z components of the tip and molecule dipoles
are relevant, µt = µtẑ and µp = µpẑ respectively. The evanescent fields of the
induced dipoles are given as:

Ei =
1

4πϵ0

(3µi · r)r− µi

r3
(4.34)
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where Ei = Eixx̂ + Eiyŷ + Eizẑ, r =
√

x2 + y2 + y2, and i = t, p respectively.
Using equations 4.31 - 4.33 expressions for the z-component of the molecule’s
induced dipole moment and the electric field at the molecule can be in terms
of the tip and particle polarizabilities and incident field in z as:

µp =
2z3πapϵ0(at + 2z3πϵ0)E0z

4z6π2ϵ20 − apat
(4.35)

Ep =
ap(at + 2z3πϵ0)E0z

4z6π2ϵ20 − apat
(4.36)

When the relative sizes of the tip and molecule are assumed to be smaller than
the gap distance, z > at and z > ap, and as the tip and molecule polarizabilities
scale with the cube of the radius (equation 4.30) we can also safely assume that
z >> a3pa

3
t . With these assumptions equations 4.34 and 4.35 can be simplified

and an expression for the z-component can be described simply as:

Fg ≡
〈
Fg

〉
z
∼= −

a
′
pa

′
t

2πz4
E2

0z (4.37)

There are few significant items to note from equation 4.37, which is similar to
the formula described in Ref. [192]. Firstly, the gradient force is attractive.
Secondly, there is a z−4 spatial dependence, and Fg is only relevant for very
short tip-molecule separations. Lastly, the strength of the force is proportional
to the dispersive part of the molecule’s polarizability and therefore, information
from the molecule’s optical properties can be gained from studying this force.
It will be helpful to characterize the magnitude of this force by collapsing the
gradient force coefficients into the simple parameter β as:

β =
a

′
pa

′
t

2π
E2

0z (4.38)

Scattering Force The other optically induced contribution predicted by
equation 4.31 is known as the scattering force. The magnitude of this repulsive
force is proportional to the dissipative part of the light-particle interaction
i.e. the imaginary part of the complex polarizability. The scattering force is
described as

Fsc ≡
〈
Fsc

〉
z
∼= ωα

′′

t

〈
E0 ×B0

〉
z

(4.39)

B0 = B0xx̂ + B0yŷ + B0zẑ. The transverse components of the electric and
magnetic field are the only contributors to the force along the tip axis in the
z-direction. The dominant component of the incident field is polarized along
x, E0 = E0xx̂, then the scattering force can be simplified as:

〈
Fsc

〉
z
=

2πα
′′
t

λ
E2

0x (4.40)
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where λ is the wavelength of the incident beam. Whereas the gradient force
scales z−4 with tip-sample distance, the scattering force is independent of dis-
tance in the nanoscale region of the tip, since the distance-dependence is im-
plicitly contained in the spatial extent of the excitation field E0x. As the
excitation field dimension in the focal plane is in the (sub)-µm range, the scat-
tering force is manifested over a different spatial scale than the local gradient
force. Therefore, the short range nanoscopic interactions are expected to be
governed by the gradient force, while at longer distances the scattering force
is dominant. The scattering force is generally repulsive unlike the attractive
gradient force, so there may be a specific tip-sample distance where the two
optical forces cancel out in magnitude. It should be noted that the image
dipole will be generally in phase with the source dipole, giving rise to a signif-
icant component of the total tip–sample force (FAC

pif ) which is unipolar (with
nondispersive peak shape), while additional force components acting between
tip polarization driven directly by the incident radiation (FDC

pif ) and the sample
polarization may have a dispersive behavior.

The dipole approximation was presented in an analytical approach to re-
veal the formalization of the existing gradient and the scattering forces under
the illumination of linearly polarized light for the tip-sample system. This
scenario gets increasingly complex if more precise modeling and different po-
larizations have to be considered. Hence in the next section, a more accurate
yet rigid method is introduced.
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Figure 4.4: Lorentz force (per unit volume) f on a continuous charge distri-
bution (charge density q) in motion. The current density J corresponds to the
motion of the charge element dQ in volume element dτ and varies throughout
the continuum. Image is adapted from [193].
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Maxwell Stress Tensor

The gradient force in PiFM arises from the wavelength-dependent polar-
ization of the sample. This sample polarization interacts with the cone-shaped,
metal-coated tip. In comparison with dipole approximation, here the equation
for the optical forces is derived in a different formalism. With Maxwell stress
tensor formalism a more precise optical force calculations and modeling can
be performed. Let us begin by considering the Lorentz force

FQ = QE+Qv ×B (4.41)

By extending this equation to the case of an infinitesimal element of a dis-
tributed test charge, assuming that a differential volume has an equivalent
charge dQ = qdτ , where q is the charge density and dτ the differential el-
ement of volume, and that it moves rigidly along a trajectory such that its
instantaneous velocity is v see Figure 4.4 . Thus, we will assume that the
force on a differential element of charge is

dF = qdτE+ qdτv ×B (4.42)

The force per unit volume of charge is, therefore

f =
df

dτ
qE+ qv ×B (4.43)

Here the “usual” development of the Maxwell stress tensor is presented.
Such a development is presented in many textbooks on classical electrodynam-
ics, but we will follow the one by Griffiths [194]. Consider the Lorentz force
equation 4.43 and use Maxwell’s equations to write

f = [ϵ0∇ · E]E+
[
1

µ0

∇×B− ϵ0∂tE

]
×B

= [ϵ0∇ · E]E− 1

µ0

B× [∇×B]− ϵ0∂t[E×B] + ϵ0E× ∂tB

= [ϵ0∇ · E]E− 1

µ0

B× [∇×B]− ϵ0∂t[E×B]− ϵ0E× [∇× E]

(4.44)

utilizing the well-known vector identity

g × [∇× g] = ∇
[
g2

2

]
−[g · ∇]∇ (4.45)

and add the zero-valued function [∇·B]
µ0

to obtain

f = ϵ0[∇·E]E+
1

µ0

[∇·B]B−∇
[
ϵ0E

2

2
+

B2

2µ0

]
+ϵ0[E·∇]E+

1

µ0

[B·∇]B−∂t[E×B]

(4.46)
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Consider the ith component:

fi = ϵ0[∂jEj]Ei +
1

µ0

[∂jBj]Bi − ∂i

[
ϵ0E

2

2
+

B2

2µ0

]
+ ϵ0[Ej∂j]Ei +

1

µ0

[Bj∂j]Bi − ϵ0∂t[ϵijkEjBk]

(4.47)

which we can rewritten as

fi = ∂j

[
ϵ0EiEj +

1

µ0

BiBj−
(
ϵ0E

2

2
+

B2

2µ0

)
δij

]
−∂t[ϵijkEjBk]

= ∂jTij − ∂t[ϵijkEjBk]

(4.48)

Tij are the components of a second order tensor — a 3 × 3 matrix — called
the Maxwell stress tensor:

Tij = ϵ0EiEj +
1

µ0

BiBj−
[
ϵ0E

2

2
+

B2

2µ0

]
δij (4.49)

We see that it is symmetric because Tji = Tij for any choice of the indices i, j.
Using dyadic notation, we write this tensor in the form

T = Tjieiej (4.50)

Therefore, we can rewrite equation 4.47 as

f = ∇ ·T− ∂t[E×B] (4.51)

Equation 4.52 is the force per unit volume on a distributed charge. Focusing
on a differential element having volume dτ , we can write the force on it as

df = ∇ ·Tdτ − ϵ0∂t[E×B]dτ (4.52)

Now suppose that we want to find the force on a charge distributed over a
region R. We merely integrate the preceding equation over this region, getting

F =

∫
R

∇ ·Tdτ − ϵ0

∫
R

∂t[E×B]dτ (4.53)

This expression contains every aspect of electromagnetism and momentum
affecting any arbitrary shaped medium. A rigorous numerical calculation of
the second-order Maxwell stress tensor with boundary conditions based on
the specific geometry of the tip-sample-substrate system gives us a numerical
solution of the forces and force gradients arising from optical force interactions.
In our case we consider the statistic interactions, hence, we are only dealing
with the first part of the equation 4.53.
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Figure 4.5: The photo-induced force spectrum of a single Al disc calculated
using the Maxwell’s stress tensor method for a Si tip (solid line), and the same
calculated by approximating the tip as a Si sphere (with radius = 20 nm),
using the dipole approximation method (dashed line). The absorption cross
section (σabs) calculated for a single Al disc is also plotted for comparison (red
markers). For all calculations, the diameter of Al discs (covered by a 3 nm
Al2O3 layer) = 92 nm. Image is adapted from [34] with permission.
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N. J. Halas and coworkers in [34] highlighted the importance of including
realistic dimensions of the tip and sample in calculations of photo-induced
force interactions (see Figure 4.5). They did this by comparing the optical
force spectrum evaluated on a single Al disc using the DDA method with
the force spectrum calculated using the stress tensor method. The optical
force spectrum evaluated using the stress tensor method tracks the absorption
spectrum very well. However, the force spectrum calculated using the dipole
approximation method is red-shifted by ∼ 50 nm. It is also important to note
that the force calculated using the dipole approximation method is highly
sensitive to the size of the dipole and can yield arbitrary results depending on
the radius of curvature of the dipolar sphere used to evaluate the force [34]. In
our case we consider the statistic interactions, hence we are only dealing with
the first part of the equation 4.53. In this thesis Comsol Multiphysics was used
to calculate optical forces (

∫
tip

∇ · Tdτ) exerted on the tip in the presence of
the sample. The results are displayed and discussed in 4.2.
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4.2. Results

One of the benefits of the PiFM is to assist other near-field experiments
such as TERS. For a TERS measurement, after adjusting the optical setup,
the tip is placed in the laser focus. These positions are fixed to each other then
sample is scanned. The critical point of every TERS experiment is to maximize
Raman signal amplification. This is directly coupled to a high excitation and
collection efficiency. Momentum matching usually compromises the use of
an objective with high NA which demands for a setting of the laser focus
with nanometer precision in regard to the tip-sample region. However, in this
context, the correct lateral tip position with respect to the field distribution in
the focal plane and correct focus adjustments along the optical axis is crucial.
When focusing linearly polarized light in a transmission configuration onto the
sample surface, the correct axial focus position must first be found to focus the
laser beam onto the end of the TERS tip. This ensures maximum coupling of
the electromagnetic field to the plasmonic structure. In our case, the bottom
illumination/collection, the adjustment of the focus of the laser spot is mostly
made via a camera image. This assumes that the actual focal plane correlates
precisely with the imaging plane on the camera. As a further indication, the
response of the Raman signal of the TERS tip itself is used. Since silicon
is used as the base substrate of the tips, the first phonon mode of silicon
(Si peak at 520 cm−1 in the spectrum [195]) can be used to approximately
optimize the laser focus on this signal. However, it should be noted here that
alignment using the Si signal alone often leads to misalignment since the peak
signal increases with overfocusing. For local positioning of the tip within the
assumed focus spot, one can either scan the objective over the tip region.
For different polarizations, the electric field distribution on the sample surface
(Figure 3.8) is well-known. For linear polarization the aim is to position the
tip slightly away from the focus spot, into one of the two side lobes polarized in
the z-direction. Often only a rough estimate of the optimal tip position for an
assumed maximum signal gain can be made. Another challenge compromises
the intactness of the tip nanstrcutre, i.e. optical activity of the tip after initial
alignment process.

PiFM offers an optimal solution for the challenges mentioned above. As
shown later, PiFM can address the correct axial focus position and the lat-
eral tip position in focus to achieve maximum signal amplification. Moreover,
simultaneous checking of the state of the TERS tip is intrinsically given (cf.
section 4.2.2). Furthermore, the PiFM technique can be easily integrated into
an existing TERS setup. It is non-destructive and guarantees a significant
acceleration of the TERS alignment process due to the fast image acquisition.
Thus, optimal TERS conditions can be ensured and monitored with PiFM. In
the following, after introducing our PiFM setup, some of the applications of
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the PiFM technique is discussed.
All the PiFM measurments were conducted with the Vistascope (Molecular

Vista, Inc.) which is an AFM-based system. The schematic setup is shown in
Figure 4.1. The optical measurements are performed in a transmission config-
uration. A CW laser (Excelsior, Spectra-Physics) emitting a linearly polarized
beam with a wavelength of 532 nm, is expanded, collimated, and then coupled
into the AFM system. There it hits the input aperture of a 100x oil immersion
objective (Müller Optronic) with a numerical aperture of 1.25 or alternatively
a 60x oil immersion objective with numerical aperture of 1.45 (Olympus).
The expansion of the laser beam overfills the back aperture of the objective,
producing excellent focusing on the sample plane. To control the input po-
larization, a λ/2 plate in combination with a polarizer was used. To measure
the PiFM signal, the laser beam first hits an acousto-optic modulator (AOM
from APE Berlin/Gooch&Housego). An ultrasonic wave is first generated in
the AOM, which consists of quartz (operating frequency 110 MHz). This acts
as an optical grating on which the input beam is diffracted accordingly. The
first diffraction order, and thus the corresponding intensity of the beam are
modulated at the frequency fm. Polarization control includes various optical
elements, e.g. a radial polarizer consisting of a liquid crystal (ARCoptix). So
linearly polarized light, and particularly azimuthally and radially polarized
light can also be generated. After coupling into the AFM and passing the ob-
jective, the modulated beam hits the tip. As usual for ordinary AFM imaging,
tapping mode was used. The tuning of the cantilever frequencies results in the
known first resonance frequency f0 and higher harmonic oscillations such as
the second resonance frequency f1. A PiFM signal becomes measurable when
the frequency of the modulated laser beam either directly coincides with the
second resonance frequency f1 of the cantilever (direct mode detection fm =
f1) or coincides with one of the sidebands of f0 (sideband mode detection see
section 4.1.1). For sideband modulation fm can be tuned into the sum and
the difference of the two resonance frequencies. In this work, the sum config-
uration (f1 = fm + f0) was used. The photo-induced force is then detected
by demodulation using a lock-in amplifier. For imaging the electromagnetic
field distributions on the sample surface (see chapter 4.2.1) an objective scan
is performed, whereby depending on the polarization state the corresponding
field distribution becomes visible as a PiFM signal. If the PiFM signal of the
sample need to be examined, an objective scan is first performed to place the
tip in the laser focus (= maximum PiFM signal). The tip is then moved over
the sample (tip scan) and both the topography and the PiFM signal of the
sample are detected simultaneously.
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4.2.1. Mapping Electromagnetic Field Distributions at
Nanoscale

The incident excitation field plays a vital role for any near-field enhance-
ment measurements. The main goal is to achieve the highest enhancement of
the electromagnetic field at the near-field probe by choosing the polarization
of the excitation field. Although sometimes the choice of the excitation field is
dictated by the different illumination geometries, still it can be engineered by
different polarization optics. Bottom illumination/collection setup is used in
this work. In this configuration, the highest amplitude of the incident field E0

coincides along the tip axis (z-direction, perpendicular to the sample surface),
the localized surface plasmon is generated, which acts most strongly along the
tip axis. In this case, since the induced dipole moment of the tip, µt, also acts
in the z-direction, a maximum amplification of the electromagnetic field, or
Raman signal, occurs. For example, Figure 4.6 (a) illustrates electromagnetic
field distribution on the sample surface and the possible orientation of the in-
duced dipole moment µt for an incident beam with linear (left column), radial
(middle column), and azimuthal polarization (right column). The left column
of Figure 4.6 (a) shows that when linearly polarized light passes through the
high NA objective lens, individual polarization components are rotated toward
the tip axis [77, 196]. Although a significant fraction of the field components
retain their x or y component (x component in our case) due to geometric
factors, the relative ratio (x, y versus z components) can be quantitatively
determined by choice of NA. Considering the field distribution of this config-
uration on the sample surface, the z-portion of the field perpendicular to the
surface, Ez, does not appear in the center of the intensity distribution. Since
the tip axis is aligned parallel to the z-component of the field, to make the
best possible use of the optical antenna effect of the tip and proper excitation
of the surface plasmons (SPPs) at the its end, ideally tip in placed in one of
the two side lobes, as shown in Figure 4.6 (a) left column [154, 197]. One of
the photo-induced force microscopy (PiFM) applications is imaging which is
essentially non-destructive, fast (acquisition of an image in about 30 s), and
yields the possibility to visualize a wide variety of polarization states on the
sample surface. For an overview, Figure 4.6(a), (b), and (c) show the respec-
tive polarization on the sample surface, normalized transverse, |Ex,y = Er|2,
and longitudinal, |Ez|2, field components on the sample surface and the cor-
responding PiFM image, respectively. The PiFM images were taken in the
focal plane with constant tip-to-sample distance, at constant laser power and
a wavelength of 532 nm. Commercial gold tips were used because they exhibit
a stronger PiFM signal due to their higher polarizability compared to a silicon
tip. After approaching the tip to the sample surface (glass substrate), the
objective was scanned in a raster pattern over the area of the tip and the re-
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spective PiFM image was measured as a function of the incident polarization.
The numerical simulation of the electric field distribution of the different po-
larized beam in the focal plane was performed using the wave optic module of
COMSOL Multiphysics which utilizes finite element method (FEM) to solve
Maxwell’s equations. As described earlier this chapter, PiFM measures the
photo-induced force using the polarizability between tip and sample (particle)
after excitation with an electromagnetic field. Since the sample in this case is
a glass substrate, mirror image of the tip is generated in the substrate, which
interacts with the tip. Suppose this tip-substrate system is now illuminated
with an external electromagnetic field (see Figure 4.3). In that case, it can
be described by two interacting dipoles (section 4.1.2), the dipole of the tip
and its mirror image in the substrate with the respective polarizability. Con-
sequently, PiFM measures the force between the induced dipole of the tip,
which is proportional to the polarizability of the tip material and its mirror
image in the substrate. Thus, this photo-induced dipole-dipole interaction
force is correlated with the PiFM signal. This total (photo-induced) force can
be caused by both the short-range gradient force and the long-range scattering
force, which in turn can be dependent on the influence of the gradient of the
incident field [28]. A clear distinction must be made between the (short-range)
gradient force and the (total) force gradient.

Fg ≡
〈
Fg

〉
z
∼= − β

z4
(4.54)

∂FAC
pif

∂z
(4.55)

The gradient force is part of the electromagnetic interaction, and previously for
a linear polarization field is shown as equation 4.54 in which β is achieved as in
equation 4.38. This gradient force for other polarizations has different forms.
However, the force gradient (or gradient of the force) implies the changes of
the force as in equation 4.55 and it can have not only electromagnetic but a
the thermal origin and it is the basis for sideband coupling measurements as
shown in equation 4.24.
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Figure 4.6: PiFM imaging of three different polarization states on the sam-
ple surface. a) Field distribution on the sample surface (glass substrate).
(Left) Linearly polarized light (x-direction). (Middle) Radially polarized light.
(Right) Azimuthally polarized light. b) Numerical simulation of the field dis-
tribution of normalized transverse, |Ex,y = Er|2, and longitudinal, |Ez|2, field
components on the sample surface. c) PiFM measurement of the three different
polarization states and visualization of the field components. PifM response
of a azimuthally polarized beam is specifically discussed in the main text.
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Since the measurements in Figure 4.6 are made in the focal plane at con-
stant tip-sample distance, the short-range gradient force contributes to the
PiFM signal. In the sideband mode, which is exclusively used in this work,
the photo-induced force is separated from all other forces by means of a multi-
frequency lock-in amplifier ( discussed in section 4.1.1)). Thus, the influence of
the long-range scattering force is suppressed in the sideband mode. It should
be mentioned that the long-range scattering force can still contribute to a mea-
surable PiFM signal, which will be discussed in more detail in section 4.2.4.

Looking at the PiFM image in Figure 4.6 (c) for linearly polarized light,
the two characteristic side lobes due to the axial dipole-dipole alternating effect
between tip and sample become visible. Thus, the strong Ez field interaction
leads to a measurable force in PiFM. Although, as can be seen in the simulation
(Figure 4.6 (b), the transverse field components have a higher intensity, the
PiFM measurement responds to the axial Ez field components. The radial
polarization, which is advantageous for TERS, contains exclusively Ez field
components (Figure 4.6 (a) and (b) middle column) on the sample surface
after focusing. This is confirmed by the dominant axial field components of
the PiFM image (Figure 4.6 (c). Since the establishment and assurance of
radial polarization is more demanding in terms of alignment, PiFM provides a
reliable method to ensure the correct polarization state on the sample surface.
Although in Figure 4.6 (c) left and middle columns only the prominent Ez

field components are measured, PiFM can also be used to measure an image
contrast for azimuthally polarized light, even though all field components lie in
the xy plane and theoretically no z components of the electric field are present
on the surface (Figure 4.6 right column (a) and (b)). This phenomena needs
to be clarified.

PiFM for an azimuthally polarized beam. Authors in [115] analytically
show that for azimuthally polarized radiation, the force exerted on the tip can
be written as

Fg ≡
〈
Fg

〉
∝ |αtip,tEt|2 (4.56)

here Et denotes the transverse components of the incident field and αtip,t ex-
presses the transverse components of the tip’s polarization. So as it can be
seen the experimental results in Figure 4.6 right column (c), are fitting with
the analytical formula and the optical force is proportional to the transverse
components of the incident beam which in our case is Et = Er.

In this section, it was shown that PiFM can visualize the optical near fields
and the distributions of the electric field components within a strongly focused
laser beam with linear, radial, and azimuthal polarization by measuring the
optical force between the tip and the mirror image of the dipole in the glass
substrate. Compared to other near-field optical methods, such as s-SNOM, in
PiFM both excitation and detection are performed directly from the optical
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near-field. Thus, PiFM provides background-free imaging of the optical near-
field and the corresponding field components and distributions on the sample
surface, which is limited in sensitivity only by the performance of the AFM.

4.2.2. Characterization of the plasmonic tips

As already described in the previous section, PiFM is particularly well
suited for visualizing the polarization state on the sample. In the course of
this work, another decisive advantage of the PiFM technique is developed.
This addresses the most important and, at the same time most, sensitive part
of a TERS measurement; the tip. A typical TERS tip is covered with many
nanoparticles, ideally a single nanoparticle sitting at the tip end. However,
due to the manufacturing process, the integrity and correct arrangement of
the nanoparticle bending at the tip end cannot be guaranteed. One SEM
image is typically used to control the manufacturing process for each set of
produced tips. However, carbon deposition during the SEM measurement can
cause the examined tip to be unusable for TERS measurements. Assuming a
proper arrangement of the frontmost nanoparticle at the tip’s end, it is still not
excluded from getting damaged during the adjustment of the TERS measure-
ment, e.g., approaching the tip too hard to the sample surface. Consequently,
the crucial part contributing to the required field enhancement in TERS is
lost. Experimentally, a tip that is deficient due to the manufacturing process
or damaged due to adjustment is noticeable by a low or missing Raman signal.
In addition to the time aspect of replacing the tip again, it is impossible to
predict whether an ideal TERS tip is present before any TERS experiment.
Thus, PiFM is used to address this issue. For this purpose, a series of freshly
prepared TERS tips from different production sets were each characterized be-
fore a TERS experiment using PiFM at constant laser power. The used laser
wavelength of 532 nm ensures efficient plasmonic excitation of the tip. After
installing the tip, it was approached to the sample surface with the smallest
possible oscillation amplitude (low set point) to minimize the tip-sample in-
teraction. Since the objective, with the focused laser beam, is scanned over
the tip region, the tip remains intact. Figure 4.7 shows four PiFM images of
the TERS tips, as well as the corresponding SEM images of the tips after the
PiFM measurement.

Looking at the PiFM signal in Figure 4.7 (a), the well-defined characteristic
side lobes can be seen, representing the Ez field component. In the SEM
image (Figure 4.7 (a)), it is clear that this is an ideal TERS tip, with a single
nanoparticle sitting at the tip’s end. Comparing PiFM signals in Figure 4.7
(a) and (b), it can be seen that due to a large number of nanoparticles at the
tip end (cluster), a very strong PiFM signal is measured. Similar behavior is
observed on silicon tips covered with gold nanoparticles [198]. Compared to
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the tips used here, sometimes the gold particles form a closed film around the
tip. This leads to an uncontrollable anisotropy of the induced dipole at the tip
end, revealing itself in distorted PiFM images [198]. In contrast, Figure 4.7 (c)
shows a TERS tip with no nanoparticle at the tip end and where only the bare
silicon tip functions as the tip end. In this case, the tip-sample interaction
is dominated by the silicon tip. It is reflected in a very weak PiFM signal
since the detection of the photo-induced force depends on a sufficiently high
electromagnetic response of the tip. Finally, Figure 4.7 (d) shows a TERS tip
after a standard TERS measurement. The tip was approached and retracted
several times to the sample, adjusted several times to its maximum silicon
Raman signal, simultaneously measured the AFM topography of the sample
under investigation. Afterward, a PiFM measurement is performed. The signs
of use are clearly reflected in the PiFM signal, and the damage of the tip can
be confirmed from the SEM image.

In summary, this section has shown that the PiFM technique is very well
suited for the before/after characterization of the near-field probe such as
TERS tips. Besides saving time, a first qualitative impression of the TERS tip
can be obtained. Since a qualitative characterization by SEM is intrinsically
prohibited, PiFM provides a reliable result on the quality of the tips and the
presence of the crucial frontmost nanoparticle at the tip end. However, it
should be mentioned that PiFM measurements on other TERS tip systems,
consisting of a metalic AFM tip covered with plasmonic nanoparticles, might
be different. In the case of no nanoparticle at the tip’s end, the metallic tip
can contribute to a quantitatively higher PiFM signal simply because of its
higher polarizability. In the case of the TERS tips used in our group (silicon
AFM tip with silver nanoparticles), however, a valid statement can be made
about the suitability of the tip for a near-field experiment.
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Figure 4.7: SEM images of four different TERS tips (left) with their corre-
sponding PiFM signal (right). In (a,b,c) the SEM images were taken before
the PiFM experiment to investigate the influence of the freshly made TERS
tips on the PiFM signal. In (a) the PiFM image of an ideal TERS tip is
shown. Similarly, (b) shows the response of a nanoparticle cluster at the tip’s
end. (c) represnts the effect of the absence of the front-most nanoparticle at
tip and a nearly absent PiFM signal. In h), a TERS tip is seen after a TERS
measurement, and its wear is also reflected in the nearly absent PiFM signal.
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Figure 4.8: Schematic comparison of a) an Au coated Si and b) bare Si
tip showing advantages of taking PiFM signal with Si tip due to the sharper
end radius and more symmetric shape. The small Au grains at the tip’s end
increase the tip’s radius and also results in different lateral polarizabilities of
the induced dipole in different directions [198].

4.2.3. High Resolution PiFM Imaging of Plasmonic Nanos-
tructures

Besides the possibility to visualize different polarization states on the sam-
ple surface, the PiFM is suitable to uncover the plasmonic nanostructure’s be-
havior. As it is well known, the slightest deviations in the morphology of these
structures significantly influence the local near-field optical interaction. Hence
simultaneous topography and near-field imaging of such materials are highly
advantageous. Numerous approaches have been investigated to enable the syn-
chronous imaging of topography and the electromagnetic near-field response of
nanoscale materials with high resolution. Although many applications of plas-
monic structures rely on their near-field interactions, in experimental studies
of these systems, far-field spectroscopy is often used together with near-field
modeling to characterize their optical response. As shown in section 3.2.4,
spectral responses in the far and near fields may differ significantly. Con-
sequently, investigating the near-field spectral nature of plasmonic materials
together with high-resolution topography mapping is tedious. PiFM allows
indirect visualization of the near-field response of nanoscale materials by prob-
ing photo-induced changes in chemical, physical, or spectroscopic signatures
through a nanoscale tip besides their topography image [198].

Detecting the photo-induced force in PiFM depends on a particular tip
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with an adequate electromagnetic response. As mentioned, the PiFM mea-
sures the force between the induced dipole at the tip, proportional to its po-
larizability, and its mirror image on the substrate. To obtain a detectable
photo-induced force signal in a conventional PiFM, Au/Ag-coated tips are
used. Due to higher polarizability of the Au/Ag-coated tips than that of a
Si tip and produces a stronger dipole at the tip, signal enhances. Neverthe-
less, in some cases, coating a Si tip with Au/Ag deteriorates the symmetrical
shape of the tip due to randomly arranged Au/Ag grains at the end of the
tip [115]. Consequently, it might lead to an uncontrollable anisotropy of the
induced dipole at the end of the tip, see Figure 4.8 a), which in turn leads
to distorted beam profiling and PiFM images [115]. But when an investiga-
tion of the plasmonic samples is desired, are plasmonic tips still needed? Can
a bare Si tip still detect the PiFM signal of Au/Ag-NPs placed on the sub-
strate? see Figure 4.8 b). From the theoretical point of view, the Au/Ag NPs
on the glass can somehow fulfill the Au/Ag grain at the end of the tip in the
conventional PiFM technique. The SPPs of these NPs on the glass substrate
can create sufficient optical force so that even a bare Si tip can map a PiFM
image. Authors in [33] have investigated PiFM response of Au NPs using Au
coated tips. Here in this part, we will examine the ability and quality of map-
ping the near-field response of these NPs using PiFM with pure Si tips. In
this condition if PiFM can still perform, it might be very beneficial because
the near-field responses mapped is almost purely related to the sample with
only a minor distortion from the tip. Here we used the same PiFM scheme as
before in section 4.2. But the objective lens has been replaced with a higher
numerical aperture (Olympus PlanApo 60x/1.45 Oil TIRFM). The power of
the incident beam at the sample is ∼900 µW. The PiFM works in non-contact
mode. We used Si cantilevers (Tap300Al-G from Budget Sensors) with first
and second cantilever resonances at 295 kHz and 1860 kHz, respectively. The
cantilever is driven at its first mechanical resonance, and the PiFM signal is
detected at the second. We map the near-field distribution of Au NPs excited
with LP light. Au NPs with ∼100 nm radius were dispersed on a glass slide
using piezo-dispensing technique [199].The PiFM signal (measured in mV) is
proportional to the cantilever’s oscillation amplitude at its second mechanical
resonance, which in turn reflects the photo-induced longitudinal force exerted
on the tip.
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Figure 4.9: FEM simulation of a system of dimer of 90 nm radius of Au NPs
with 20 nm gap size. a) |Eenh|2 and b) |Ez|2 distribution around Au NPs
represented from top view. z components of enhanced electric field of dimer
can be seen from top view c) and side view d). Polarization of the incident
light, Ein, is shown with green arrow in a) and b).
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Before performing the PiFM experiment, simulation of simple cases were
done. Figure 4.9 shows the electric field distribution around the dimer of 90
nm radius Au NPs with 20 nm gap size lying on a glass substrate in bottom
illumination/collection configuration. In Figure 4.9 a) electric field enhance-
ment, |Eenh|2 is shown from top view. It shows that strong field enhancement
occurs in the boundary between noble metal and high refractive index material
here Au and glass, respectively. As discussed in previous chapters, this is a
condition for the emergence of the surface plasmons in noble metal NPs. It
can also be seen that in the gap cavity between NPs, the field enhancement is
stronger due to coupling between dipole moments of NPs. The strength of this
coupling depends on the gap distance and the polarization of the incident light.
Even though most of the components of Eenh are parallel to the polarization of
incident beam (here x which is parallel to the dimer axis and is shown as Ein)
Figure 4.9 b) shows that there are a noticeable z components perpendicular
to the surface. Abstract of these electric field vector components is shown
as, |Ez|, from top and side view in Figure 4.9 c) and d), respectively. These
electric field components also are more pronounced in the edges of the NPs.

Figure 4.10: Simultaneous a) AFM and b) PiFM imaging of Au NPs. Polar-
ization of the incident light, Ein, is shown with green arrow.

Figure 4.10 shows simultaneous a) AFM and b) PiFM experiments of Au
NPs under linearly polarized beam illumination with polarization indicated
as Ein. The most apparent observation is that the PiFM image has a much
higher resolution than the topography image. The boundaries and edges of the
NPs are much better resolved in PiFM image. Specifically, the PiFM image
reveals that cluster I consists of 5 NPs, which cannot be revealed in topography
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images. Moreover, the PiFM response of dimers II and III are polarization-
dependent. In our case, the polarization direction is perfectly aligned with the
axis of dimer II, whereas dimer III is perpendicular, resulting in a weaker PiFM
signal. Another clear pattern is that, in PiFM image, the edge of NPs with a
boundary with the glass substrate, the PiFM signal is much substantial. It is
in correlation with the simulation results shown in Figure 4.9. In the 4.1.2 we
showed that in PiFM measurement short-range gradient force is dominant and
for linearly polarized beam illumination it is proportional to |Ez|2 as shown in
equation 4.38. Therefore from the simulations results, since in the edge of NPs
|Ez| is stronger, PiFM signal would increase accordingly. In the following part,
we will investigate this correlation in further detail. Unquestionably, there are
differences between the simulation and the experiment. In the PiFM image,
not only the edges but also some parts of the center surface of the NPs are
showing PiFM signal. This might come from the asymmetricity of the NPs
(they are not necessarily perfect smooth half-sphere similar to simulation)
with roughness or even atomic-scale protrusions causing a solid localized field
enhancement in those spots.
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Figure 4.11: a) calculated and b) measured photo-induced force on a Si tip
from dimer of Au NPs.

To investigate the photo-induced force of a dimer system, we specifically
focus on dimer II and compare our experimental data with FEM simulation
results. Although the field distribution around the NPs without the tip (Figure
4.9) presents some insight about the photo-induced force, the field distribution
alone is not enough to interpret the PiFM data because of the following reasons.
First, the force exerted on the tip is proportional to both the field (here short-
range gradient force in equation 4.54) and the field gradient (for sideband
detection scheme, we have shown this in 4.1.1 and equation 4.55). Therefore,
if at some points the field varies rapidly along the z-axis, the force value might
be high even if the absolute value of the field might not be as high [198].
Secondly, the presence of the tip close to the dimer can perturb the field
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distribution because of the comparable dimensions of the Si probe and the
Au dimer. In this case, the dipole-dipole approximation might not be very
accurate, and realistic geometries of the tip should be taken into account.
In the FEM simulation, the same dimer system as in Figure 4.9 is used (a
tightly focused Gaussian beam with 532 nm wavelength illuminated two Au
half-spheres with a radius of 90 nm and a gap of 20 nm on top of a glass
substrate). Additionally, this time, the Si tip with a long cone with a radius of
curvature of 10 nm is also modeled. To calculate the forces on the tip Maxwell
stress tensor method is used. The length of the tip was 1 µm. As mentioned
in 4.1.2, it is shown that to obtain more accurate force values, more extended
tips around 4.5 µm are needed [33]. However, we considered a shorter tip since
it is sufficient enough to calculate the trends of optical force on the tip and
compare the force values at the gap and on the edges to those on top of the
half-spheres. For the incident polarization parallel along the dimer axis, Figure
4.11 (a) and (b) compare the normalized calculated longitudinal optical force
(along the z-axis) with the PiFM signal taken experimentally on a line scan
shown inside of each graph, respectively. In FEM simulation, we assumed a 1
nm gap between the tip and the dimer as it scans over the line shown inside of
Figure 4.11 (a). A very good agreement in terms of the presence of the peak
in the gap as well as peaks at the edges can be seen in both figures.

Finally, the extraordinary resolution of PiFM imaging is pointed out. As
shown in Figure 4.10, the PiFM image appears much more detailed than the
AFM topography image. While the two NPs appear spherical in the lower
AFM image area, the facets and edges of the particles are much more prominent
in the PiFM image. Particles are much more detailed in the PiFM image. Due
to the finite dimension of the tip, there is a broadening of the lateral particle
dimensions in the topography image caused by the convolution of the tip with
the sample geometry. Furthermore, the facets to be resolved on the particles
are smaller than the tip radius of the used probe (radius = 10 nm), so that
they cannot be resolved in the topography image. Thus, the resulting profile
of the sample of an AFM measurement depends on the sample dimension and
tip geometry. In addition to the PiFM overview, Figure 4.12 shows PiFM line
profiles of Au NPs. Based on the profile, the individual facets below 10 nm
become visible and can be resolved. In this case, the resolution was determined
from the full width at half maximum (FHWM) of the signal peak in the PiFM
line profile.

96



Figure 4.12: Line scan profile across the Au NPs in PiFM. Resolution below
10 nm is well resolved. b) Definition of parameters that determine the spatial
resolution of PiFM. z and z

′
are two different points of the tip affecting on the

measurement at the same time.

Generally, the spatial resolution of any scanning probe microscopy tech-
nique is determined by three main criteria: effective volumes of the tip and
sample that are interacting, the sensitivity of the detection technique, and the
background signal that will determine the signal-to-noise ratio. Typically, the
effective volumes of the tip and sample that are interacting will depend on
tip radius (R), the gap spacing between the tip and the sample (z), and the
tip-sample interaction as a function of z (here Fint(z) and Fopt(z)). These pa-
rameters, along with the field enhancements (that result from the shape and
coating of the tip, and the nature of substrate), will determine the lower limit
of the spatial resolution. As mentioned earlier in 4.1.1 there are two types of
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forces acting on the tip during the simultaneous measurement of AFM and
PiFM (see Figure 4.10). The mechanical tip-sample interaction force Fint and
the photo-induced optical force Fopt. The mechanical tip-sample interaction
force can be described by attractive conservative van der Waals forces:

Fint(z) = −HR

6z2
(4.57)

where H is the Hamaker constant, R is the tip radius, and z is the distance
between the tip’s apex and the sample surface, while the photo-induced optical
force for linearly ploarized beam reads as:

Fopt(z) = −
a

′
pa

′
t

2πz4
E2

0z +
2πα

′′
t

λ
E2

0x (4.58)

where E0z is the z component of the incident field, and αt and αs denote the
complex polarizability of tip and sample, respectively. From the above equa-
tions, it can be seen that Fopt has a z

−4 dependence making it a highly localized
force that can be exploited for very high lateral resolution. The z−4 depen-
dence of PiFM falls-off extremely fast with increasing z. The consequence
of the fast fall-off is that, referring to Figure 4.12 (b), Fopt(z

′
) will be much

smaller than Fopt(z) while Fint(z
′
) and Fint(z) are less different. Thus in PiFM

experiments, the interaction volume of tip and sample is much smaller (on the
order of the tip radius) than in AFM experiments. If we go one step further,
another reason for the enhanced spatial resolution in PiFM arises from the fact
that the tip’s electric-field enhancement profile is much smaller than the phys-
ical tip profile. When the illuminated tip is very close to the sample surface,
in the created cavity, an enhanced field appears. FWHM of this localized field
is much smaller than the tip’s radius. In PiFM, the measured photo-induced
signal originates from this localized field enhancement. This scenario is even
more pronounced for edges and atomic-scale protrusions associated with NPs
of the tip or the sample, which can cause an even narrower yet stronger field
enhancement [125].

This example shows the advantages of PiFM to study the heterogeneity
in local field distributions for nominally equal nanostructures fabricated by
a precision tool such as e− beam lithography. As such, PiFM will be an
acceptable addition to the toolbox of nanoscale characterization methods and
will find useful applications for the characterization of precisely manufactured
nanostructures, surface-enhanced Raman scattering (SERS) substrates, and
photocatalysis.
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4.2.4. Focusing effect on PiFM

Figure 4.13: Schematic representation of PiFM measurement for overfocused
(+700 nm, I), focus (0 nm, II) and underfocused (-700 nm, III) conditions.

So far, for all previous discussions and applications of PiFM, the laser
beam was focused on the front-most part of the tip. In this section, we will
focus more on the fundamental features of PiFM. Investigations of the impact
of different focusing positions on the PiFM image formation and contrast is
the primary goal of this section. Explicitly, we are focusing the laser on three
separate cases. In the first case, the laser beam is focused +700 nm above the
sample stage, so the beam is overfocused and schematically shown in Figure
4.13 (I). The second case complies with the regular PiFM configuration, and
the beam is focused on the front-most part of the tip ( see Figure 4.13 (II)).
The last case considers beam to be focused -700 nm below the sample stage,
i.e. laser is underfocused ( see Figure 4.13 (III)).

At first, we show the optical force distribution at different focus positions of
a tightly focused Gaussian laser beam due to the interaction between a TERS
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Figure 4.14: PiFM mapping of the electrical field distribution of a laser focus
using a TERS tip for overfocused (+700 nm, I), focus (0 nm, II) and un-
derfocused (-700 nm, III) conditions. (a) High NA focused Gaussian beam,
generating a spatially dependent field distribution of x-polarization (transver-
sal, Ex) and z-polarization (axial, Ez) at the sample surface. (b) Simulation
results considering Ex,y- and Ez-field components at the respective focus posi-
tion (I-III). (c) Respecting experimental PiFM data for overfocused (I), focus
(II) and underfocused (III) condition. Image is reproduced from [200] with
permission.
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tip and its image dipole induced on a cleaned glass coverslip (Figure 4.14). As
we know by now, this optical force image directly measures the electromagnetic
field distribution at the sample stage, with the TERS tip acting as a perfect
dipole antenna. The input laser beam was polarized along the x-axis, and the
focal spot was raster scanned to obtain the optical force image. We already
mentioned that a PiFM experiment probes the axial (z-direction) dipole-dipole
interaction in the tip-sample junction. It would be very useful to consider the
theoretical simulations (Figure 4.14 (b)) and comparing them to the detected
forces in the experiment. Similar to previous sections, the electromagnetic field
distribution of a tightly focused Gaussian laser beam was calculated at three
focal positions using Finite-Element-Method (FEM) implemented in Comsol
Multiphysics software to solve Maxwell’s equation for stationary problems. We
assume that the incoming electrical field (E0) is linearly polarized along the
x-axis. The incident light is focused with a high NA (NA = 1.25) objective
on a glass substrate without a tip. The subsequent field distributions for the
overfocused and underfocused conditions have been represented. Apart from
simple geometry factors, the difference is based on the fact that the fields are
diverging or converging depending on the (de)focusing. Therefore, depending
on the tip-focus distance, different forces are present over a different spatial
scale and contribute to the PiFM signal.

Fopt = Fgr + Fsc = −
a

′
pa

′
t

2πz4
E2

0z +
2πα

′′
t

λ
E2

0x (4.59)

As ∝
∂Fopt

∂z
(4.60)

Here we present all necessary equations playing role in our PiFM measurement.
Equation 4.59 shows the total optical forces including gradient force (Fgr) and
scattering force (Fsc) in the dipole-dipole approximation (DDA). In which αp

represents the polarizability of the sample (here is glass substrate) and αt is
showing the polarizability of the probe (here, TERS tip). Equation 4.60 shows
the amplitude of the PiFM signal in sideband detection, utilized here. By
considering equation 4.60 we can see that in sideband detection, gradients of
the forces are measured. Here we are focusing on optical forces only (Fopt).
DDA and equation 4.59 suggest that long-range scattering forces (Fsc) are
intrinsically suppressed during sideband detection. The goal of this section
is to see if this is always the case. In other words, here we investigate the
measured gradients of the overall forces in the different focal positions.

The laser wavelength, here 532 nm, is optically resonant with the used
plasmonically active TERS tip, resulting in a spatial variation of the photo-
induced force at the focus position and following the shape of the z-component
of the focal field, as already reported in previous sections. Clearly, the strongest
forces (z-components) are observed at the off-axis locations where the Ez is
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maximized, forming double lobes associated with the axial field component
being much stronger than the transversal ((II) in Figure 4.14 (c)). The same
principle also applies for the overfocused condition ((I) in Figure 4.14 (c)), but
with a weaker PiFM signal that is spatially broadened. For the underfocused
condition ((III) in Figure 4.14 (c)), the experimental PiFM signal becomes a
round spot, which is initially surprising considering the involved z-components
of the field. The effect can be understood by considering the theoretical sim-
ulations (Figure 4.14 (b)) and comparing them to the detected forces in the
experiment [200]. For the focus and overfocused condition (I and II in Figure
4.14 (c)), measured PiFM signal is only sensitive to the axial field distribu-
tion. Since Ez leads to an induced dipole moment of the tip (µt) in z-direction
(Figure 4.14 (a)), the short-range gradient force Fgr is the dominating force at
this tip-focus distance, giving rise to the image contrast. In the underfocused
condition ((III) in Figure 4.14 (c)) with a larger tip-focus distance, the induced
dipole moment of the tip changes its orientation according to the polarization
(x,y-field components) of the incoming field. Thus, the long-range scatter-
ing force Fsc is dominating and leads to a measurable gradient of the overall
photo-induced force in PiFM, observed as a round spot. In other words, the
round spot originates from the strong gradient of the overall photo-induced
force (which is measurable in sideband mode) generated from the high Ex,y

in the underfocused case. Hence, depending on the initial focus position, ei-
ther the gradient or the scattering force is dominating and leads to a PiFM
image contrast. Next, we experimentally investigated TERS on molybdenum
disulfide (MoS2) as an ideally flat surface to confirm these results [200].

The Raman spectrum reveals the two characteristic modes for a MoS2

monolayer at 382 and 400 cm−1. The more enhanced peak in the TERS spec-
trum at 400 cm−1 refers to the A1g out-of-plane vibration of the sulfur atoms
in MoS2, whereas the weaker peak at 382 cm−1 is assigned to the E1

2g in-plane
vibration of the two sulfur atoms with respect to the molybdenum atom in the
sheet [201,202]. It has been shown that in TERS measurement, since the tip is
set into one of the two side lobes, z-polarization along the tip axis is obtained.
Thus, the out-of-plane mode A1g mode is strongly enhanced [200, 203]. The
combined PiFM and TERS experiments on a MoS2 flake transferred on glass
is performed to prove the results of pure PiFM experiment and the simulations
shown in Figure 4.14.
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Figure 4.15: An example of combined measurements on MoS2 monolayer
flakes. (a-c) PiFM images of the initial focus positions. Each spot along the line
scan represents one TERS spectrum, from which the response of the A1g mode
has been extracted and analyzed, shown in (d-f). To rate the objective response
of the A1g mode according to the present electromagnetic field, the intrinsically
increasing background has been subtracted. Image is taken from [200] with
permission.

Considering Figure 4.15 (a), the overfocused condition, the PiFM experi-
ment reveals a vague double lobe structure with a weaker signal compared to
the focus condition. The latter is comparable to the situation on bare glass
((I) in Figure 4.14 (c) ). Plotting the response of the A1g mode over the lat-
eral position for this overfocused condition shows that the A1g mode follows
the Ez-field distribution and the maximum peak intensity can be found as
expected in the side lobes, here ≈3k counts (Figure 4.15 (d)). In Figure 4.15
(b), PiFM probes the axial field distribution (z-component) of the incoming
electromagnetic field in an ideally focused case, hence ideal TERS conditions.
A clear double lobe structure is detected in the PiFM experiment. Analyzing
the respective response of the A1g vibrational mode along a profile through
this double lobe shows, again, that the intensity of the A1g mode is strongly
enhanced when matching the Ez-field component synchronously investigated
by PiFM. Here, the maximum peak intensity reaches 6k counts, and the over-
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all trend perfectly follows the double lobe structure (Figure 4.15 (e)). This
is also the experimental proof that at the focus position PiFM probes the
short-range gradient force, being responsible for the enhancement of the re-
spective out-of-plane A1g mode. Last not least, Figure 4.15 (c) refers to the
underfocused condition. As in (III) Figure 4.14 (c) on bare glass, a round
spot is detected by PiFM. As discussed beforehand, in sideband mode PiFM
measures in z-direction under such focusing conditions the gradient of the over-
all forces being present, which refers in this case to the long-range scattering
force. Accordingly, the measured force in Figure 4.14 (c) is proportional to the
Ex,y-field components of the incident light. Therefore, the A1g out-of-plane
mode shows no axial response (Figure 4.14 (c)), and an overall stable inten-
sity profile with a comparably low enhancement over all positions is observed.
Moreover, operating in underfocused (relatively high transversal field compo-
nents) condition, the tip will only enhance Ez-field components. Hence, the
transversal components cannot be sufficiently enhanced with the present tip
geometry. It this context it should be also mentioned that the investigation of
the E1

2g band, especially in the underfocused scenario, raises a point of interest
but would require extremely long acquisition times, particularly for the very
interesting out-of-focus regions. In summary, the combined PiFM and TERS
experiment on a MoS2 monolayer substantiates the effective enhancement via
the corresponding field distribution necessary for successful TERS experiments
and emphasizes the importance of the correct axial focal, as well as lateral tip
position [200].

This chapter introduced photo-induced force microscopy (PiFM) as a new
and powerful near-field technique. We started with an introduction and then
the theory behind the optical force interaction at the nanoscale in terms of
dipole-dipole approximation (DDA) and Maxwell stress tensor, along with the
view of sideband detection. Next, we investigated some applications of PiFM,
from beam profile mapping to revealing plasmon response of nanostructure
with outstanding spatial resolution. Lastly, we focused some fundamental
investigation in PiFM and, for the first time, showed the effect of focal position
in PiFM both in theory and experiment and combined with TERS.
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5. Summary and Outlook

This work delves into the multidisciplinary field of near-field optics, a
branch of microscopy that enables researchers to visualize extremely small
objects with high precision. The initial section of the work presents a novel
approach to analyze the height distribution of SARS-CoV-2 virus samples by
utilizing an atomic force microscope (AFM). The AFM is a specialized micro-
scope that utilizes a sharp probe to scan the surface of a sample and generate
a three-dimensional representation of its topography. The study highlights
the importance of accurate height measurements in the characterization of the
virus’s structure, a crucial factor in developing targeted treatments and vac-
cines. The second section of the work discusses the design and behavior of
plasmonic probes, tiny structures used in near-field optical microscopy. The
research indicates that the foremost particle of the probe plays a critical role
in obtaining a strong near-field enhancement, while the other particles con-
tribute in enhancing far-field scattering. Additionally, the study investigates
the mechanical properties of probes, which are critical in newer microscopy
techniques such as torsional force microscopy and photo-induced force mi-
croscopy. Finally, the study examines the applications of photo-induced force
microscopy in various fields, including the evaluation of plasmonic probe qual-
ity, the creation of maps of electromagnetic fields, and the study of the optical
properties of plasmonic nanoparticles. The work emphasizes the synergy of
multiple technologies and their potential for enabling breakthroughs in fields
such as medicine and materials science. In summary, this work illustrates
how diverse technologies can converge to develop powerful tools for studying
nanoscale objects, ultimately advancing research in numerous scientific disci-
plines.

Looking ahead, the algorithm developed for batch processing of AFM data
can be applied to a wide range of samples beyond the inactivated SARS-CoV-
2 samples analyzed in this study, enabling faster and more efficient analysis
of data obtained from AFM measurements. The insights gained from mod-
eling plasmonic probes and their behavior can inform the design of new and
improved near-field optical microscopy techniques. Additionally, the advance-
ments in technologies such as torsional force microscopy and photo-induced
force microscopy open up new avenues for studying materials and biological
samples at the nanoscale. Overall, the findings of this study have the poten-
tial to drive progress in the field of near-field optics and contribute to a better
understanding of nanoscale phenomena.
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Zusammenfassung

Diese Arbeit befasst sich mit dem multidisziplinären Gebiet der Nahfel-
doptik, einem Zweig der Mikroskopie, der es Forschern ermöglicht, extrem
kleine Objekte mit hoher Präzision sichtbar zu machen. Im ersten Teil der
Arbeit wird ein neuartiger Ansatz zur Analyse der Höhenverteilung von SARS-
CoV-2-Virusproben mit Hilfe eines Rasterkraftmikroskops (AFM) vorgestellt.
Das AFM ist ein spezielles Mikroskop, das eine scharfe Sonde verwendet, um
die Oberfläche einer Probe abzutasten und eine dreidimensionale Darstellung
ihrer Topografie zu erzeugen. Die Studie unterstreicht die Bedeutung genauer
Höhenmessungen für die Charakterisierung der Virusstruktur, die für die En-
twicklung gezielter Behandlungen und Impfstoffe von entscheidender Bedeu-
tung ist. Der zweite Teil der Arbeit befasst sich mit dem Design und dem Ver-
halten von plasmonischen Sonden, winzigen Strukturen, die in der optischen
Nahfeldmikroskopie verwendet werden. Die Forschung zeigt, dass das vorderste
Teilchen der Sonde eine entscheidende Rolle bei der Verstärkung des Nahfeldes
spielt, während die anderen Teilchen die Streuung im Fernfeld verstärken.
Darüber hinaus werden in der Studie die mechanischen Eigenschaften der
Sonden untersucht, die für neuere Mikroskopietechniken wie die Torsionskraft-
mikroskopie und die photoinduzierte Kraftmikroskopie von entscheidender Be-
deutung sind. Schließlich untersucht die Studie die Anwendungen der photoin-
duzierten Kraftmikroskopie in verschiedenen Bereichen, darunter die Bewer-
tung der Qualität plasmonischer Sonden, die Erstellung von Karten elektro-
magnetischer Felder und die Untersuchung der optischen Eigenschaften plas-
monischer Nanopartikel. Die Arbeit unterstreicht die Synergie mehrerer Tech-
nologien und ihr Potenzial, Durchbrüche in Bereichen wie der Medizin und der
Materialwissenschaft zu ermöglichen. Zusammenfassend lässt sich sagen, dass
diese Arbeit zeigt, wie verschiedene Technologien konvergieren können, um leis-
tungsstarke Werkzeuge für die Untersuchung von Objekten im Nanomaßstab
zu entwickeln, die letztendlich die Forschung in zahlreichen wissenschaftlichen
Disziplinen voranbringen.

Der Algorithmus, der für die Stapelverarbeitung von AFM-Daten entwick-
elt wurde, kann über die in dieser Studie analysierten inaktivierten SARS-
CoV-2-Proben hinaus auf eine breite Palette von Proben angewandt werden
und ermöglicht eine schnellere und effizientere Analyse von Daten aus AFM-
Messungen. Die aus der Modellierung plasmonischer Sonden und ihres Verhal-
tens gewonnenen Erkenntnisse können die Entwicklung neuer und verbesserter
optischer Nahfeldmikroskopietechniken unterstützen. Darüber hinaus eröffnen
die Fortschritte bei Technologien wie der Torsionskraftmikroskopie und der
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photoinduzierten Kraftmikroskopie neue Möglichkeiten für die Untersuchung
von Materialien und biologischen Proben im Nanomaßstab. Insgesamt haben
die Ergebnisse dieser Studie das Potenzial, den Fortschritt auf dem Gebiet der
Nahfeldoptik voranzutreiben und zu einem besseren Verständnis von Phänomenen
im Nanobereich beizutragen.
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[125] S. Trautmann, J. Aizpurua, I. Götz, A. Undisz, J. Dellith, H. Schnei-
dewind, M. Rettenmayr, and V. Deckert, “A classical description of
subnanometer resolution by atomic features in metallic structures,”
Nanoscale, vol. 9, no. 1, pp. 391–401, 2017.
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