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Abstract: Ranking is a sensitive process because it involves working with sensitive attributes that can 
discriminate alternatives. Due to the availability of a large amount of data for automated processing, ranking 
is increasingly in use. Therefore, concepts of algorithmic fairness in the field of classification in machine 
learning find their place in fair ranking methods. This paper provides an overview of fair ranking terms, fair 
ranking challenges, and fair ranking algorithms from the state-of-the-art literature.  
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1. INTRODUCTION 

Ranking is at the core of decision making. Decision-makers first rank alternatives according to a set of 
criteria and then choose the best or top   best alternatives. Ranking is part of the standard procedure of 
many decision-making established methods, for example, ranking options according to their obtained utility in 
the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) or in the Analytic Hierarchy 
Process (AHP). It can also provide input data in decision-making processes. In collective decision making, 
decision-makers can easily collect data by using an ordinal scale. For example, voters can rank alternatives 
according to some single-winner voting rules (e.g., Borda, Condorcet) or multi-winner voting rules (e.g., 
Chamberlin-Courant), or participants can rank options in questionnaires (e.g., by using the Lickert scale). 
 
Because ranking simplifies decision-making information (Kulhman et al., 2019), it has frequent applications. 
Ranking objects can be universities (Johnes, 2018), researchers and research teams (Vavryčuk, 2018), job 
applicants (Encheva, 2019), etc. Also, an increasing number of algorithms process online data based on 
which personalized recommended systems provide users with ranked options according to their preferences. 
However, since simplicity produces inequity (Kleinberg and Mullainathan, 2019), ranking from the viewpoint 
of ethical consideration of algorithmic discriminatory bias is the focus of interest in the field of fair machine 
learning. 
 
Machine learning algorithms can deepen the already existing bias among historical data. Considering 
sensitive attributes (such as race, gender, age, religion, ethnicity, health status, income, etc.), they learn from 
already presented discriminatory practices and embed them into future decisions. Even acting against 
intentional discrimination does not guarantee to eliminate bias. In the case of excluding sensitive attributes 
from consideration (for which protected attributes is a synonym in the law), there is still a correlation in the 
data (Hajian et al., 2016). For example, regardless of gender hiding, occupation-gender associations from 
historic human-like biases still exist (Caliskan et al., 2017); therefore, a proxy for the protected attribute. 
Eliminating sensitive attributes can, on the contrary, additionally harm already disadvantaged groups 
(Corbett-Davies and Goel, 2018). Hence, ranking models used in automated decision making demand 
development of fairness ranking measures to protect underprivileged groups appropriately.  
 
The paper aims to contribute to the existing corpus of knowledge in the field of fair ranking, by summarizing 
fair ranking terms, identifying challenges of fair ranking, and resuming proposed algorithms from the state-of-
the-art literature. Conclusion remarks contain guidelines for further work to support the efforts in this field.  

2. RELATED WORK  

Fairness doctrine acts against discrimination of minority groups (group-level fairness) or individuals 
(individual fairness). In machine learning, fairness principally focuses on the classification outcome of 
observed subjects (e.g., an applicant is awarded funds or not). Group-level fairness techniques include a set 
of criteria that support the equalization of positive outcomes across groups (e.g., demographic parity or 
statistical parity criterion requires equality in the proportion of positive outcomes across sub-populations). 
Here, a feature (i.e., sensitive attribute) divides the population into two or more disjoint groups, from which at 
least one is disadvantaged because of past discriminatory stereotypes that become a part of wrongly 
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grounded predictions. Individual fairness advocates consistency, in the sense that similar individuals should 
have similar outcomes. One example of individual fairness measure is counterfactual fairness. According to 
Kusner et al. (2017), it requires the same predictions for an individual in the actual world and a counterfactual 
world (where the individual is a member of a different demographic group).  
 
Gajane and Pechenizkiy (2018) point out that algorithmic fairness in machine learning except considering 
parity in impact (i.e., result), can also require equality in treatment (i.e., the process of classification). For 
example, unawareness (or „anti-classification“) requires not explicitly usage of sensitive attributes in the 
decision-making process. Also, algorithmic fairness can focus on accuracy and errors. For example, 
equalized odds require equal accuracy – true-positive rates and false-positive rates across all groups (Hardt 
et al., 2018). The same authors introduce equal opportunity that imposes an equal true-positive rate 
independently from the group membership. Calibration observes applicants with a specified risk score 
(Corbett-Davies and Goel, 2018); it requires equal false-negative rates among them. 

2.1. Fair ranking terms 

A fair ranking is a ranking without discrimination of ranked items, with particular emphasis on items that 
belong to disadvantaged/protected groups. Having that in mind, according to Castillo (2018), fair ranking 
should satisfy at least the following conditions: 
  

 It should avoid statistical bias (which means sufficient presence of items across groups);  

 It should fulfill individual fairness (which demands a consistent treatment of similar items); and 

 It should provide a proper representation of items in the ranked population. 
 
Literature about fair ranking includes various terms – criteria, metrics, and measures (listed and defined in 
Table 1). Kuhlman et al. (2019) present the following criteria: rank equality, rank calibration, and rank parity, 
and supporting pairwise error metrics for two observed groups that compare the actual ranking and the 
learned ranking. Zehlike et al. (2017) suggest a fair top-  ranking set of criteria: selection utility, ordering 
utility, and ranked group fairness. Different metrics are in circulation, for example, for search (Wang et al., 
2013). Yang and Stoyanovich (2017) provide three measures of statistical parity (for more information, 
please see Table 1.). Concerning the actors, Burke (2017) identifies several criteria in recommendation 
systems. Castillo (2018) distinguishes attention-based and probability-based measures.  
 
Table 1: Fair ranking terms 

Name of the term What does 
it present? 

Definition Author(s) 

Rank equality Criterion “No group should be unfairly privileged 
or penalized compared to another group” when 

ranking. 

Kuhlman et al. 
(2019) 

Rank equality error Measure It represents the ratio of the number of discordant 
mixed pairs and the total number of mixed pairs 

(they include one object from each group). 

Kuhlman et al. 
(2019) 

Rank calibration Criterion A probabilistic classifier should predict the ranking 
of objects from each group appropriately. 

Kuhlman et al. 
(2019) 

Rank calibration 
error 

Measure It represents the ratio of the number of discordant 
pairs that contain objects from the target group 

and the total number of pairs that contain at least 
one object from the target group. 

Kuhlman et al. 
(2019) 

Rank parity Criterion Statistical parity in the top-  prefix of a ranking. Yang and 
Stoyanovich 

(2017), Kuhlman et 
al. (2019) 

Rank parity error  Measure It represents the ratio of the number of pairs from 
the learned ranking that favors one group over 
another, and the total number of mixed pairs. 

Kuhlman et al. 
(2019) 

Selection utility Criterion Each top-  applicant is more qualified compared 

to each applicant outside of the top- . 

Zehlike et al. 
(2017) 

Ordering utility Criterion Top-  applicants “should be ordered by 
decreasing qualifications.” 

Zehlike et al. 
(2017) 

Ranked group 
fairness 

Criterion Top-  applicants “should fairly represent the 
protected group.” 

Zehlike et al. 
(2017) 

Normalized 
discounted 

Metrics It represents a normalization of DCG measure, 
which is a weighted sum of relevance degree of 

Wang et al. (2013) 



cumulative gain 
(NDCG) 

ranked items. Commonly used in the search, the 
weight serves a decreasing function of object rank 

(i.e., position). 
Rank drop Metrics It shows the maximum number of positions that 

one object has lost on the ranked list. 
Kuhlman et al. 

(2019) 
Normalized 
discounted 
difference (rND) 

Measures It calculates the difference in the proportion of 
applicants from the protected group between top-  

and the overall population. 

Yang and 
Stoyanovich (2017) 

Normalized 
discounted KL-
divergence (rKL) 

Measures It calculates the expectation of the difference of 
protected group membership between top-  and 

the overall population. 

Yang and 
Stoyanovich (2017) 

Normalized 
discounted ratio 
(rRD) 

Measures It is similar to rND, but it can be applied only if the 
protected group numerically encompasses at most 

50% of the population (i.e., a smaller part), and 
when fairness probability is less than 0.5. 

Yang and 
Stoyanovich (2017) 

C-fairness Criterion It requires fairness for consumers (or subjects), 
i.e., the disparate impact of the recommendation 

on their protected classes. 

Burke (2017) 

P-fairness Criterion It requires fairness for providers (or objects) only. Burke (2017) 
CP-fairness Criterion It requires fairness for both consumers and 

providers, which is a case in the reciprocal 
recommendation or when both belong to protected 

groups. 

Burke (2017) 

Attention-based 
measures 

Measures They measure whether actual or potential 
attention (e.g., the fairness of exposure ( Singh 
and Joachims, 2018) vs. disparate treatment). 

Castillo (2018) 

Probability-based 
measures 

Measures They measure deviations between the expected 
and observed characteristics of the ranking. 

Castillo (2018) 

 

3. CHALLENGES OF FAIR RANKING 

Several problems of fair ranking impose essential limitations in the literature: 
 

 The design of ranking systems should suit the ranking issue (Asudeh et al., 2019), so there are no 
guarantees for universal solutions.  

 Ranking accuracy is often important for all positions in the rankings, not just among the top   ranks 
(Kuhlman et al., 2019). One such situation is applying for funds when applicants on positions below the 
line remain without funds. Still, if they received funds, then the significance of their positions/ranks 
becomes less important. 

 Measuring errors in ranking models requires metrics according to the task (Kuhlman et al., 2019), for 
example, binary notation of classes for true-positive rate and true-negative rate, and development of fair 
metrics for ranking objects - e.g., researchers, etc. 

 The ranking process is susceptible. Singh and Joachims (2018) point out that even “small differences in 
item relevance can cause a large difference in exposure and therefore economic opportunity across 
groups.” 

 Transparency of ranking models and explainable rankings become increasingly important requirements. 
Many recommendation systems have their ranking algorithms. However, the question arises as to the 
transparency of ranking procedures. How does the rank join the ranking objects? What is behind the 
rank? Does it justify the quality in terms of meeting the prescribed ranking criteria? Although 
transparency would help build trust, it is still rare in search engines and web platforms (Castillo, 2018). 

 Gajane and Pechenizkiy (2018) conclude that it is difficult to quantify and mathematically formalize social 
issues (e.g., such as unequal access to resources). However, they stress the importance of finding a 
way to incorporate those issues in fairness formalizations. 

 It is important to know what you try to rank because the accurate and understandable ranking models 
are not possible without extensive and proper knowledge about details of ranking objects (Schoenhagen, 
2019). So, ranking systems should first effectively elicit data from users in order to satisfy their needs 
(Schoenhagen, 2019).  

 Harmonizing individual and group fair metrics at the same time is a challenging task, and often 
unattainable. Therefore, in many cases, it is justified to define an acceptable threshold. But again, the 
question remains on what basis experts define those thresholds. 

 



4. FAIR RANKING ALGORITHMS  

Various fair ranking algorithms from the literature propose to resolve fair ranking problems. Table 2 
summarizes some of them. 
 
Table 2: Fair ranking algorithms 

Name of algorithm What does it do? Author(s) 

FARE (Fair Auditing based 
on Rank Error) 

It provides fairness diagnostics for error-based 
fairness criteria customized for ranking.  

Kuhlman et al. (2019) 

FA*IR It is an algorithm for resolving the fair top-  
ranking problem. 

Zehlike et al. (2017) 

DELTR (Disparate Exposure 
in Learning to Rank) 

It addresses the potential issue of 
disparate exposure in ranking in-processing, 

i.e., at training time. 

Zehlike et al. (2020a) 

FairSearch It is an open-source library that provides 
fairness in the ranked search results. 

Zehlike et al. (2020b) 

Ranking with Fairness 
Constraints 

It is a linear time approximation algorithm of 
constrained ranking maximization problem used 

for processing ethical data. 

Celis et al. (2018) 

Designing Fair Ranking 
Schemes 

It provides scoring ranking functions that use a 
weighted sum of numeric attribute values. 

Asudeh et al. (2019) 

Fairness of Exposure in 
Rankings 

It allows expression of fairness 
constraints on rankings concerning exposure 

allocation. 

Singh and Joachims 
(2018) 

 

5. CONCLUSION REMARKS 

The use of ranks simplifies information for decision-makers, but the process of assigning ranks to objects is 
undoubtedly not a simple one. Fair ranking is a complex task; as there are different forms and sources of 
discrimination, and therefore different criteria and measures. This paper gives an overview of them. To 
overcome the identified challenges in this area, Figure 1 shows guidelines for in-processing steps of the 
decision-making process with fair ranking. 
 

 

Figure 1: In-processing steps of the decision-making process with fair ranking 
 
 
The ability to find and rank data in the age of the Internet and Big data is a great advantage (Schoenhagen, 
2019) but, at the same time, a responsibility. The paper points out some of the prominent algorithms in this 
area. Therefore, fair machine learning has a task to prevent further development of algorithmic discriminatory 
practices.  
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