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ABSTRACT
We present an Ito-Langevin model for freestanding graphene connected to an electrical circuit. The graphene is treated as a Brownian particle
in a double-well potential and is adjacent to a fixed electrode to form a variable capacitor. The capacitor is connected in series with a battery
and a load resistor. The capacitor and resistor are given separate thermal reservoirs. We have solved the coupled Ito-Langevin equations for a
broad range of temperature differences between the two reservoirs. Using ensemble averages, we report the rate of change in energy, heat, and
work using stochastic thermodynamics. When the resistor is held at higher temperatures, the efficiency of the heat engine rises linearly with
temperature. However, when the graphene is held at higher temperatures, the efficiency instantly rises and then plateaus. Also, twice as much
entropy is produced when the resistor is hotter compared to when the graphene is hotter. Unexpectedly, the temperature of the capacitor is
found to alter the dissipated power of the resistor.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0147464

I. INTRODUCTION

Modern circuit technology is capable of building circuits that
consume picowatts of power in standby mode.1 This ultralow power
level presents an opportunity to consider using waste heat from the
ambient environment as a battery alternative.

Newly discovered materials have demonstrated the possibility
of harvesting ambient energy; for example, chemically doped single-
wall carbon nanotubes (SWNTs) have been shown to be thermoelec-
tric and capable of harvesting energy from low temperature (<400 K)
heat dumps.2 Thin layers of double-walled carbon nanotubes have
yielded the highest thermoelectric figure of merit and may be able to
harvest energy from body heat.3 Polyvinylidene fluoride was recently
found to be pyroelectric and, thus, shows promise for energy har-
vesting from local temperature fluctuations.4 A composite made
with ferricyanide was shown to generate thermoelectric power on
the order of milliwatts per square meter.5 Two-dimensional materi-
als, like doped molybdenum disulfide, have also demonstrated waste

heat energy harvesting.6,7 Silicene, or monolayer silicon, has been
found to have an enhanced thermoelectric efficiency.8

Unusual mechanical properties of new systems also show
promise for future heat engines; for example, bimetallic strips can
undergo snap-through buckling and have demonstrated the poten-
tial as a heat engine.9,10 Particles in a laser trap undergo Brownian
motion and can serve as a hot reservoir in a Stirling engine.11,12

Using an ion trap, it was shown that squeezed state can be used to
generate power with an efficiency higher than the Carnot limit.13

Graphene is a durable, conductive two-dimensional material
that has been proposed for use in harvesting energy from waste
heat.14 Graphene was found to be a better thermal rectifier than car-
bon nanotubes.15–17 Graphene oxide membranes have been incor-
porated into osmotic heat engines.18 The high thermal conductivity
of graphene 1010 W/(Km) has proven useful for dissipating heat in
electronic devices.19,20 Additionally, the efficiency of thermophoto-
voltaic cells, which harvest energy from IR radiation, is predicted to
be improved with the incorporation of graphene.21

AIP Advances 13, 075217 (2023); doi: 10.1063/5.0147464 13, 075217-1

© Author(s) 2023

 26 July 2023 12:05:09

https://pubs.aip.org/aip/adv
https://doi.org/10.1063/5.0147464
https://pubs.aip.org/action/showCitFormats?type=show&doi=10.1063/5.0147464
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0147464&domain=pdf&date_stamp=2023-July-13
https://doi.org/10.1063/5.0147464
https://orcid.org/0009-0008-8023-6086
https://orcid.org/0009-0005-2327-210X
https://orcid.org/0009-0004-6332-8625
https://orcid.org/0000-0002-7417-9467
https://orcid.org/0000-0002-7687-8595
https://orcid.org/0000-0003-1959-1130
mailto:thibado@uark.edu
https://doi.org/10.1063/5.0147464


AIP Advances ARTICLE pubs.aip.org/aip/adv

One motivation for our project originates from a General Elec-
tric company study completed by Philp in 1977.22 Philp proposes a
varying-capacitance machine and predicts the peak power to be Pmax
= f ΔC V2, where f is the frequency, ΔC is the change in capacitance,
and V is the bias voltage. To test this, our group built a varying-
capacitance machine and demonstrated energy harvesting with an
efficiency of 50% even when operated at one Hertz.23 This machine
generates a small amount of power but has the potential to replace
batteries in low-power sensor applications.1 Powering the Internet
of Things is driving extensive research in this area.24–26 Graphene
is thin, strong, and the most flexible material as flexural rigidity
decreases with thickness to the third power. Graphene also has a
high natural frequency (70MHz), which helps offset the small capac-
itance occurring with small-size devices.27 As a result, our group
also built an array of nearly 100 000 graphene variable capacitors
on a 100 mm silicon wafer using conventional semiconductor pro-
cessing technology.28 Each graphene variable capacitor consists of
a well that was etched into the silicon surface. At the bottom, the
center of the well is a fixed cone-shaped metal probe. Graphene is
suspended over the well to form the variable capacitor. The tip of
the metal probe is sized to be on the order of the size of an individ-
ual graphene ripple. We confirmed, using capacitance and resistance
measurements, that the graphene membrane is freestanding, always
moving, and provides a varying capacitance necessary for energy
harvesting.

The dynamics of an individual ripple have been extensively
studied using state-of-the-art molecular dynamics simulations.29
The ripple inverts its curvature similar to a snap-through phe-
nomenon. Convex and concave ripples represent the two lowest-
energy configurations. The curvature inversion is quick and infre-
quent. The dynamics of the ripple were shown previously to be accu-
rately modeled as a Brownian particle in a double-well potential.30,31

A key parameter in determining the barrier crossing rate is the lattice
strain.

In this study, we take advantage of the naturally forming ripples
of freestanding graphene, which can spontaneously invert its curva-
ture between concave and convex states.32–36 When placed near a
fixed electrode, a variable capacitor is formed and incorporated into
an electrical circuit.

II. GRAPHENE AND CIRCUIT MODEL
A diagram for the model used is shown in Fig. 1(a). Start-

ing with the fixed electrode and then moving clockwise, there
is a load resistor, a battery, and a graphene ripple. The move-
ment of the graphene ripple alters the capacitance of the circuit.
A diagram labeling the sources of heat flux (two left components)
and power (two right components) is shown in Fig. 1(b). Left to
right, there is the graphene thermal bath at temperature TG, the
graphene ripple, the load resistor, and the resistor thermal bath at
temperature TR.

The graphene membrane is a single compressed ripple, which
can have either a concave or a convex curvature.37 The ripple is then
modeled as a single Brownian particle subject to a double well poten-
tial, which is in contact with a thermal bath at temperature TG. The
Ito-Langevin equations for the graphene, which were presented in
an earlier study,31 are as follows:

FIG. 1. (a) Circuit diagram showing our model. (b) Illustration showing the two heat
baths, graphene friction, and resistor dissipation.

ẋ = v, (1a)

mv̇ = −ηv −U′(x) − q2 − C2
0V

2

2C0d
+
√
2kBTGηξv(t), (1b)

C(x) = C0

(1 + x
d)

, (1c)

U(x) = x4 − 2x2, (1d)

where −ηv is the damping force and − q2−C2
0V

2

2C0d
is the electrostatic

force on the graphene with a correction for tension due to graphene’s
ability to stretch,

√
2kBTGηξv(t) is the thermal force, ξv is a zero-

mean delta-correlated white noise,C(x) is the graphene capacitance,
C0 = ε0A

d , A is the area of the graphene, and U(x) is the double well
potential.

The damping force or friction term allows the transfer of kinetic
energy from the ripple to the graphene lattice. The strength of the
thermal noise enables the fluctuation–dissipation theorem to hold,
thereby producing an overall thermal equilibrium if the graphene
and circuit are at the same temperature.

The electrostatic energy is proportional to the square of the
capacitor charge divided by its capacitance. As the latter is inversely
proportional to the position of the graphene ripple, the energy is lin-
ear with the ripple position, which produces a constant electrostatic
force. Equation (1b) also includes a correction for tension due to the
graphene’s ability to stretch.31

As the graphene fluctuates between the two equilibrium posi-
tions, the distance d + x(t) is the instantaneous separation between
the plates, and x(t) is the displacement from the average (located
midway between the two equilibrium positions).

Applying Kirchhoff’s loop rule to the circuit schematic and
adding the stochastic noise term yields the following circuit
equation:
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q̇ = − 1
R
( q
C(x) +V) +

√
2kBTR

R
ξq(t), (2)

where
√

2kBTR
R ξq(t) is the stochastic current, and ξq is another zero-

mean independent white noise. The resistor is in contact with its
thermal bath, which is held at temperature TR.

We perform numerical simulations of the stochastic model
Eqs. (1) and (3) using the Euler–Maruyama method. We have cho-
sen parameters that allow the simulation to capture the important
physics in a qualitative manner. We have used the following para-
meters in all the numerical simulations m = 1,V = 1,C0 = 1, and
d = 5. Also, the double-well potential has a minimum of ±1 and an
energy barrier of 1. Other adjusted parameters are presented later.
To ensure numerical convergence, simulations used a time step of
0.000 05, 10 × 106 timesteps, and 100 realizations.

To quantify and track the non-equilibrium rates of change
in energy, heat, and work, we use stochastic thermodynamics.38–43

From the point of view of the graphene ripple, represented by Eq. (1),
the circuit is an external system that does work on it. We track the
energy of the system using the following Hamiltonian:

H(x, v, q) = mv2

2
+U(x) + q2

2C(x) −
C0V2x
2d

+ qV. (3)

The energy consists of the kinetic energy of the graphene, the poten-
tial energy of the graphene, the energy stored on the capacitor,
the elastic energy of the stretched graphene, and the energy of the
battery, respectively. To track the heat flux, we use the following
expression for our earlier study:32

⟨dQ
dt
⟩ = η

m
(kBTG −m⟨v2⟩). (4)

The first term is the heat flux produced by the graphene thermal
bath, and the second term is the heat flux dissipated by friction due
to the movement of the graphene ripple. To track the power, we use
the following expression:32

⟨dW
dt
⟩ = ⟨ kBTR

RC(x)⟩ − ⟨
VR

2

R
⟩. (5)

The first term is the power produced by the resistor thermal bath,
and the second term is the power dissipated by the resistor.

III. POSITION AND CHARGE DYNAMICS
WHILE INCREASING TG

In this section, we present results when the temperature of the
graphene bath TG is varied, and the temperature of the resistor bath
is kept fixed. We vary kBTG to be 0.5, 5, 10, 20, 30, 40, and 50
and leave kBTR fixed at 0.5. The other parameters are R = 0.25 and
η = 0.05.

The simulation results for position and charge dynamics are
shown in Fig. 2. When kBTG = kBTR = 0.5, the position of the
graphene is shown in Fig. 2(a), and the charge on the graphene
is shown in Fig. 2(b). The graphene’s position randomly moves
between the twominima of the double well potential, while the aver-
age charge is −1. The charge is expected to be −1 because V = 1
and C0 = 1. When kBTG is increased to 5, the position is shown

FIG. 2. Plots showing position and charge for various combinations of temper-
atures, where TG is being varied and kBTR = 0.5. (a)–(b) kBTG = 0.5. (c)–(d)
kBTG = 5.0. (e)–(f) kBTG = 50.

in Fig. 2(c), and the charge is shown in Fig. 2(d). Notice that the
graphene is now rarely trapped on one side of the double well poten-
tial. The changes to the charge are subtler, but close inspection
reveals that the charge has larger extremes; please see Fig. 3(d) for
a plot of charge variance vs graphene temperature. Since the thermal
bath of the graphene is hotter, the kinetic energy of the graphene
is higher, and it crosses the barrier more often. The larger excur-
sions result in larger capacitance variations and thus larger charge
variations. For kBTG = 50, the position is shown in Fig. 2(e), and the
charge is shown in Fig. 2(f). Here, the graphene oscillates back and
forth in the double well potential as if it was in a single larger poten-
tial well. The graphene is never trapped on one side. Notice that the
charge again reaches higher values throughout the simulation.

IV. RATES OF HEAT, WORK, AND ENERGY
WHILE INCREASING TG

From the dynamical data, we tracked energy rate, heat flux,
and power as shown in Fig. 3. As the temperature of the graphene
increases, the rate of change in energy is zero in time as expected
and shown with red circles in Fig. 3(a). The heat flux starts off at
zero when the temperatures are equal, this tells us the system has
reached thermodynamic equilibrium. As the graphene temperature
is increased above that of the resistor, we see a steady increase in the
heat flux. Therefore, the thermal bath produces more heat than the
frictional forces of the graphene can dissipate. As a result, the heat
flux is positive.

AIP Advances 13, 075217 (2023); doi: 10.1063/5.0147464 13, 075217-3
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FIG. 3. Numerical simulations while varying TG. (a) Ensemble average heat flux,
power, and energy rate. (b) Two power terms separately presented. (c) Two heat
flux terms separately presented. (d) Variance of velocity and charge.

The temperature of the graphene is elevated but held con-
stant in this simulation. The kinetic energy of the graphene ripple
increases due to the heat flux. This added kinetic energy is the source
of energy for the additional work done by the graphene on the
circuit.

The power also starts off at zero because the system is in ther-
modynamic equilibrium. However, after that, the power becomes
negative and steadily decreases. Negative powermeans that the resis-
tor is dissipating more power than is being delivered by the thermal
bath of the resistor. Therefore, the temperature of the capacitor does
play a role in the power dissipated by the resistor. This is different
than Nyquist’s prediction.44

Notice that the heat flux and power are equal in magnitude and
add to zero. This agrees with the first law of thermodynamics. What
we can conclude is that the extra heat flux produced by the thermal
bath of the graphene capacitor is dissipated by the load resistor.

From the dynamical simulation data, we separate the two power
terms given in Eq. (5) and plot each in Fig. 3(b). The power produced
by the thermal bath of the resistor is shown as open triangles, while
the power dissipated by the resistor is shown as solid circles. Notice,
except at the very lowest temperatures, that the power produced by
the resistor thermal bath does not change as the temperature of the
graphene thermal bath increases. This is because the power depends
primarily on the temperature of the resistor’s thermal bath, but it
does have a small dependence on the capacitance variations.

The dissipated power of the resistor increases as the tempera-
ture of the graphene thermal bath increases. Clearly, the temperature
of the capacitor affects the power dissipated by the resistor.

The heat flux was also separated into the two terms given by
Eq. (4), and we plot each in Fig. 3(c). The heat flux produced by
the thermal bath of the graphene is shown as open squares and
increases linearly with temperature as expected. The graphene fric-
tion heat flux term also increases as the thermal bath of the graphene
temperature increases but at a slightly reduced rate.

We calculated the variance of the velocity of the graphene
ripple and the variance of the charge in the circuit as shown

in Fig. 3(d). Both increase as the temperature of the graphene
increases. The increase in the variance of the charge is much easier
to see in this plot as compared to the charge–time plots presented
earlier.

V. POSITION AND CHARGE DYNAMICS
INCREASING TR

In this section, we present results when the temperature of the
resistor bath TR is varied, and the temperature of the graphene bath
is kept fixed. We vary kBTR to be 0.5, 5, 10, 20, 30, 40, and 50 and
leave kBTG fixed at 0.5. The other changed parameters are R = 10
and η = 1. Note that R and η differ from the earlier simulations due
to differing simulation convergence requirements.

To learn about the role of TR in the dynamics, we plot the posi-
tion and charge in Fig. 4. When the two temperatures are equal,
the graphene spends an equal amount of time on each side of the
double-well potential, as shown in Fig. 4(a). The charge dynamics
are much slower because the resistance was increased by a factor
of 40. Nevertheless, the average charge is still −1. When kBTR = 5,
the graphene exhibits similar dynamics to the kBTR = 0.5 case but
does spend more time closer to the electrode as shown in Fig. 4(c).
The charge dynamics, on the other hand, have changed significantly.
The extreme values for the charge are now closer to four instead
of one. The average charge is still −1, however. When kBTR = 50,
the graphene now spends most of its time closest to the electrode,
as shown in Fig. 4(e). Crossing events are quickly reversed, and the
graphene experiences greater displacement in the negative direction

FIG. 4. Plots showing position and charge for various combinations of temper-
atures, where TR is being varied and kBTG = 0.5. (a)–(b) kBTR = 0.5. (c)–(d)
kBTR = 5.0. (e)–(f) kBTR = 50.
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than in Fig. 4(c). The origin of this is clear when we review the charge
dynamics shown in Fig. 4(f). Now the charge reaches a maximum of
20. We know the electrostatic force is always attractive and indepen-
dent of the sign of the charge, so the graphene is pulled closer to the
electrode when the charge deviates far from zero. The average charge
is still maintaining a value of −1.

Notice that the charge dynamics in the righthand column of
Fig. 4 are nearly identical even though the scales are dramatically
different. Here, we specifically chose to plot the simulation results
for realizations using the same random number generator seed to
highlight its lack of influence in setting the scale of the charges. Equa-
tion (2) indicates that the charge tries to relax to the average value −1
if the fluctuations in the position are symmetric [because ∣x∣ < d and
C(x)=(1 + x/d)/C0 fluctuates near 1] or to a somewhat lower value
otherwise, as in Fig. 4(e). The same equation shows that the scale
of the charge fluctuation increases with the temperature TR but the
charge dynamics are similar.

VI. RATES OF HEAT, WORK, AND ENERGY
WHILE INCREASING TR

From the dynamical data, we tracked energy rate, heat flux,
and power as shown in Fig. 5. As the temperature of the resistor
increases, the rate of change in energy is zero in time as expected
and shown with red circles in Fig. 5(a). However, unlike the earlier
case, the sign of the power and heat flux are now opposite of what
they were in Fig. 3(a). The heat flux starts at zero and becomes neg-
ative and decreases as the temperature of the resistor thermal bath
increases. This tells us the graphene friction heat flux is now larger
than the heat flux of the graphene thermal bath.

The power starts at zero, then becomes positive, and increases.
This means the resistor thermal bath power is larger than the dissi-
pated power of the resistor. As before and consistent with the first
law, the power and heat flux terms add to zero.

Both power terms are separately found to increase with TR as
shown in Fig. 5(b). The power of the resistor thermal bath increases

FIG. 5. Numerical simulations while varying TR. (a) Ensemble average heat flux,
power, and energy rate. (b) Two power terms separately presented. (c) Two heat
flux terms separately presented. (d) Variance of velocity and charge.

linearly as expected. The dissipated power of the resistor increases as
well but at a slower rate.

The heat flux of the graphene thermal bath is constant as
expected and shown in Fig. 5(c). The heat flux due to friction does
increase as the resistor’s temperature increases.

The variance of velocity and charge both increase with
temperature, as shown in Fig. 5(d).

VII. ENTROPY AND EFFICIENCY
A general expression for entropy production for our system is

as follows:

Σ = 1
TG
⟨d
′Q
dt
⟩ − 1

TR
⟨d
′W
dt
⟩. (6)

Using the first law and that the rate of change in energy is zero,
Eq. (6) can be expressed in terms of the two power terms in Eq. (5)
to give us the following expression:

Σ = ( 1
TG
− 1
TR
)(⟨ kBTR

RC(x)⟩ − ⟨
VR

2

R
⟩). (7)

The entropy production for both temperature sweeps is shown in
Fig. 6(a). The top line is the entropy produced when the resistor ther-
mal bath temperature is increased, while the lower line is the entropy
produced when the graphene thermal bath is increased. For equal
temperatures, entropy production is zero for both cases because
the systems are in thermodynamic equilibrium. For low temper-
atures, the entropy increases at the same rate for both cases. For
high temperatures, the increase in entropy production with resistor
temperature far outpaces the increase in entropy production with
capacitor temperature.

The efficiency can be described as follows:

ϵ =
⟨ d′Wdt ⟩
⟨ d′Q∗dt ⟩

, (8)

where the numerator is the power, which can be expressed as
the absolute value of Eq. (5). The denominator is the heat flow

FIG. 6. Heat engine entropy and efficiency. (a) Entropy production as a function of
thermal bath temperature. The top axis is the resistor and the bottom axis is the
graphene. (b) Heat engine efficiency vs temperature differential between graphene
and resistor.
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from whichever reservoir is at the highest temperature. This can be
expressed as follows:

⟨d
′Q∗

dt
⟩ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ηkBTG

m
, TR < TG,

kBTR

RC
, TR > TG.

(9)

The efficiency is then

ϵ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 − m⟨v2⟩
kBTG

, TR < TG,

1 − ⟨VR
2⟩

⟨ kBTR
C(x) ⟩

, TR > TG.
(10)

The efficiency of the heat engine is plotted as a function of the dif-
ference in the two thermal bath temperatures as shown in Fig. 6(b).
When the resistor temperature is greater, the efficiency increases
with the temperature difference in a linear manner. When the
graphene temperature is larger, the efficiency at first increases but
then plateaus. This is due to the graphene energy being higher than
the double well.

VIII. SUMMARY
Wemodeled a system consisting of a graphene variable capaci-

tor connected to a thermal bath, a resistor with its own thermal bath,
and a battery. As the temperature of the graphene is raised and the
resistor is kept fixed, we found that heat flows to the load resistor,
and it dissipates extra power.

As the temperature of the resistor is raised and the graphene is
kept fixed, we found that extra power is delivered to the graphene,
and it produces more friction heat.

Entropy is produced in both cases. When the graphene is hot-
ter, the entropy increases linearly. When the resistor is hotter, the
entropy increases quadratically and is larger overall. The efficiency
increases with increasing temperature but plateaus for the graphene.

In the simulations where the graphene temperature was
increased, the variance of charge did increase. Thus, in a variable-
RC circuit where the two elements are at different temperatures,
the variance in the charge is modified due to the temperature
of the capacitor, which is different from Nyquist’s fixed-capacitor
prediction.

As the charge variance increases, this can dramatically influ-
ence the movement of the graphene. This is because the electrostatic
force pulling the graphene toward the electrode depends on the
amount of instantaneous charge on the capacitor but does not
depend on the sign of the charge.

It would be interesting to alter our friction to be frequency
dependent, which may give rise to interesting dynamics.45 These
simulations show promise for increasing the power output of similar
systems, such as graphene energy harvesting devices, by exploiting
waste heat.
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