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A B S T R A C T

Particle Image Velocimetry (PIV) estimates velocities through correlations of particle images within interro-
gation windows, leading to a spatial modulation of the velocity field. Although in principle Particle Tracking
Velocimetry (PTV) estimates locally non-modulated particle displacements, to exploit the scattered data from
PTV it is necessary to interpolate these data on a structured grid, which implies a spatial modulation effect
that biases the resulting velocity field. This systematic error due to finite spatial resolution inevitably depends
on the interrogation window size and on the interparticle spacing. It must be observed that all these operations
(cross-correlation, direct interpolation or averaging in windows) induce modulation on both the mean and the
fluctuating part. We introduce a simple trick to reduce this systematic error source of PIV/PTV measurements
exploiting ensemble statistics. Ensemble Particle Tracking Velocimetry (EPTV) can be leveraged to obtain the
high-resolution mean flow by merging the different instantaneous realisations. The mean flow can be estimated
with EPTV, and the fluctuating part can be measured from PIV/PTV. The high-resolution mean can then be
superposed to the instantaneous fluctuating part to obtain velocity fields with lower systematic error. The
methodology is validated against datasets with a progressively increasing level of complexity: two virtual
experiments based on direct numerical simulations (DNS) of the wake of a fluidic pinball and a channel flow
and the experimental data of a turbulent boundary layer. For all the cases both PTV and PIV are analysed.
Cross-correlation-based Particle Image Velocimetry (PIV) is well
nown to suffer spatial resolution limits due to the averaging process
ithin each interrogation window [1,2]. Recent efforts aimed at in-

creasing the spatial resolution of flow field measurements are mostly
focused on Particle Tracking (PT) approaches. The main argument
in favour of PT is that the resolution limit is settled by the particle
diameter [2], and that the larger interparticle spacing in 3D reduces the
risk of ambiguity in particle pairing if compared to its 2D counterpart.
For 3D measurements, PT methods have demonstrated their superiority
over cross-correlation-based methods [3].

The main drawback is that PT provides velocity measurements
nly in the specific locations where the particles are available, leading
o sparse sampling of the velocity field. In most applications (modal
nalysis, numerical differentiation, etc.) data are instead preferably
epresented in an Eulerian grid. This requires mapping the scattered
ata on a fixed grid. Several options can be considered, starting from a
imple linear interpolation, or spatial weighted average [4], up to more
complex schemes enforcing physical constraints, such as the vortex-
in-cell [5], the ‘‘FlowFit’’ used in Shake-The-Box [6] or constrained
regression based on radial basis functions [7]. Independently from
the complexity of the mapping scheme, this operation requires spatial
information around each grid point on a region larger than the particle
image diameter (i.e. the theoretical resolution limit). This introduces a
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systematic error in the form of modulation of the velocity fields which
depends on the second-order spatial derivatives [1] and on the region
size. This form of error is analogous to the averaging effect observed
in cross-correlation-based PIV, which depends on the interrogation
window size.

Several solutions to reduce this form of systematic error have been
introduced in the context of flow statistics (above all mean flow field
and Reynolds stresses). Ensemble Particle Tracking Velocimetry (EPTV)
exploits instantaneous realisations of spatially-scattered vectors (or tra-
jectories) to build a dense cloud of vectors, from which local statistical
distributions can be computed [2,8]. Local probability distribution
functions (PDF) are obtained with bin averaging. Increasing the number
of snapshots allows decreasing the bin size progressively, thus improv-
ing the spatial resolution and reducing the modulation error. Sub-bin-
size spatial resolution can be easily obtained by local polynomial fitting
of the cloud of vectors [9], thus providing a further resolution enhance-
ment and reducing spurious contributions to second-order statistics due
to spatial gradients within the bin.

While this process can be conducted on statistics, the equivalent bin
size for the instantaneous field (which is dependent on the schemes
used for mapping to the Eulerian grid) is somewhat related to the in-
terparticle spacing. Thus, the bin size can not be reduced easily (or only
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Fig. 1. Flowchart of the proposed methodology.
o a certain extent, leveraging the recent methods proposed by Cortina-
ernández et al. [10], Güemes et al. [11] and Tirelli et al. [12] for
snapshot PIV, or converting temporal into spatial resolution when time-
resolved measurements are available, as in the works by Lynch and
Scarano [13], Schneiders and Scarano [14] and Schanz et al. [6]).
When mapping the instantaneous vectors onto a structured grid, or in
the standard cross-correlation-based interrogation process, the mean
and fluctuating flow field undergo the same modulation. Similarly,
in cross-correlation-based PIV, the filtering effect of the interrogation
process on windows of finite size applies equally on the mean and the
fluctuating part of the flow. This is an unnecessary limitation, that can
be easily removed.

The simple trick we propose is to compute the mean and the
fluctuating flow fields separately. This can be done by computing
the instantaneous flow fields with the traditional process, and then
replacing the original mean flow field computed from the instantaneous
snapshots with the one estimated by EPTV, whose systematic error is
certainly smaller. The proposed solution is based on the hypothesis
that the flow is statistically stationary. Furthermore, it should be re-
marked that, in case of highly-periodic flows, a triple decomposition
can be leveraged. The EPTV approach here opens to the possibility of
correcting also the phase-average, further reducing the error.

To explain the advantage of the proposed procedure with an exam-
ple, consider a one-dimensional sinusoidal shear displacement, super-
posed to a zero-time-mean fluctuating sinusoidal displacement:

𝑈 (𝑥, 𝑡) = �̄� (𝑥) + 𝑢′(𝑥, 𝑡) = ⋯

= 𝐴�̄� sin
(

2𝜋𝑥
𝜆�̄�

)

+ 𝑓 (𝑡)𝐴𝑢′ sin
(

2𝜋𝑥
𝜆𝑢′

)

,
(1)

here �̄� (𝑥) is the mean flow field, 𝑢′(𝑥, 𝑡) is the fluctuation, 𝐴�̄� and 𝐴𝑢′
re the amplitude of mean and fluctuation, 𝜆�̄� and 𝜆𝑢′ the respective
2

avelengths, and 𝑓 (𝑡) is a function with zero temporal mean.
Assuming that the flow field is estimated with averaging on a bin
of size 𝑏. The estimated instantaneous field would be equal to �̃� (𝑥, 𝑡):

�̃� (𝑥, 𝑡) = 𝑀�̄� �̄� (𝑥) +𝑀𝑢′𝑢
′(𝑥, 𝑡)

= 𝑀�̄�𝐴�̄� sin
(

2𝜋𝑥
𝜆�̄�

)

+ 𝑓 (𝑡)𝑀𝑢′𝐴𝑢′ sin
(

2𝜋𝑥
𝜆𝑢′

)

.
(2)

with 𝑀�̄� ,𝑀𝑢′ being respectively the modulation of the mean and
fluctuating flow field, computed for instance as in Ref. [15].

The absolute error 𝜀 is defined as the difference between 𝑈 (𝑥, 𝑡) and
�̃� (𝑥, 𝑡):

𝜀 = 𝑈 (𝑥) − �̃� (𝑥) =
(

1 −𝑀�̄�
)

𝐴�̄� sin
(

2𝜋𝑥
𝜆�̄�

)

+⋯

𝑓 (𝑡)
(

1 −𝑀𝑢′
)

𝐴𝑢′ sin
(

2𝜋𝑥
𝜆𝑢′

)

= 𝜀�̄� + 𝜀𝑢′ ,
(3)

where we can distinguish the two contributes to the global error: 𝜀�̄� ,
from the mean component, and 𝜀𝑢′ , from the fluctuating one. Eq. (3)
clearly shows that if 𝑀�̄� tends to 1 the error source on the mean field
𝜀�̄� tends to zero. This can be approached easily in practical applications
with EPTV, for instance.

Fig. 1 summarises the methodology. The first step is computing the
high-resolution mean flow field with EPTV. The bin size in this process
can be set following:

𝑏 =

√

𝑁𝑝

𝑁𝑡𝑁𝑝𝑝𝑝
, (4)

where 𝑏 is the bin size, 𝑁𝑡 is the number of snapshots available, 𝑁𝑝
is the number of particles in each bin needed for the convergence of
the statistics (see Refs. [2,9] for some guidelines on the selection of
this parameter) while 𝑁 is the particle image density, expressed in
𝑝𝑝𝑝
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Table 1
Spatial average of the root mean square error ⟨𝛿𝑅𝑀𝑆 ⟩ evaluated for all the test cases and PIV/PTV for the standard process and after applying the mean flow correction. The
ocal root mean square error ⟨𝛿𝑅𝑀𝑆𝑙𝑜𝑐𝑎𝑙

⟩ refers to evaluation over small regions characterised by large errors, namely 𝑥∕𝐷 ∈ [−5𝐷, 4.5𝐷] for the fluidic pinball, 𝑦∕ℎ ∈ [0, 0.17] for
he turbulent channel flow and 𝑦∕𝛿99 ∈ [0, 0.13] for the turbulent boundary layer. In all the test cases and for both the approaches (PIV or PTV) the first column shows the error
global or local) obtained with traditional processing, while the other one the updated error employing the proposed methodology. The snapshots exploited for EPTV are: 4737
fluidic pinball), 11 856 (turbulent channel flow) and 20 000 (TBL).

⟨𝛿𝑅𝑀𝑆 ⟩ ⟨𝛿𝑅𝑀𝑆𝑙𝑜𝑐𝑎𝑙
⟩

Test case PTV PIV PTV PIV

Standard Corrected Standard Corrected Standard Corrected Standard Corrected

Fluidic pinball 0.0628 0.0389 0.0830 0.0528 0.0781 0.0267 0.1042 0.0444
Turbulent channel flow 0.0220 0.0198 0.0248 0.0222 0.0542 0.0418 0.0638 0.0491
TBL 0.0219 0.0213 0.0218 0.0202 0.0733 0.0672 0, 0663 0.0573
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particles per pixel. The output of this step is a high-resolution mean
flow �̄�𝐸𝑃𝑇𝑉 .

In the second step, the instantaneous fluctuating velocity vectors are
omputed by subtracting the high-resolution mean flow field obtained
n the previous step. In the third step, the fluctuating velocity vectors
re then mapped on the structured grid in case of PT approaches. This
tep can be skipped for standard cross-correlation-based PIV. Without
oss of generality, we consider this process being equivalent to a spatial
eighted average over a kernel containing a reasonable number of
ectors (at least 7 − 10, following the standard rules of thumb of PIV).
n any case, it can be safely assumed that the modulation effects will be
ignificantly larger on the instantaneous fields if compared to the EPTV
rocess. Carrying out the mapping on the structured grid only for the
luctuating velocity component allows having modulation effects only
n the fluctuating velocity component.
In the last step, complete instantaneous velocity fields are obtained

y the superposition of the high-resolution mean flow �̄�𝐸𝑃𝑇𝑉 to the
fluctuating velocity fields. Recalling that 𝜀�̄� is negligible thanks to the
EPTV process, this procedure leads to a smaller 𝜀 on the instantaneous
velocity fields.

The methodology is validated for PIV and PTV cases with different
datasets with an increasing level of complexity: the flow around the
fluidic pinball [16], a turbulent channel flow [17] and the experimental
dataset of a turbulent boundary layer [18]. The virtual PTV datasets
of the pinball and the channel flow test cases are obtained imposing
that the exact position of the particles is known. For the corresponding
cross-correlation analysis, instead, synthetic images are obtained by
locating on these positions Gaussian-shaped particles with a diameter
of 2 pixels and maximum intensity of 100 counts. The synthetic images
have been processed with a standard multi-step window deformation
PIV analysis [19]. The experimental data, are collected in the facility
of the Aerospace Engineering Research Group at Universidad Carlos III
de Madrid. The velocity vectors are extracted with a super-resolution
PTV approach [20]. The datasets tested in this work are those employed
by Tirelli et al. [12]; the reader is referred to it for further details.

The metric used to assess the improvements given by the current
methodology is the normalised root mean square error 𝛿𝑅𝑀𝑆 , evaluated
as:

𝛿𝑅𝑀𝑆 =

√

∑𝑁𝑡
𝑖=1(𝑈𝑖−𝑈𝑅𝑒𝑓𝑖 )

2+(𝑉𝑖−𝑉𝑅𝑒𝑓𝑖 )
2

𝑁𝑡

𝑈∞
, (5)

here 𝑈 and 𝑉 are the PIV/PTV velocity vectors, 𝑈𝑅𝑒𝑓 and 𝑉𝑅𝑒𝑓 are the
orresponding reference vectors (Direct numerical simulation (DNS) for
he synthetic cases and PIV with interrogation window IW = 32 pixels
or the experimental one), 𝑁𝑡 is the number of snapshots and 𝑈∞ is the
reestream velocity.
The panel in Fig. 2 summarises all the different scenarios explored

uring the validation. Dimensionless coordinates are obtained using
he diameter 𝐷 of the cylinders, the half-channel-heights ℎ and the
oundary layer thickness 𝛿99. The left column of the panel shows the
ontours of the streamwise velocity fields with the standard process,
hile the central one illustrates the same field after the mean-flow
orrection. The reference is reported in the last column. Local analysis
3

covers the area outlined with black boundaries in the first column. In
all the cases the first row collects the results of the PTV analysis while
the second those of standard cross-correlation-based PIV.

For the fluidic pinball, the panel shows a comparison with the
mapping of the PTV vectors on the regular grid using a top-hat aver-
aging over a bin size of 32 pixels. The PIV process has the same final
nterrogation window size. The total amount of snapshots included is
737 and the freestream velocity 𝑈∞ is equal to 1 pixel. Due to the
oving average process, the PIV appears to cancel out the smallest
cales in the first column, especially in the smaller area considered
or the local analysis. Table 1 reports the root-mean-square errors for
ll the applications. PTV and PIV have respectively an initial error of
.0628 and 0.0830 on the entire field while in the selected region that
pans on the entire crosswise direction and 𝑥∕𝐷 ∈ [−5𝐷, 4.5𝐷] the
rror increases to 0.0781 and 0.1042, respectively. The second column
llustrates the benefits of correcting the mean flow using EPTV with a
in size of 3 pixels. As proof of this, the local rms is drastically reduced
p to 0.0267 and 0.0444 respectively, while on the entire dataset it is
.0389 and 0.0528.
The turbulent channel flow confirms this trend, but this time the

mprovement is less evident. In this test case, a total of 11 856 snap-
hots has been employed and the parameter used for dimensionless
easurements is the bulk velocity 𝑈𝑏 = 7.5 pixels. The effect of the
igh-resolution mean is to recover the smallest scales that are cancelled
ut, in particular near the wall. This finds confirmation focusing in the
egion 𝑦∕ℎ ∈ [0, 0.17] (Table 1). The PIV error is higher than the PTV
ne in this specific region because it is dominated by the smallest scales.
The last test case is based on experimental PIV data from a turbulent

oundary layer. As in Ref. [12], the number of vectors per snapshot
as been artificially reduced by a factor of 10. This allows generating a
obust ground truth with PIV processing on a 32 × 32 pixels window
sing the original images, while the process analysed here is performed
n downsampled images with (on average) 10 particles on a 128 × 128
ixels window. The freestream displacement in this last test case is 12.8
ixels. It should be remarked that, in order to have a fair comparison
ith the reference fields, the EPTV process for this test case is limited
o a bin size equal to the interrogation window of the PIV used as
eference, i.e. 32 pixels. This process is necessary to avoid a misleading
esolution difference between the mean field from the reference PIV
ata and that from the EPTV, which would be reflected in a spurious
rror component. On the other hand, it must be noted that, with the
urrent dataset, it would be possible to obtain a more accurate mean
ield with EPTV by pushing the bin size to significantly smaller values.
In all these different test cases, the methodology shows a significant

mprovement of the spatial resolution, thanks to the minimisation of the
ystematic error associated with the mean flow component 𝜀�̄� .
It is evident that the larger the size difference between window used

n the interrogation for the instantaneous fields and the bin used for
he EPTV, the larger the improvement to be expected. If the window
or the instantaneous field estimation were already sufficiently small
o have a negligible error on the mean field, the improvement would
e negligible.
The range of applications of this correction is wide, and it can be

asily incorporated in all the processing procedures usually adopted
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Fig. 2. Panel with different examples of applications of the method. The top rows picture the PTV cases, while the bottom one the PIV cases, in both of them instantaneous
streamwise velocity field contours are displayed. In the left column, there are the initial flow fields, before the application of the proposed methodology, while the central column
represents the flow fields after substituting the mean. The last column reports the references for each case: DNS for the virtual test cases and PIV with IW = 32 pixels for the
urbulent boundary layer. The rectangles pictured in the first column represent the smaller regions where the local error is computed: 𝑥∕𝐷 ∈ [−5𝐷, 4.5𝐷] for the fluidic pinball,
∕ℎ ∈ [0, 0.17] for the turbulent channel flow and 𝑦∕𝛿99 ∈ [0, 0.13] for TBL.
n PIV/PTV, providing also additional advantages. For instance, tech-
iques such as the KNN-PTV [12] depend on the low-resolution first
uess, which can be substantially improved with this procedure. In the
est cases proposed here, the error of KNN-PTV decreases from 0.0299
p to 0.0288 for the fluidic pinball and from 0.0207 to 0.0196 for the
hannel flow when including the mean-flow correction in the process.
In conclusion, this manuscript presents a simple correction for PIV
easurements to minimise the systematic error due to finite spatial
esolution. The solution is based on a mean-flow shifting using the high-
esolution mean computed with ensemble methods. The systematic
rrors due to large window size in instantaneous field measurements
ill thus impact only the fluctuating part of the velocity field. The
4

effectiveness has been tested and validated in different conditions,
with robust improvement in all the tested cases. Provided that the
bin size for the computation of EPTV is not pushed to a level that
affects convergence, an improvement is expected to be observed in
all testing conditions. This methodology is very easy to implement
and computationally inexpensive. The computational cost added by
the application of the proposed mean-flow correction is negligible
(assuming that EPTV has been already carried out to obtain high-
resolution statistics). The interested reader can refer to the appendix
of Ref. [12] for an estimation of the computational cost of the typical
steps involved in the process.

The proposed method provides more accurate results, which can
be better exploited, for instance, for numerical code benchmarking,
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model development, or data assimilation in simulations. The resolution
of each velocity measurement is improved with minimal effort, thus we
recommend including this correction in all PIV/PTV algorithms.
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