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A B S T R A C T   

This article explores ethical issues raised by generative conversational AI systems like ChatGPT. It applies 
established approaches for analysing ethics of emerging technologies to undertake a systematic review of 
possible benefits and concerns. The methodology combines ethical issues identified by Anticipatory Technology 
Ethics, Ethical Impact Assessment, and Ethical Issues of Emerging ICT Applications with AI-specific issues from 
the literature. These are applied to analyse ChatGPT’s capabilities to produce humanlike text and interact 
seamlessly. The analysis finds ChatGPT could provide high-level societal and ethical benefits. However, it also 
raises significant ethical concerns across social justice, individual autonomy, cultural identity, and environ-
mental issues. Key high-impact concerns include responsibility, inclusion, social cohesion, autonomy, safety, 
bias, accountability, and environmental impacts. While the current discourse focuses narrowly on specific issues 
such as authorship, this analysis systematically uncovers a broader, more balanced range of ethical issues worthy 
of attention. Findings are consistent with emerging research and industry priorities on ethics of generative AI. 
Implications include the need for diverse stakeholder engagement, considering benefits and risks holistically 
when developing applications, and multi-level policy interventions to promote positive outcomes. Overall, the 
analysis demonstrates that applying established ethics of technology methodologies can produce a rigorous, 
comprehensive foundation to guide discourse and action around impactful emerging technologies like ChatGPT. 
The paper advocates sustaining this broad, balanced ethics perspective as use cases unfold to realize benefits 
while addressing ethical downsides.   

1. Introduction 

ChatGPT, the web-based interactive system based on OpenAI’s GPT 
large language models is expected to have transformative impact on 
many aspects of society. It raises huge expectations, has attracted sig-
nificant investment and causes wide-spread concerns. There is much 
discussion in the media and a rapidly growing academic discussion on its 
benefits and ethical downsides. This existing discourse focuses on some 
high-profile topics, such as academic authorship, but currently lacks a 
systematic approach. 

As we show in Section 2, the current discussion of ethics of ChatGPT 
remains one-sided, not only in its focus on specific issues but also in a 
lack of balance of considering ethical benefits and concerns. Rebalanc-
ing the debate is not just of academic interest but is called for in practical 
terms as well. Organisations making use of such technologies need 
reliable guidance and policymakers providing this guidance need to 

develop it on the basis of a broad-based and academically reliable 
foundation. This article proposes such a foundation that builds on well- 
established research and helps overcome the ad-hoc nature of current 
work on ethics of ChatGPT. 

The objective of this article is to provide a systematic analysis and 
rigorous review of the ethics of ChatGPT and, by implication, of related 
technologies based on large language models. This is achieved by 
applying established research methods that were developed to investi-
gate ethical issues of emerging technologies. Drawing on three such 
methods as well as insights from the ethics of AI debate, we explore 
ethical benefits and concerns that likely applications of ChatGPT using a 
list or 93 partly overlapping possible issues identified from prior 
literature. 

The paper is structured as follows. The next section will review the 
theoretical background, introducing the ethics in technology, outlining 
ChatGPT, its key features and their ethical implications, as well as the 
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ethics of emerging technologies and the ethics of AI. This background 
provides the basis for the methodology employed to analyse the ethics of 
ChatGPT. The subsequent sections then discuss the structured ethical 
analysis of ChatGPT, relevance of findings, and which open questions 
emerge from them. The article then spells out likely implications for 
research and practice. 

2. ChatGPT and the ethics of emerging digital technologies 

This article aims to apply ideas developed in the context of ethics- 
related research on emerging digital technologies to ChatGPT. It is 
therefore important to first understand the theoretical background of 
ethics that underpins ethics-related research. This section then discusses 
which benefits ChatGPT promises and which concerns it raises (Dwi-
vedi, Kshetri et al., 2023) before introducing approaches to the ethics of 
emerging technologies. 

2.1. Theoretical background 

The current discussion of ChatGPT covers numerous technical as-
pects as well as current and likely applications. One crucial part of the 
debate relates to ethical concerns that many contributors raise about the 
use of ChatGPT. This article focuses on such ethical questions. Before we 
can explore them in more detail, it is important to provide the concep-
tual and theoretical basis. The concept of ethics as used in the English 
language has a number of related but non-identical meanings (Stahl, 
2012). In general terms it refers to questions involving moral concepts 
such as right and wrong, or good and bad. In most familiar contexts 
humans intuitively know what is right and wrong, a knowledge of ethics 
that is acquired during human socialisation. Sometimes this intuition 
fails or conflicts with others’ intuitions, at which point ethics appears as 
a set of explicit statements in the form of “you should never / always do 
X”. Where such statements are not accepted and need justification, 
ethics as a set of philosophical theories is called for. Ethics can be 
descriptive or normative, abstract or applied. 

Ethics as a philosophical discipline that is mostly concerned with 
examining or justifying prescriptive rules and statements has a written 
history of several millennia. In the European context the roots of phil-
osophical ethics are typically traced back to Greek Antiquity. There are 
numerous ethical theories that form the canon of philosophical ethics. 
One that has its roots in Aristotle (2007) is that of virtue ethics which 
evaluates the ethical quality of an action or situation with reference to 
the character of the actor. Other high-profile ethical theories include 
deontology which judges the quality of an action by examining the 
intention of the agent undertaking it. This type of ethical reasoning is 
closely associated with the German philosopher Immanuel Kant (1788, 
1797). For Kant an action can only count as ethically good if it is 
motivated by duty, which means that it must come from a purely 
rational insight into what should be done which Kant formulates as the 
so-called Categorical Imperative. A very different ethical theory is that 
of teleology, which uses the outcomes of an action to evaluate its ethical 
quality. This type of reasoning, also known as consequentialism is 
associated with thinkers such as Bentham (1789) or Mill (1861). They 
suggested that a suitable measure of ethics would be utility, which is 
why this type of thinking is also known as utilitarianism. One measure of 
utility is happiness, so that a well-known expression of this ethical po-
sition is that an action is ethically good, if it leads to the greatest 
happiness for the greatest number of people. 

While it is important to realise that there are extensive theoretical 
underpinnings to ethics as a philosophical discipline, it is worth noting 
that there are focus areas within ethics that make use of specific aspects 
of this breadth of theory. Ethics of technology is typically seen as one 
branch of applied ethics (Nijsingh & Duwell, 2009). Applied ethics aims 
to understand ethical questions arising in specific fields such as medicine 
(Freyhofer, 2004), business (Bowie, 1999; De George, 1999), or research 
(OECD, 2016). It often focuses on specific sub-fields or problems and 

applications. One field of applied ethics that has developed since that 
1970 s is that of computer ethics (Bynum, 2001; Moor, 1985) which has 
strongly influenced the development of the ethics of AI (Stahl, 2021). 
While computer ethics is one root of the ethics of AI, there are other 
streams of ethical considerations that are linked to some of the features 
of AI. One example of this stream of work can be described using the 
acronym FATE which stands for fairness, accountability, transparency 
and ethics (Memarian & Doleck, 2023) which mirrors the subject matter 
of the ACM conferences series on Fairness, Accountability and Trans-
parency (FAccT). 

For the purposes of this article that explores ethical concerns arising 
from ChatGPT, it is important to start with a broad understanding of 
ethical question that includes but goes beyond the current focus of FATE 
or FAccT. ChatGPT as an example of a large language model and thus of 
AI may well raise questions around fairness, accountability and trans-
parency, but its ethical concerns are likely to go beyond these estab-
lished topics. The paper is therefore theoretically grounded in the 
broader computer ethics literature and builds more specifically on the 
theoretical approach to the ethics of emerging technologies as explained 
in detail in the methodology section below. This theoretical angle of the 
paper allows for broader insights than the prevailing literature on AI and 
ethics and therefore offers a theoretical justification for the research 
question. If ChatGPT turns out to be as impactful as is currently widely 
predicted, then we need theoretically sound and empirically rigorous 
and transparent research to proactively engage with its likely ethical and 
social consequences. The theoretical and methodological approach re-
ported in this article are geared to meet these requirements. 

In order to follow this argument, it is important to understand which 
aspects of ChatGPT are capable or giving rise to ethical questions, what 
those questions are and how they are currently addressed. 

2.2. Literature on ChatGPT and ethics 

ChatGPT is an interactive system that allows users to have conver-
sations using natural language. According to OpenAI, the organisation 
that developed it, the dialogue format employed by ChatGPT allows it to 
answer follow-up questions, admit mistakes, challenge incorrect pre-
mises and reject inappropriate requests (OpenAI, 2022). Technically, 
ChatGPT is based on of OpenAI’s Generative Pre-trained Transformer 
language (GPT) models (particularly GPT-3 and GPT-4), a large-scale 
neural network-based language generation model trained on a wide 
range of internet-based texts. It was trained using reinforcement 
learning from human feedback. We refer to ChatGPT as a ‘technology’ in 
the sense defined by the Encyclopaedia Britannica (2023) as “the 
application of scientific knowledge to the practical aims of human life.” 
While the article focuses on ChatGPT, its underlying interest is broader 
than this particular example of a user-oriented technology. Competition 
for ChatGPT is growing rapidly, e.g. in the form of Google’s Bard (Metz 
& Grant, 2023), Alibaba’s Tongyi Qianwen (McMorrow & Liu, 2023) 
and many others. We use ChatGPT as the most high-profile example of 
an interactive large language model because of its prominence in the 
discourse. Our analysis is based on key features of ChatGPT and is thus 
applicable to competitor technologies insofar as these share the same 
characteristics. 

Generative AI systems or Chatbots like ChatGPT are not a new 
phenomenon. The idea that it should be possible to interact seamlessly 
with a computer using natural language goes back to the beginnings of 
computing and AI research. The most prominent early example of such a 
chatbot may be ELIZA, a conversational program developed by Joseph 
Weizenbaum (1977) in the 1960 s. Early chatbots like ELIZA had limited 
functionality and adoption. With the progress of natural language pro-
cessing, better hardware and connectivity, chatbots have become more 
prominent. Most of the large tech companies have been trying to inte-
grate them into their service offerings. Examples include Apple’s Siri, 
Amazon’s Alexa or Microsoft Cortana. 

The widespread existence, use and adoption of chatbot technologies 
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raises the question why ChatGPT has managed to gain the level of 
attention that it has been receiving since its launch in November 2022. 
The answer appears to be in the high quality of its outputs. ChatGPT can 
interact across a broad range of topics, providing answers of high quality 
of language and good accuracy of content. The underlying technology, 
the large amount of training data from the internet, and the model ar-
chitecture appear to have allowed ChatGPT to pass a previously invisible 
threshold. Interaction with ChatGPT gives the impression that one has a 
conversation with an educated human who has subject expertise across a 
large number of subject areas. 

The question why ChatGPT has risen to prominence is intimately 
linked to the question of its social and ethical evaluation. Such an 
evaluation draws at least partly on real or expected practical conse-
quences of technology use which, in turn, are driven by the technology’s 
capability. We believe that the following characteristics and capabilities 
of ChatGPT may influence its use and applications and contribute to 
possible ethical concerns:  

• Production of high-quality text in response to human input that is 
often difficult to identify as the output of an AI (Zhang et al., 2023);  

• Ability to engage in a dialogical interaction on a very broad array of 
topics (Gilson et al., 2023);  

• Ability to tailor its output to specific language styles (Short & Short, 
2023);  

• While currently text based, we assume that it can be integrated into 
other modalities of communication which would, for example, 
enable it to engage in voice communication (Ali et al., 2023);  

• Ability to learn from interaction leading to allow it to further 
improve the content quality and acceptability (Sallam, 2023);  

• Based on a large language model trained on large but limited datasets 
(Radford et al., 2019). 

One consequence of these characteristics is that interventions from 
ChatGPT may be difficult to distinguish from original human in-
terventions. Where prior instantiations of chatbots could easily be 
identified as such, this appears to be more difficult for ChatGPT. This 
ability to interact with technology without a simple way of ascertaining 
that it is a technology may revolutionise the way we interact with 
technology. We discuss the ethical issues that arise from it below, but we 
concede that it may lead to an acceleration of research and technical 
progress which can quickly give rise to new capabilities which can 
change the ethical evaluation again. 

This brings us to the question of which specific ethical benefits or 
concerns ChatGPT are currently discussed. These are typically linked to 
possible applications. At a basic level, ChatGPT produces texts. It can 
thus potentially be applied across a vast range of applications that 
involve the production of text. An ethical analysis of any novel tech-
nology is typically well advised to look at benefits as well as concerns. At 
present there is relatively little discussion of ethical benefits of ChatGPT, 
such as the potential benefits of using ChatGPT in promoting teaching 
and learning Baidoo-Anu and Owusu Ansah (2023). There is, however, a 
wide-spread perception in the media that it is likely to be disruptive and 
transformational, which in terms of technology discourses typically 
means that it will lead to economic benefits, be these in the form of 
start-up companies, optimisation of existing industries or accrual of 
further growth in the tech sector. Such economic growth can provide 
improved wellbeing for many people and thus can count as a moral 
benefit. 

Key to an ethical analysis of ChatGPT is an understanding of likely 
applications. One expectation is that ChatGPT will lead to fundamental 
changes in the internet search sector. Google is currently the entrenched 
market leader in this sector. ChatGPT may change the way people 
search, leading to more competition in this economically highly lucra-
tive sector (Grant, 2023; Metz & Grant, 2023). Microsoft has already 
announced the launch of a new and improved search engine Bing that 
will run on ChatGPT and GPT-3.5 that they claim to be faster, more 

accurate and more capable (Mehdi, 2023). In more general terms, the 
benefits of ChatGPT are sometimes described as providing additional 
intelligence to improve operations. One way of capturing this is the 
metaphor of AI interns (Nast, 2023a), suggesting that it will be easier to 
draw upon the intelligent but non-expert support that human interns can 
offer to organisations. This sounds rather incremental but given the 
potential ubiquity of the infinite number of AI interns, the cumulative 
effect may still be transformational. This may be one reason why Sam 
Altman, the CEO of Open AI can claim that he can envisage ChatGPT to 
“break capitalism” (Bove, 2023). An ethical evaluation of such a 
fundamental change of the socio-economic environment would be far 
from straightforward but it is easy to see how it would be beneficial for 
some. 

While the moral benefits of ChatGPT thus remain somewhat fuzzy, 
there are more clearly defined concerns. The most prominent set of those 
has to do with the fact that ChatGPT texts can be difficult to distinguish 
from human output which can lead to problems of attribution of 
authorship. This is seen as a significant problem for student assessment, 
where such assessment is based on essays and the fear is that students 
can gain unfair advantages (Eke, 2023; Stokel-Walker, 2022; Weale, 
2023). Much work is undertaken to explore concerns about the role of 
ChatGPT in research where it is seen as a threat to transparency in sci-
ence (Nature editorial, 2023). Some scientists have attempted to 
pre-empt this issue by adding ChatGPT as an author to publications, but 
the practice does not seem to find acceptance in the academic commu-
nity (Stokel-Walker, 2023). 

In addition to these concerns about authorship and attribution, there 
are various other concerns that are discussed. One of these is the possible 
impact on employment (Frederick, 2023), in particular with regards to 
jobs that involve producing output that have close affinity to digital 
technologies, such as computer programming (Castelvecchi, 2022). As 
the technology becomes more advanced, there is a concern that it could 
have a significant impact on the jobs human programmers do (Marr, 
2023a). 

The fact that the origin of a text is difficult to discern may have 
further morally problematic consequences. One of these is that it may 
exacerbate the widely discussed problem of misinformation and disin-
formation (Hsu & Thompson, 2023). Another well-established ethical 
issue of AI, namely the possibility of using it for unwarranted political 
intervention may be exacerbated by ChatGPT as highlighted by (Sanders 
& Schneier, 2023) who develop a plausible scenario of the use of chat-
bots for political lobbying that may overwhelm existing scrutiny 
mechanisms. 

In addition, there is a rapidly growing number of commentaries that 
pick up on other ethical concerns related to digital technologies and AI 
and that trace how these may materialise in the context of ChatGPT. 
Such concerns include the opacity of the underlying model (van Dis 
et al., 2023), environmental pollution (Nast, 2023b), the fact that 
chatbots still have no real understanding of the texts it produces (Hut-
son, 2021) but also the increasing affinity to the human mind which 
allows ChatGPT to pass tests designed for humans (Wilkins, 2023). 
There is also growing evidence that to make ChatGPT more sensitive to 
cultural values and sentiments, OpenAI relied on exploited and under-
paid data labellers in Africa and other low-income countries (Perrigo, 
2023). 

This list of currently discussed issues highlights key concerns that are 
currently discussed. This article aims to provide a more systematic and 
comprehensive account of the ethics of ChatGPT. It therefore now in-
troduces the discourse on the ethics of emerging technologies, which 
will provide the conceptual basis of the analysis and inform the meth-
odology that will be described in the next section. 

2.3. ChatGPT and the Ethics of Emerging Technologies 

The previous section has shown that there is already significant 
research on and discussion of ethical aspects of ChatGPT. However, this 
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discourse is mostly ad hoc and lacks a systematic approach. Much of it is 
published in news media and focuses on specific high-profile topics. We 
therefore suggest that a more systematic and rigorous approach to the 
ethics of ChatGPT is called for that can be used to better understand 
possible issues and serve as basis for organisational and societal policy 
development. Such a more systematic approach should be based on peer 
reviewed and established knowledge that has proven to be reliable when 
applied to similar technologies. One body of knowledge and theory that 
was developed for this very purpose is represented in the literature on 
the ethics of emerging technologies. This article therefore draws on this 
literature and applies it to ChatGPT. Before we outline how this can be 
done in the methodology section, we first need to demonstrate that this 
body of knowledge can usefully be applied to ChatGPT which requires us 
to show that ChatGPT is an emerging technology which we do by 
looking at the components of the term, at ‘technology’ and when it can 
be considered to be ‘emerging’. 

Technology has its etymological root in the Greek tekhnē, which 
stands for “art, skill, craft in work; method, system, an art, a system or 
method of making or doing” and the ending ‘-logy’ which refers to 
discourse, theory or science which combines to the definition of tech-
nology as the “study of mechanical and industrial arts” (Online Ety-
mology Dictionary, 2022). Technology is pervasive in human societies 
and its role in shaping humans and our society has long been discussed 
(Ellul, 1973; Heidegger, 1953; Ihde, 1990; Spengler, 1931). The case of 
ChatGPT shows that these questions are not just idle speculation but 
affect the way we engage with current phenomena. One can distinguish 
between technology as a paradigm and a device, both of which reflect an 
important facet of technology (Moor, 2008). An alternative catego-
risation distinguishes between three levels: the top level of the tech-
nology, which can be implemented in the meso level of different 
artefacts, which can lead to different applications at the most basic level 
(Brey, 2012). In this schema ChatGPT would be best characterised as an 
artefact which forms part of the technology of natural language pro-
cessing, which in turn is part of artificial intelligence, which is part of 
computing or digital technologies. ChatGPT forms part of the family of 
emerging digital technologies that call for ethical reflection (Kazim & 
Koshiyama, 2021). It can furthermore be seen as emerging, because it is 
still developing fast as indicated by the transition from GPT-3 to GPT-4 
(Marr, 2023b). At the same time, the current iteration of ChatGPT is still 
very open in terms of intended and likely applications. 

Dealing with ethical questions of emerging technologies is not 
straightforward. A key reason for this is the fundamental and unavoid-
able uncertainty of the future. We simply do not know with certainty 
what the future holds and how technology will develop (Ellul, 1973). An 
ethics of emerging technologies that claims full knowledge of future 
developments and their ethical consequences is thus impossible. How-
ever, while the future cannot be comprehensively known, it is not 
entirely unknowable either. Modern societies are based on strong as-
sumptions about the future (e.g. future tax revenue or demographic 
development) that allow for planning and policy development and – to 
some degree – help pre-empt foreseeable future problems. It is this 
ambiguity of future knowledge that motivates calls for research and 
technology development to accept partial responsibility for the ethics of 
emerging technologies (InterAcademy Partnership, 2016). This ambi-
guity also shapes the claims that can be raised for research on the con-
sequences of emerging technologies. Collingridge (1981) famously 
pointed out the trade-off that short-term technical developments that we 
can easily predict are difficult to change, whereas long-term de-
velopments that may be easy to steer in desired directions are difficult to 
predict (Genus & Stirling, 2018). While we thus cannot fully know the 
future, we can explore possible and likely futures with a view to un-
derstanding what they require from us today (Cuhls, 2003). Or, as 
Guston (2013) puts it, while we may not look into the future, we can 
look toward it. 

With these caveats in mind, it is possible to say more about the ethics 
of emerging technologies. The spirit motivating most attempts to 

undertake research on the ethics of emerging technologies is not to 
provide scientific certainties, but to act on the insight that researchers 
share some responsibility for future morally relevant technical de-
velopments and to undertake an honest attempt to proactively engage 
with those (Cagnin et al., 2008; Groves, 2009; Swierstra et al., 2009; 
Walsham, 2012) and to provide orientation with regards to research 
activities (van der Burg, 2014). Such an endeavour calls for intellectual 
humility (Jasanoff, 2003) acknowledging its difficult and fallible nature 
which is the spirit that should inform the reading of the methodological 
approaches introduced in the next section. 

3. Methodology 

We use the term ‘methodology’ in this paper in the commonly 
accepted meaning of “a set of methods used in a particular area of study 
or activity” (Cambridge Dictionary, 2023). A methodology for under-
taking research on the ethics of emerging technologies can be under-
stood as an attempt to respond to the problem of uncertainty of the 
future (Brooks et al., 2021). This does not mean that they can overcome 
this problem, but they can provide a rigorous, transparent and repro-
ducible way of engaging with it, which allows for highlighting un-
certainties and calling them into question (Umbrello et al., 2023). The 
probably most comprehensive review of ethics in research and innova-
tion (Reijers et al., 2018) has identified eight methods of what it calls “ex 
ante” methods, which align with the ethics of emerging technologies 
discussed here. A review and critique of “ethical foresight analysis” 
(Floridi & Strait, 2020) which is similarly aligned with this article’s 
research objective identified six existing methods, which significantly 
overlap with Reijers et al. (2018) findings. In the following subsection 
we provide an overview of relevant methodologies that can be used to 
study the ethics of emerging technologies before we then explain in 
detail our research protocol that explains how we have adapted, 
developed, and implemented these for the purpose of this article. 

3.1. Methodologies for Studying the Ethics of Emerging Technologies 

Most of these methodologies aim to bridge the gap between meth-
odologies from future and foresight studies (Sardar, 2010) and the ethics 
of technology (Royakkers & Poel, 2011). They typically use approaches 
from future and foresight studies such as Delphi studies (Adler & Ziglio, 
1996; Someh et al., 2019) or scenario research (Gray & Hovav, 2007) 
and put special emphasis on questions of ethics. 

This article employs a sub-set of the established methodologies of 
research on the ethics of emerging technologies, notably the subset that 
allows for the identification of ethical issues. Much effort across various 
methodologies is expended on identifying emerging technologies. This 
work is not needed in this article because it focuses on a defined tech-
nology, namely ChatGPT. Furthermore, the article’s aim is to broaden 
awareness of the ethics benefits and challenges raised by ChatGPT, i.e., 
it aims to enumerate such issues in as comprehensive a manner as 
possible. It therefore does not need to pay attention to what is typically 
the next step proposed by several of the methodologies, which is the 
question of how to address them. 

The methodology employed in this article is therefore based on three 
of the established methodologies of ethics of emerging technologies that 
include proposals for identifying ethical issues. This is complemented by 
steps that undertake a similar approach in the ethics of artificial intel-
ligence (AI). The three methodologies used here are referred to as 
“anticipatory technology ethics” (ATE, (Brey, 2012)), the “framework 
for the ethical impact assessment of information technology” (EIA, 
(Wright, 2011)) and “ethical issues of emerging ICT applications” 
(ETICA, (Stahl, 2011; Stahl et al., 2017). These three were all developed 
in the early 2010 s. They are aware of each other and mutually cite one 
another. This can serve as an indicator that combining them, as is pro-
posed in this article, is a legitimate activity. They also take a similar 
approach to the identification of issues which is the core interest in this 
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article. 
All three agree that ethical concerns do not arise in a vacuum and 

that one can learn about likely future ones by looking at established 
ethical discussions and by asking which established issues are likely to 
be relevant in a novel technology or application area and how such is-
sues can be categorised. They each produce a list of issues which shows 
significant overlap. They differ in how these lists are constructed. ATE’s 
list is derived from philosophical ethics of technology and has the main 
categories of harms and risks, rights, (distributive) justice, and well-
being and the common good. In each of these categories a number of 
issues are located. In some cases these issues are then subdivided further. 
For example, under rights there is the issue of freedom, which is broken 
down in freedom of movement, speech and assembly. EIA starts with its 
main categories by using the principles of biomedical ethics (Beauchamp 
& Childress, 2009): autonomy, nonmaleficence, beneficence, and jus-
tice. These are complemented by the category of privacy and data pro-
tection. Again, each of these have a number of issues associated with 
each of the categories. For each of the issues (or in some case values), 
EIA offers a number of questions that support the reflection of the issues 
in a specific context. The ETICA method, final, offers a similar list of 
issues. However, the individual issues were arrived at differently. They 
were identified on the basis of the analyses of 10 different emerging 
technologies and the categories were constructed in a bottom-up 
manner. The categories listed in (Stahl et al., 2017) are: conceptual is-
sues and ethical theories, impact on individuals, consequences for so-
ciety, uncertainty of outcomes, perceptions of technologies and role of 
humans. In this methodology each of the categories or issues are also 
linked to guiding questions that are meant to help researchers under-
stand and identify the nature of the potential ethical concern. 

The aspect of these three approaches to the ethics of emerging 
technologies that is of most interest to this article is the list of likely 
issues they produced. For the purposes of this article the idea was to 
generate the most comprehensive overview of possible issues to then 
interrogate this list with a view to identifying issues related to ChatGPT 
that are most in need of discussion. The lists provided by the three 
methodologies were therefore merged into one list. For this purpose, the 
lists were reduced to a one-dimensional list, i.e., the categories and, in 
the case of ATE, the sub-issues, were either included, where they offered 
additional insights, or excluded, if they were covered by the issues. 
Additional information, notably the guiding questions from EIA and 
ETICA were retained as comments linked to the issues to guide the more 
detailed subsequent analysis steps. The table in appendix A contains the 
list of all the issues as identified across the three methodologies. 

This list of issues in appendix A provides the basis of the analysis of 
the ethical issues of ChatGPT undertaken for this article. They represent 
the ethical issues identified by the three methodologies and need to be 
read in conjunction with the supporting documentation, notably the 
definitions of the issues and the guiding questions accompanying them. 
We believe that they constitute a good starting point for an analysis of 
the ethics of emerging technologies. However, we realise that this list of 
issues dates back to the early 2010 s and was not specifically compiled 
with a view to AI. In light of the rapid development of AI and the dis-
cussion of the ethics of AI in the intervening years, we decided to cali-
brate this list by adding a set of issues that were identified specifically 
with AI in mind. As ChatGPT is an example of an AI application, we 
aimed to ensure that established ethical concerns arising from the ethics 
of AI discourse were properly included. 

The inclusion of the ethics of AI raised further methodological 
questions. While there is a relatively settled landscape of research on the 
ethics of emerging technologies as outlined above, the same cannot be 
said about the ethics of AI (Ashok et al., 2022; Dwivedi et al., 2019). This 
discourse continues to mushroom. It has a strong emphasis on ethical 
guidelines and principles (Fjeld et al., 2020; Jobin et al., 2019) which 
includes a number of high profile interventions (AI HLEG, 2019) but it 
also legislation such as the EU’s AI Act (European Commission, 2021), 
various approaches to standardisation (IEEE, 2017; NIST, 2022), 

certification and many others. There are several attempts to identify and 
categorise AI-specific ethical issues, e.g. by Müller (2020) who distin-
guishes between ethical issues of AI systems as objects which includes 
privacy, manipulation, opacity, bias, human-robot interaction, 
employment, and the effects of autonomy and ethical issues of AI sys-
tems as subjects which include machine ethics, artificial moral agency, 
and finally the issues arising from an AI superintelligence. Vesnic-Alu-
jevic et al. (2020) distinguish between individual issues which includes 
autonomy, dignity, privacy and data protection, and societal issues 
which includes fairness and equity; the good life and diversity; re-
sponsibility and accountability; transparency; surveillance and data-
fication; governance of the AI. 

These examples demonstrate that there is significant overlap be-
tween the ethics of emerging technologies and the ethics of AI which is 
not surprising, as AI can still be considered an emerging technology. It 
raises the question, however, which list to include in our analysis to 
avoid possible blind spots. We decided to include a list published by the 
European Parliament (2020) which was compiled by a group of aca-
demics with a view to providing broad coverage of issues of interest to 
the European Parliament and hence, by implication, to European citi-
zens. This list is categorised in terms of AI impact on different aspects of 
society where individual issues are then listed as shown in Appendix B 
below. 

3.2. Research protocol 

In our research we based the analysis of ChatGPT on the list of issues 
that are displayed in Appendix A and B. These formed the theoretically 
derived starting point for us to explore possible ethical issues. We used 
these lists of ethical issues as shown in appendices A and B to find out 
what we can learn about the ethical benefits and challenges raised by 
ChatGPT by applying existing approaches to the ethics of emerging 
digital technologies. In order to achieve this, we combined the lists of 
issues into one spreadsheet which also included the guiding questions 
from EIA and ETICA to help us understand the issues in more detail. We 
then wanted to explore whether ChatGPT is likely to have an impact on 
the various issues. For each issue we therefore explored how ChatGPT 
might impact it, both in positive and negative terms. This was done by 
providing a short narrative outlining our reasoning and then allocating a 
likelihood of this impact arising (1 =low, 2 =medium, 3 =high) and a 
measure of severity (1 =low impact, 2 =medium impact, 3 =high 
impact). This allowed us to calculate an expected impact measure, 
separated between positive and negative impacts, which we arrived at 
by multiplying likelihood and severity, giving us two scores between 1 
and 9 (one for benefits, one for damages) for each of the issues. To allow 
for independent scrutiny of our approach, we make the full spreadsheet 
including the narrative justifications and the scores for each issue we 
make the complete spreadsheet available here.1 

A key challenge when using this approach was to identify likely areas 
and mechanisms of impact. Our aim was to offer an analysis of ethical 
issues of ChatGPT that cuts across application areas. However, the 
number of possible applications is close to infinite, and we may not be 
aware of some that are already being worked on, even less of ones that 
are currently unexplored. We therefore focused on the key ethically 
relevant features of ChatGPT, namely its abilities to produce text that is 
difficult to recognise as machine-generated, its ability to learn and 
interact seamlessly with humans. In order to provide plausibility of our 
evaluations we used the narrative part of the analysis to indicate which 
application examples we had in mind before scoring them. Furthermore, 
in order to provide some rigour to the analysis the two authors co- 
reviewed each other’s analysis to ensure consistency and plausibility. 

As all future and foresight research methods, this methodological 
approach does not promise scientific exactness. Its purpose is to surface 

1 https://tinyurl.com/5fawk8yc 
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possible issues, in particular those that have not yet been looked at in 
much detail and to do so in a systematic and transparent way. We un-
derstand that our analysis is somewhat idiosyncratic and driven by our 
prior knowledge in particular our understanding of ethics of technology 
and that researchers with different backgrounds might highlight other 
issues and use different justifications for this. From our perspective this 
is not majorly problematic, and we would indeed welcome alternative 
voices that come to different conclusions from ours, as it would 
strengthen the overall aim of the exercise which is to support a public 
discourse on the ethical issues of ChatGPT. 

As a final remark on the article’s methodology, we would like to 
highlight that we interacted with ChatGPT during the writing of this 
article and incorporated some of the insights into the narrative. As the 
use of ChatGPT in academia is currently highly contested and at the 
centre of public attention, we chose to collect all of our relevant in-
teractions with the system and make them accessible to scrutiny on this 
document.2 

4. Findings and discussion 

By following the methodology described above, we aimed to arrive at 
a comprehensive understanding of the ethics of ChatGPT that is trans-
parent and rigorous. However, when implementing the method, we had 
to make assumptions and choices that are relevant to the analysis and 
need to be highlighted. When assessing the likelihood and severity of 
both positive and negative impacts, we had to make use of our under-
standing and possible scenarios of use. We only considered immediate 
consequences based on the core characteristics and capability of 
ChatGPT, i.e., its abilities to produce text that is difficult to recognise as 
machine-generated, its ability to learn and interact seamlessly with 
humans. For example, we assumed that it can be used for telephone 
conversations where the respondent is not aware of speaking to a ma-
chine. This, in turn can be used for data collection, which may have for 
legitimate and illegitimate purposes, such as online or telephone mar-
keting but also social engineering or political persuasion. Our key 
challenge was to use a consistent boundary of future exploration which 
is anchored in the actual technical capability of ChatGPT and avoid 
general speculation. Where possible and relevant we therefore used the 
textual description of benefits and risks to explain how we arrived at our 
evaluation of the various issues. 

In order to allow for a general overview and comparability of ben-
efits and risks we used a simple method of quantifying these, providing 
measures of likelihood and impact. We use these measures for the dis-
cussion below, as they allowed us to highlight what we perceive to be 
key topics worthy of attention. We believe that this is a reasonable 
approach that mirrors widely used ways of dealing with risks and ben-
efits of emerging technology through risk management or impact as-
sessments processes (Stahl, Antoniou et al., 2023). We fully realise, 
however, that the numerical scores we allocated are expressions of our 
interpretations rather than objective truths. Before we return to the 
reflection on and evaluation of our approach, let us take a look at what 
the analysis unearthed. 

4.1. Benefits and concerns of ChatGPT 

One intention behind this article was to arrive at a balanced view of 
ChatGPT that takes into account both benefits and concerns linked to the 
technology. We therefore start the discussion of our substantive findings 
by looking at the concepts that promised benefits that scored highest. 
We evaluated the following concepts as having a high likelihood of being 
realised and a high level of social or ethical benefit: collective human 
identity and the good life; perceptions of technology, the role of humans, 
beneficence, sustainability, health and bodily harm, the ability to think 

one’s own thoughts and form one’s own opinions, animal rights and 
animal welfare, support of vital social institutions and structures, the 
labour market, and impact on the financial system. This very eclectic 
group of benefits is defined by its broad scope and reach. These are not 
specific issues or topics but mostly comprised of higher-level aggregate 
concepts. Human identity, the role of humans, beneficence, the labour 
market, the financial system or health are all high-level topics that 
depend on the collaboration of many individuals across large parts of 
society. This implies that they rely heavily on successful communication 
between different types of stakeholders. Such communication and the 
translation of meaning across different vocabularies of different stake-
holder groups is something that is core to the capabilities of ChatGPT. 
Being high-level, these concepts also are open to interpretation and offer 
scope for the analyst to fill them with life. 

We identified 11 concepts that scored the maximum in terms of 
benefits. The above benefits are highlighted in literature on how 
ChatGPT and other generative AI systems can be leveraged in hospitality 
and tourism industry (Dwivedi, Pandey et al., 2023), in healthcare 
(Javaid et al., 2023), in transportation (Du et al., 2023), and agriculture 
(Ray, 2023). In contrasts with the benefits, we identified 30 concepts 
that scored the maximum (i.e. were deemed to have a high likelihood of 
materialising and a high impact) in terms of negative impact. These can 
be grouped as issues related to social justice and rights, individual needs, 
culture and identity as well as environmental impacts as shown in Fig. 1. 

This figure suggests that the key issues that have the potential to raise 
the most significant concerns can be divided into four main categories. 
These are social justice and rights where ChatGPT is seen as having a 
potentially detrimental effect on the moral underpinnings of society, 
such as a shared view of justice and fair distribution as well as specific 
social concerns such as digital divides or social exclusion. The second 
group pertains to individual needs, such as safety and autonomy which 
are also reflected in informed consent and the avoidance of harm. We 
included environmental harms as one group of issues and added topics 
of culture and identity as a fourth group. This categorisation is one of 
many possible ones. The dividing lines are not as clear-cut as the figure 
may suggest. Some of the issues could fit into more than one of the 
boxes. Its main purpose here is to show the breadth of issues and con-
cerns which cover pretty much any aspect of life. 

A further perspective on our analysis that may be helpful with 
regards to identifying key ethical concerns worthy of further study and 
intervention is provided by the difference between benefits and down-
sides. We calculated the total impact by subtracting the total negative 
impact (probability times damage) from the positive impact (probability 
times benefit). The total impact score is positive if the positive impact 
outweighs the negative impact. The higher the score, the more the 
benefits outweigh risks and the reverse is true for negative impacts. 

A look at the net positive concepts shows that these are mostly linked 
to the external world, such as with regards to the rights of animals 
(which could be promoted) or the promotion of physical health (which 
could benefit from telemedicine, clinical decision support, disease sur-
veillance etc.) In all of these cases ChatGPT has the potential to improve 
processes. As a language-based system, ChatGPT can have negative 
impacts in these areas as well, but these would not be immediate, as they 
might be in the case of robotic systems, and we felt that on the balance of 
probability, the positives would dominate the negatives in these cases. 

On the other end of the scale, we have those concepts that promise a 
higher negative than positive impact. Many of these are related to the 
changes in social relationships that ChatGPT may engender. This in-
cludes questions of responsibility and accountability where there is no 
doubt a possibility that a better way of understanding complex situa-
tions may help and the ability to generate texts may strengthen re-
sponsibility and accountability regimes. However, we felt that the much 
more likely consequences of ChatGPT use will be that strong agents can 
use the technology to obfuscate and confuse public discourse with a 
view to evading responsibility and being held accountable. 

Further broad issues having to do with social relationships follow a 2 https://tinyurl.com/yuk4w2yk 
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similar logic. We included social solidarity, inclusion and exclusion, 
intergenerational justice, biases and digital divides in the same category. 
In all of these cases it is perfectly plausible that ChatGPT will do good 
and help those who are disenfranchised to gain a voice. But in practice 
and based on past experience in the way emerging digital unfold in 
western society, we assume that the negative implications will vastly 
overshadow the positive ones. The divides between those who have 
access to ChatGPT and are able to leverage it and those who do not will 
likely follow similar lines as existing digital and social divides and the 
ones who will be able to draw most benefit will continue to be the ones 
who are advantaged already, i.e. the large companies who have the 
resources to make use of new technologies and the individuals who have 
the education, financial and intellectual independence to understand the 
opportunities and realise them. 

4.2. Relevance of the findings 

The objective of this article is to explore ethical benefits and chal-
lenges raised by ChatGPT by applying existing approaches to the ethics 
of emerging digital technologies. A key question in assessing the value 
and contribution of the article is the degree to which it corresponds or 
contradicts existing scholarship. It is therefore worth comparing our 
findings with the current discourse on the ethics of ChatGPT. 

Due to the novelty of the technology, there is relatively little aca-
demic and peer-reviewed work on the topic available, even though the 
number of articles is growing rapidly. At the time of writing a search of 
the Scopus research databased using the search string “ethics AND 
ChatGPT” returns 25 results. At present the academic literature focuses 
on the set of topic that are prominent in the public domain and media 

that was discussed earlier. A key topic is that of authorship and the in-
fluence of ChatGPT on research and education (Lee, 2023; Salvagno 
et al., 2023), a topic that our analysis is sensitive to. There are contri-
butions that aim to capture a broader set of issues such as Dwivedi, 
Kshetri et al. (2023) including ethical concerns but they remain rela-
tively superficial. 

One way of assessing whether our approach meets the objective of 
providing a rigorous and comprehensive account of ethical aspects of 
ChatGPT is successful is to explore whether it reflects and is consistent 
with recent scholarship. There is currently much work that aims to 
provide guidance on the use of ChatGPT in the academic publication 
system. A good example is provided by Shmueli et al. (2023) who 
explore how authors, reviewers and editors in data science can 
responsibly leverage and address challenges of using generative AI tools 
like ChatGPT to improve scholarship. The editorial covers ethical issues 
around authorship, accountability, methodological rigor, bias, fairness, 
accuracy, gaming the system, privacy, data exposure, interpretability, 
intellectual property, availability, review reliability, and responsible use 
as ethical issues arising from the application of generative AI like 
ChatGPT in data science research and publishing. All of these concerns 
can be located in our ethical analysis as well. Another recent example of 
engagement with ethics of ChatGPT is given by Susarla et al. (2023) who 
discuss guidelines and challenges for the responsible use of generative AI 
like ChatGPT in IS research, including concerns around bias, account-
ability, intellectual property, and depth versus potential benefits for 
problem formulation, data analysis, and writing. Again, these concerns 
are well covered by our analysis. As a final indication whether our 
analysis is relevant to the current discussion of ChatGPT, it is worth 
looking at a publication that is not primarily interested in ethical 

Fig. 1. Ethical issues with highest negative impacts of ChatGPT.  
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questions. Dwivedi et al. (2023) explore practices, challenges, and a 
research agenda for implementing generative AI tools like ChatGPT in 
the hospitality and tourism industry. While not focused on ethics, the 
paper acknowledges ChatGPT raises important ethical issues around 
privacy, bias, transparency, governance, labour impacts etc. that require 
thoughtful policies and practices by users. By referring to these three 
publications we can confirm that our analysis engages with the ethical 
issues that are currently discussed and that it has a broader scope than 
the current discourse. 

In addition to the current general discussion, it is worth looking more 
specifically at the way in which the community of scholars working on 
large language models are perceiving the issues arising from the class of 
technologies that includes ChatGPT. The most prominent contribution 
to this discourse comes from the Google-owned AI company DeepMind 
(Weidinger et al., 2021). In their report they report a total of 21 risks of 
harm that can be expected from language models, categorised in the 
following six risk areas: I. Discrimination, Exclusion and Toxicity, II. 
Information Hazards, III., Misinformation Harms, IV. Malicious Uses, V. 
Human-Computer Interaction Harms, VI. Automation, Access, and 
Environmental Harms. The report does not provide a detailed method-
ology of how the risks were identified which makes a detailed com-
parison with the ethical issues derived from the emerging technology 
literature difficult. However, there is significant similarity and overlap 
between the 21 risks identified by Weidinger et al. (2021) and the issues 
that we list in the appendix. 

Maybe even more interesting than the general issues related to lan-
guage models is the observation of how OpenAI is currently engaging 
with the ethical issues of ChatGPT. While we were writing this article, 
OpenAI launched GPT-4, the next version of the language model that 
ChatGPT is based on. As part of this launch the company published a 
technical report (OpenAI, 2023b) and a “system card” document 
(OpenAI, 2023a). These documents provide some technical background 
to GPT-4 that allows an insight into the ethical issues that OpenAI has 
recognised and is attempting to address in the development of GPT-4. 
Both documents contain an identical figure (OpenAI, 2023a, p. 8) 
showing example prompts (i.e. input from external users) and the 
response of an earlier version and how GPT-4 responds when it was 
launched. The prompts covered in the table refer to ethically problem-
atic information that ChatGPT could conceivably provide, including 
advice on immoral activities such as murder, production of weapons, 
money laundering, self-harm, threats, racism and purchase of weapons. 
In an earlier version GPT-4 provided responses to these prompts whereas 
the launched version refuses to provide input. When tested in April 
2023, ChatGPT gave similar answers to the launch version of GPT-4, 
suggesting that these safeguards had already been implemented. All of 
these issues that OpenAI is addressing in GPT-4 are part of or implied in 
the list of issues we identified in our methodology, thus confirming that 
our ethical analysis is valid. We thus think there is evidence that our 
research objective was met and that the approach we offer in this article 
is rigorous and comprehensive. Despite this success in moving towards 
our research objective, open questions remain. 

4.3. Open questions 

While we believe that our analysis is valid, robust and transparent, 
we do not claim that it is exclusive. By this we mean that others who 
would follow the same methodology could plausibly come to different 
insights. The value of doing the analysis is not so much in the substantive 
items and concerns that we have looked at but in the deeper under-
standing of the overall landscape of ChatGPT use that it provides. By 
undertaking the analysis, we have come to a better understanding of 
how ethical issues of ChatGPT are conceptualised and framed in public 
discourse which raises questions that need to be discussed for reasonable 
and realistic responses to emerge. 

One key question that pervades many of the issues and is highly 
relevant to the evaluation of ethical issues is that of ownership and 

control of use. In our analysis we have assumed that ChatGPT will be 
freely available to all possible users. This is the model that OpenAI has 
chosen to initially bring to potential users, and it is consistent with ac-
cess models of other types of general digital technologies, such as pop-
ular search engines. However, it is far from obvious whether this will 
remain the case. If benefits of ChatGPT can be monetised, then this is 
likely to happen. A paid-for version called ChatGPT plus already exists 
which requires a monthly payment of US$20 and has a more advanced 
architecture, is based on more training data and likely better perfor-
mance (Salunke, 2023). Open AI which started out as non-profit orga-
nisation created a capped-profit subsidiary, ostensibly with a view of 
allowing employee share options. The non-profit OpenAI Inc is the 
controlling shareholder of the for-profit OpenAI LP which may provide 
an avenue for continuation of the organisation’s aim of democratising QI 
(“OpenAI, 2023c). However, there have been some high-profile links to 
corporate players, notably a partnership with Microsoft which is using 
OpenAI technology for its chat business which have been critically 
evaluated by some observers (Xiang, 2023). It is not the purpose of this 
article to discuss corporate structures of OpenAI, but it seems likely that 
these corporate structures will have an influence on the ethical issues 
related to ChatGPT. As we have seen, many of the key ethical concerns 
involve broader question of social cohesion, inclusion and exclusion. 
Profit-oriented ownership of technology has been described as a key 
concern of other technologies (Zuboff, 2019) and ChatGPT is likely to be 
covered by these concerns. 

Where profit is the driver of the organisations that develop and make 
available ChatGPT and related technologies, it is easy to foresee that 
profitable applications will be privileged over non-profitable ones. This 
means that many of the benefits that we identified, those that will allow 
underserved communities to strengthen their position and make their 
voices heard, are less likely to be supported than those that promise a 
return on investment. 

A further open question that has some link to ownership but also to 
the broader social context of ChatGPT is that of governance and over-
sight, in particular with regards to misuse of the technology. This raises 
difficult questions of what would count as use or misuse, e.g. in fields 
like the persuasion of voters to vote for a particular party or of customers 
to buy products. These may well be deemed legitimate uses by some but 
misuse by others. However, there are more clear-cut cases of misuse, 
notably the use of ChatGPT for illegal purposes such as scamming, fraud 
etc. The capabilities of ChatGPT clearly render it a useful tool for such 
illegal uses, a point that is already well recognised (Europol, 2023; 
Sweney, 2023). The current technical and organisational model where 
ChatGPT is hosted centrally and allows for interactions via the web may 
offer mechanisms for tracing illegal uses and countering them. If and 
when ChatGPT or its successors or competitors become available as 
stand-alone systems, this may open additional avenues for illegal use. 

The ownership model is also likely to have implications for the 
broader understanding of the technology and thus of its robustness and 
reliability. In our analysis of the different ethical issues, we assumed that 
ChatGPT can provide human-like input into conversations with a high 
level of reliability. However, there is the well-discussed issue that ma-
chine learning models can learn biases from its training data and 
replicate these in interactions with users. This has been a key short-
coming of previous models such as Microsoft’s chatbot Tay (Wolf et al., 
2017). OpenAI seems to have spent considerable effort in avoiding 
ChatGPT from generating racist or similarly offensive output, but it is 
open to which degree this will remain successful. A related challenge in 
terms of reliability and robustness of the technology is the transparency 
of its sources and outputs comes from the technology’s propensity to 
“hallucinate”. This term refers to mistakes that ChatGPT makes when 
generating text that is semantically correct but factually incorrect or 
even nonsensical (Smith, 2023). Such hallucinations are a general 
problem for ChatGPT but depending on the context of their occurrence 
could raise significant ethical problems, for example in healthcare 
settings. 
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In addition to these questions that are focused on the technology 
itself and the way people can interact with it, there are further open 
questions about how a long-term use of this type of technology changes 
our collective view of what it means to be human and to interact with 
technology. We posit in this article that one of the crucial features of 
ChatGPT is its ability to produce human-like texts which implies that it 
may be difficult to assess whether a contribution to a conversation 
comes from a human or a machine. This is traditionally seen as prob-
lematic, as we assume that interactions between humans and machines 
and among humans differ. The European General Data Protection 
Regulation (GDPR, 2016) stipulates in Article 22 that any data subject 
“shall have the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal effects 
concerning him or her or similarly significantly affects him or her.” This 
could be read as implying that many interactions with chatbots will have 
to be flagged as such. What is unclear, however, is whether and how long 
this position will be upheld. If ChatGPT paves the way for widespread 
use of chatbots for all sorts of purposes, then it may well be that our 
moral preferences change and the distinction between interacting with a 
human and a machine are seen as decreasingly crucial. The opposite 
development is also conceivable, where more emphasis will be put on 
the identification of artificial agents in conversations. 

In the longer term these developments can also touch on the broader 
ethical questions of the impact of artificial general intelligence, a highly 
contested term (Mitchell, 2019) but one that OpenAI openly promotes. 
This points to larger philosophical question around the nature of reality 
and how AI can change our view of it, which are beyond the scope of this 
article that focuses on immediate capabilities and impacts of ChatGPT 
but which may well turn out to be the most significant ethical implica-
tions of ChatGPT. 

At a philosophical level, there is also the open question of whether 
ChatGPT’s ability to produce humanlike responses affirms Jacques 
Derrida’s critique of logocentrism of giving privileges to speech over 
writing. Derrida’s position was that meaning in natural language is 
determined by the ‘play’ of differences between words and not by ideas 
and intentions of a speaker (Sallis, 1987). There is no reason therefore to 
consider that speech comes before writing. For some, it may be taken 
that ChatGPT ‘writes without speech’. If this is true, it confirms Derrida’s 
position that there is a disconnect between the living voice of the 
speaker and written words. However, does ChatGPT write without 
speech? Or it is trained on living voices of many speakers and subse-
quently predicts patterns of words? Does ChatGPT ‘write’ without 
speech or ‘predicts’ from living voices? This is an open question that 
requires more thought and research. 

5. Implications 

The analysis of the ethical issues of ChatGPT has implications for 
research as well as practice that are spelled out below. 

5.1. Implications for research 

The article has demonstrated that a rigorous and comprehensive 
approach to the ethics of ChatGPT is possible and that existing meth-
odologies can be used to gain an overview of the ethical issues. At the 
same time, the previous section on open questions has given an indi-
cation of avenues for further research that can be pursued to further 
strengthen the approach and go beyond it. 

An initial limitation of the present research is that it was undertaken 
by the authors of the paper which allowed for a controlled analysis of 
ethical issues but is limited by the worldviews and experiences of the 
researchers. Undertaking a similar study using the ethics of emerging 
technologies but broadening expected benefits and concerns by 
including more stakeholders will very likely bring to light further in-
sights that would likely change the evaluation of benefits and risks. 

Another avenue of further research would be to undertake a direct 

comparison with between the abstract analysis of ethical aspects offered 
here and the specific work that is already undertaken by the owners and 
developers of ChatGPT and other large language models. The previous 
section suggests that these questions are taken seriously by developers 
but that work on ethical issues is focused on immediate harm and its 
avoidance, thus excluding many of the broader issues such as fairness, 
inclusion, access, labour markets etc. Furthermore, research appears to 
focus heavily on ethical concerns and tends not to be explicit about the 
difficult process of comparing and balancing benefits and concerns. 

Future studies will furthermore be called for to better understand 
detailed empirical impacts of ChatGPT. In this paper we focused on the 
generic characteristics of the technology and inferred possible uses and 
consequences from those characteristics. A more detailed understanding 
would be gained by a differentiated analysis looking at specific appli-
cation areas or industries. Such detailed analysis would also help 
research keep abreast of the rapidly developing technical landscape and 
the capability of large language models. This question of technical 
development is also likely to have implications for the more abstract 
questions around the potential for the development of AGI or other long- 
term philosophical questions. It is likely that such questions will not be 
confined to ChatGPT or large language models but need to include other 
developments of AI and its enabling technologies. Elsewhere we have 
suggested that a suitable way of framing such research is to explore the 
ethics of the socio-technical innovation ecosystem in which AI is realised 
(Stahl, 2022, 2023). This perspective is important when determining the 
implications of ChatGPT because it shifts the focus from individuals (e.g. 
developers or users) or organisations (notably OpenAI) to the broader 
ecosystem (Chae, 2019; Senyo et al., 2019). The question of who is 
responsible for specific ethical consequences then transforms into the 
question of how should the ecosystem be structured to promote bene-
ficial and prevent detrimental effects of the technology. 

The key implication for research is thus that further research is called 
for. While this is a typical and often self-serving position taken in many 
research publications, its relevance and legitimacy in the case of 
ChatGPT is hard to deny. The potential impact of the technology com-
bined with its rapidly evolving nature combine into a strong argument 
for ongoing research-based reflection of its ethical implications. Such 
research is in the public interest but also in the interest of the AI industry 
and forms part of the implications for practice. 

5.2. Implications for practice 

The insights developed in this paper and the availability of a more 
comprehensive overview of ethical concerns related to ChatGPT are 
relevant to the practice of several stakeholder groups including policy-
makers, research funders and companies developing or using large 
language models. 

One can observe a rapidly growing recognition among policymakers 
that the nature of recent AI developments is such that a passive approach 
to legislation and regulation is difficult to justify. While some regulatory 
developments such as the EU AI Act precede the arrival of ChatGPT, one 
can argue that ChatGPT has contributed to the push for the need of 
policy intervention, notably in the USA. It is now broadly recognised 
that policy initiatives, potentially including legislation, regulation or the 
creation of new regulators (Graham & Warren, 2023) is required to 
ensure responsible development and use of generative AI. Such initia-
tives may be called for to mitigate impacts, for example where harm 
arises due to job losses, inequality, social biases and mitigate identified 
harms. These are not fundamentally new insights (Executive Office of 
the President, 2016), but the arrival of ChatGPT has highlighted the 
need for such interventions. 

The insights arising from this paper show that at present there is a 
lack of balance between the attention paid to ethical benefits and 
downsides of ChatGPT. Relevant policy should pay attention to both of 
these aspects as well as to the question who receives the benefits and 
who is exposed to the downsides. This implies that policies are called for 
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that promote diversity, equity, and inclusion in access to generative AI 
to prevent exacerbating divides. This may include subsidies or public 
access programmes. Policy can be used to create incentives through 
government procurement practices, grants etc. to steer development 
towards social good applications. ChatGPT and related technologies are 
not locally bound with risks and benefits potentially having global 
reach. This means that any relevant policy intervention needs to move 
beyond the local and national level and establish reliable policy 
frameworks on the international level (UNESCO, 2022; Wallach & 
Marchant, 2018). Some of the ethical issues point to the fundamental 
structures of our societies. ChatGPT arises from the current context of 
what Zuboff (2019) calls surveillance capitalism. A long-lasting response 
to the ethics of ChatGPT may well call for fundamental reconsiderations 
of the structure of current socio-economic systems. 

Some of the more immediate implications of our research arise for 
research funders. The objective of our research was to come to a more 
comprehensive understanding of the ethical issues of ChatGPT. The 
follow-on research activities outlined in the implications for research 
will need to be funded. This not only includes the broadening of the 
research by involving stakeholder perspectives but also research on 
possible and likely mitigation measures. These can range from the use of 
open, transparent and unbiased foundations for generative models that 
can overcome some of the limitations of proprietary systems. Key to the 
success of engaging with ethics of ChatGPT will be to bring in diverse 
perspectives which may call for funding to support diverse participation 
in generative AI development and preventing homogeneous thinking. 
This calls for interdisciplinary research that can inform educational 
initiatives to develop expert and public understanding of responsible 
development and use. The broadening of the discourse furthermore calls 
for stronger interdisciplinary collaboration. 

Policy and funding support will only have a chance of promoting 
ethically beneficial outcomes of ChatGPT use, if the organisations 
driving the development of large language models actively engage with 
ethical questions. Implications for industry thus include a need to pri-
oritise ethical considerations early, e.g. through ethical review boards 
and risk assessment processes. Responsible design principles that are 
being developed across the AI landscape like transparency, account-
ability and bias testing should become standard in training generative AI 
models. Companies should consider the use of impact assessment 
methods (Stahl et al., 2023) prior to deploying their technologies. It is 
likely that a risk-based approach will be applied to AI (NIST, 2022) and 
companies need to consider how high risk applications of large language 
models can be governed. But even for lower risk applications, the bal-
ance of benefits and concerns should be considered. This is likely to call 
for companies to develop access and pricing models that prevent the 
exclusion of typically underserved communities, to allow them to 
benefit from large language models. 

In developing appropriate responses, companies need to work with 
governments, regulators and policymakers. This certainly appears to be 
happening at present where OpenAI and other large tech companies are 
working with the US legislature and executive to address concerns 
around AI. It is important to keep in mind, however, that the oligopo-
listic structure of the tech industry is part of the underlying problem and 
the leading companies in this space are unlikely to wish to change the 
structure that they benefit from. Furthermore, companies will focus on 

those markets that are most profitable for them, thus leading to limits to 
international collaboration and exacerbating the risk that the downsides 
of new technologies will be pushed into areas where they do not have 
their economic focus. 

It would thus be naïve to expect industry to solve these issues, but at 
the same time, they will not be solved without the contribution of in-
dustry. A public commitment of the tech giants stating that they have 
ethical duties arising from the products they distribute cannot replace 
stronger regulatory interventions, but it can serve as a useful reminder in 
controversial debates that at least some companies accept that they have 
ethical commitments beyond the maximisation of profits and that they 
recognise their social responsibilities. 

6. Conclusion 

This article explores the ethical issues raised by ChatGPT beyond 
current debates on authorship, demonstrating the value of applying 
existing approaches to the ethics of emerging technologies. Our analysis 
highlights a broad range of relevant ethical concerns going significantly 
beyond the current discourse. This is useful for AI ethics scholars, de-
velopers, and anyone interested in suitable ethics methodologies. The 
analysis also provides insights into implications and interventions, 
emphasizing the need to consider the whole socio-technical AI 
ecosystem, not just specific issues. Fully addressing the challenges will 
likely require multi-level societal engagement, from individual software 
engineers to international policies, to ensure the benefits of AI, in 
particular large language models such as those underpinning ChatGPT, 
are realized while harms are avoided. Overall, the article advocates 
applying a holistic ethics perspective to guide ongoing discourse and 
action around such impactful emerging technologies. 

Responsible innovation ecosystems 

Ethical implications of the application of the ecosystem concept to 
artificial intelligence. 
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Appendix A. Cumulative list of ethical issues from ATE, EIA and ETICA  

ETICA Conceptual issues and ethical theories  
Privacy  
Autonomy  
Treatment of humans  
Identity  
Security 

(continued on next page) 
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(continued )  

Digital divides  
Collective human identity and the good life  
Ownership, data control, and intellectual property  
Responsibility.  
Surveillance  
Cultural differences  
Uncertainty of outcomes  
Perceptions of technology  
Role of humans 

EIA autonomy  
dignity  
informed consent  
safety  
Social solidarity, inclusion and exclusion  
Isolation and substitution of human contact  
Discrimination and social sorting  
Beneficence  
Universal service  
Accessibility  
Value sensitive design  
Sustainability  
Justice  
Equality and fairness (social justice)  
Collection limitation (data minimisation) and retention  
Data quality  
Purpose specification  
Use limitation  
Confidentiality, security and protection of data  
Transparency (openness)  
Individual participation and access to data  
Anonymity  
Privacy of personal communications: monitoring and location tracking  
Privacy of the person  
Privacy of personal behaviour 

ATE Health and bodily harm  
Pain and suffering  
Psychological harm  
Harm to human capabilities  
Environmental harm  
Harms to society  
Freedom  
Freedom of movement  
Freedom of speech and expression  
Freedom of assembly  
Autonomy  
Ability to think one’s own thoughts and form one’s own opinions  
Ability to make one’s own choices  
Responsibility and accountability  
Informed consent  
Human dignity  
Privacy  
Information privacy  
Bodily privacy  
Relational privacy  
Property  
Right to property  
Intellectual property rights  
Other basic human rights as specified in human rights declarations (e.g., to life, to have a fair trial, to vote, to receive an education, to pursue happiness, to seek asylum, to 
engage in peaceful protest, to practice one’s religion, to work for anyone, to have a family etc.)  
Animal rights and animal welfare  
Just distribution of primary goods, capabilities, risks and hazards  
Nondiscrimination and equal treatment relative to age, gender, sexual orientation, social class, race, ethnicity, religion, disability, etc.  
North–south justice  
Intergenerational justice  
Social inclusion  
Supportive of happiness, health, knowledge, wisdom, virtue, friendship, trust, achievement, desire-fulfillment, and transcendent meaning  
Supportive of vital social institutions and structures  
Supportive of democracy and democratic institutions  
Supportive of culture and cultural diversity  

Appendix B. Categories and ethical issues of AI according to (European Parliament, 2020) 
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Impact on society The labour market 
Inequality 
Privacy, human rights and dignity 
Bias 
Democracy 

Impact on human psychology Relationships 
Personhood 

Impact on the financial system 
Impact on the legal system Criminal law 

Tort law 
Impact on the environment and the planet Use of natural resources 

Pollution and waste 
Energy concerns 
Ways AI could help the planet 

Impact on trust Why trust is important 
Fairness 
Transparency 
Accountability 
Control  
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