
Aalto University

School of Science

Master’s Programme in Security and Cloud Computing

Josephus Jasper Limbago

Designing User-Centric Private Con-
versation Methods in the Metaverse

Master’s Thesis
Espoo, July 29, 2023

Supervisors: Professor Mario Di Francesco, Aalto University
Professor Danilo Gligoroski, Norwegian University of Sci-
ence and Technology

Advisor: Professor Robin Welsch, Aalto University



Aalto University
School of Science
Master’s Programme in Security and Cloud Computing

ABSTRACT OF
MASTER’S THESIS

Author: Josephus Jasper Limbago

Title:
Designing User-Centric Private Conversation Methods in the Metaverse

Date: July 29, 2023 Pages: 62

Major: Security and Cloud Computing Code: SCI3113

Supervisors: Professor Mario Di Francesco
Professor Danilo Gligoroski

Advisor: Professor Robin Welsch

The metaverse is an emerging medium for remote interactions, allowing users
to engage in immersive experiences with others in virtual environments, such as
attending concerts, business meetings, or social gatherings with friends. Private
conversation is an important feature that improves the overall experience in the
metaverse. This essential element of virtual interactions allows the exchange
of sensitive information and promotes self-disclosure, a key factor in building
interpersonal relationships. However, current methods for establishing private
conversations have several limitations. In Private Talk, floating icons above the
users’ avatars do not feel natural and break the immersion. Meanwhile, creating
private rooms and teleporting to them disrupts the flow of experience.

The goal of this thesis is to design private conversations in the metaverse. First,
we surveyed existing methods for establishing private conversations by assessing
popular applications and online sources. Second, we developed our own appli-
cation where we implemented two baseline methods for private conversations,
Private Talk and private room. Next, we conducted a user study where we in-
vited 12 participants to evaluate the baseline methods and propose their own
methods. We employed questionnaires and conducted interviews to gather sug-
gestions and valuable insights. A thematic analysis of the interview transcripts
identified six themes; minimizing background noise, isolation for enhanced feeling
of privacy, indicators and distinctions of privacy mode, easy and natural methods
in virtual environments, and privacy concerns. From our results, we developed
design implications for improving private conversation methods in the metaverse.
Our findings aim to guide the design of the future metaverse.

Keywords: metaverse, virtual reality, social VR, privacy, thematic anal-
ysis

Language: English
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Abbreviations and Acronyms

AFK Away From Keyboard
AR Augmented Reality
DCC Digial Content Creation
HMD Head-Mounted Display
IK Inverse Kinematics
IPQ Igroup Presence Questionnaire
MitR Man-in-the-Room
MR Mixed Reality
NPC Non-Player Character
PCVR Personal Computer Virtual Reality
PSVR PlayStation Virtual Reality
SDK Software Development Kit
UEQ-S Short Version of the User Experience Questionnaire
VR Virtual Reality
XR Extended Reality
XRI XR Interaction
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Chapter 1

Introduction

Private conversations are important in the real world as they allow indi-
viduals to express themselves freely and safeguard sensitive information. A
private conversation is one where only the intended parties are able to listen
into the conversation. Likewise, as communications in the digital world be-
come more prevalent, ensuring the privacy of voice calls, emails and messages
becomes crucial to protect against eavesdropping and surveillance.

As virtual reality (VR) technology emerges as a novel communication
medium [15], it becomes crucial for VR applications to integrate features
that support private conversations, preserving the essence of secure and con-
fidential communication. The term “metaverse” is used to describe virtual
reality applications, where the central purpose is socialization and interac-
tions with other users [16]. Thus, we use metaverse interchangeably with so-
cial VR. Interactions in the metaverse occur with both friends and strangers
[45], similar to real life, and thus, it is important to give users the ability to
have private conversations in the metaverse to protect sensitive information
and to promote self-disclosure [52].

Vondráček et al. [59] introduced the Man-in-the-Room (MitR) attack
by exploiting a vulnerability in a VR application, BigScreen1, to make their
avatars invisible. Their attack allows the creation of a virtual Peeping Tom
that can stealthily move around, observe people’s activities, and listen to con-
versations without the victims’ knowledge and consent. The authors claim
that the attack was generalizable to other applications as it targeted core
technologies that are widely used. This attack highlights the need for design-
ers and developers to take private conversations in the metaverse seriously.

Another benefit of private conversations is that they promote self-disclosure
which, in turn, helps build interpersonal relationships. Sykownik et al. [52]

1https://www.bigscreenvr.com/software
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CHAPTER 1. INTRODUCTION 8

suggest creators of the present and future metaverse to mimic opportunities
for self-disclosure found the offline world. Their study has identified the pri-
vacy of a virtual space as the second most important contextual factor that
affects people’s behavior in disclosing information, next to their relationship
with the other person. Thus, the research emphasized the need to establish
safe spaces for relational development and self-disclosure.

Private conversation methods for the metaverse has only received limited
attention in the literature. Therefore, the goal of this thesis is to design
private conversations in the metaverse.

Specifically, we address the following research questions:

• Which factors users consider important for the design of private con-
versation methods in the metaverse?

• How can existing practices from the physical world be replicated in
virtual elements to support private interactions?

To achieve our goal, we first surveyed existing methods for establishing
private conversations in the metaverse. This was done by evaluating popular
social VR applications and reading articles discussing such features. Next, we
developed our own social VR application and implemented two of the identi-
fied private conversation methods as baselines. Afterwards, we conducted a
user study in which participants were invited to test our application, answer
a questionnaire, and participate in an interview. Finally, we performed a
thematic analysis on the transcribed interview and analyzed the results from
the questionnaires.

The contributions of this thesis are the following:

• An overview of different options to establish private conversation in the
metaverse.

• A social virtual reality application that implements two baseline meth-
ods to establish a private conversation.

• Insights on designing user-centric private conversation methods based
on a user study. The findings indicated users’ preference for easy and
natural methods for establishing private conversations. We have iden-
tified the need to minimize background noise and add indicators when
users engage in private conversations. Interestingly, there was a de-
mand for both isolating oneself and staying connected with others out-
side of the private conversation. Finally, we highlighted privacy con-
cerns that need to be addressed.
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The rest of this thesis is organized as follows. Chapter 2 provides back-
ground information necessary for understanding the main topic of the the-
sis, the metaverse, VR, social VR, and the related technologies. Chapter
3 explains the design principles and tools used to implement our social VR
application. Chapter 4 details a user study that was conducted to gain in-
sights from participants trying out the application. Chapter 5 enumerates
the themes identified from analyzing the interview transcripts and presents
the results from the questionnaires. Chapter 6 discusses the themes in detail
and the limitations of the study. Lastly, Chapter 7 concludes the thesis with
suggestions for future work.



Chapter 2

Background

This chapter overviews the metaverse. In detail, it discusses virtual reality
(VR), a closely-associated concept, and the relevant technology. The chapter
also explains social VR, which is the scope of the metaverse in this study,
along with some popular examples. The chapter ends with a review of related
work.

2.1 Metaverse

The term “metaverse” was first coined in the novel titled Snow Crash by Neal
Stephenson in 1992 [50]. In the novel, it referred to a 3D virtual world that
mirrors the real world, which users can experience through their avatars in a
first-person perspective by using VR goggles. The term resurfaced and caught
public attention after Facebook restructured into Meta and announced its
commitment to developing the metaverse [66]. As of today, there is no stan-
dard definition of what the metaverse is, but different studies seem to have
reached a common understanding of the concept [11, 14, 16, 52]. The current
understanding is that the metaverse is a network of interoperable, persistent
3D virtual worlds connected through the internet, where people interact with
each other through their avatars. It is considered by some as the next itera-
tion of the internet, where immersive experience is the focus [22].

Users can access the metaverse through personal computers, smartphones,
augmented reality (AR) devices and VR devices. However, an immersive ex-
perience is the main goal of metaverse applications, therefore, the metaverse
has been associated more often with augmented and virtual reality than with
other platforms. Recently, the metaverse has been frequently advertised as
a new medium of social interaction [35], which has made it synonymous to
social VR.

10



CHAPTER 2. BACKGROUND 11

2.2 Virtual Reality

Virtual reality (VR) is a simulated experience that involves replacing the
physical reality that surrounds a user with computer-generated 3D content
[57]. It enables full immersion in a virtual world, completely disconnect-
ing someone from reality [57]. VR technology is an integration of different
tech simulation, computer graphics, human-machine interface, multimedia,
sensing, and networking, and several other technologies [61]. It has existed
since the 1960s but has not attained mass adoption due to high equipment
costs and low quality [63]. However, its resurgence can be observed around
2013 following the introduction of better and more affordable displays and
input devices into the consumer market in this so-called second wave of VR
[3]. Leading tech industry players have shown significant interest in invest-
ing in VR, following the hype surrounding the development of the meta-
verse. Today, a typical VR system consists of a head-mounted display (HMD)
equipped with integrated speakers and microphone, and a pair of handheld
controllers [21].

The state of the art of VR technology can be viewed from two sides:
hardware and software. Each of them is overviewed next, with a focus on
commercially available products.

2.2.1 Hardware

Several top brands have emerged as key players in VR industry, each with its
own hardware design. The most popular consumer VR products include the
Meta Quest 2 from Meta (formerly Oculus) and the HTC Vive Pro 2. Sony’s
PlayStation VR has also been a popular choice among their console gamers.
Other less popular brands in the VR market include Samsung, Google, and
Microsoft. Apple has only recently announced Vision Pro, which is both a
VR and AR device, but has not yet released the product.

The following is a list of VR hardware devices adapted from the taxonomy
in [3].

Output devices

Visual. A head-mounted display (HMD) is a VR device worn on the head
like a helmet or goggles. It generally contains two screens, one for each eye,
which display pictures or videos in stereo, producing a 3D view [51]. The
HMD is often equipped with motion sensors that track head movement, al-
lowing users to look around and interact with the virtual environment in a
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more natural way [43]. Most HMDs have integrated speakers and a micro-
phone for audio. There are three types of HMDs: tethered, wireless and
standalone [58]. A tethered headset needs to be connected by a cable to a
PC and has better visual quality than other types of headset. A wireless
headset still needs a computer to be linked with, but through wireless con-
nection, giving the user more mobility but possibly slightly lower graphics
quality than tethered headset. Lastly, standalone headsets do not require
any accompanying PC as all of the computation is done at the device, which
limits the achievable visual quality. Some HMDs can function as any of three
types.

Haptic devices. These devices are either worn on the body such as vibro-
tacticle vests or carried in the hands like haptic controllers [3]. They provide
users with a feeling of touch or force feedback. They typically use vibrations
or other tactile sensations to simulate interactions with virtual objects, which
improves immersion [13].

Multi-sensory devices. These are additional devices designed to stimu-
late other senses. These exotic devices are mostly implemented as add-ons
that can be attached to HMDs. However, most of these devices have been
primarily utilized only in the research domain, such as ubiquitous olfactory
systems [3].

Input devices

Controllers. Hand-held controllers offer both discrete and continuous in-
put options through buttons and top-mounted joysticks or touchpads, in
addition to 6 degrees of freedom tracking. The controllers on each hand have
identical features [3]. These devices are used for interacting and manipulat-
ing objects in the virtual environment, allowing users to perform different
actions such as grabbing, pointing, and shooting.

Navigation devices. While controllers are used for navigation, there are
also dedicated hardware that allow users to move through the virtual en-
vironment. One of the most promising methods for navigating virtual en-
vironments are omni-directional treadmills, which offer a realistic walking
experience while overcoming the limitations of physical space [37]. These
can provide endless two-dimensional movement, which allows users to use a
smaller physical space to explore a larger virtual space.
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Tracking devices. These are used to detect and track user movements,
so as to replicate them in the virtual environment. They take many forms,
such as external cameras, infrared sensors, and motion trackers. HMDs and
controllers are tracked either by outside-in tracking or inside-out tracking
[21]. Outside-in tracking uses stationary external sensors, such as base sta-
tions, which track the exact location of the headset by using wireless pulses
and laser lines [56]. Inside-out tracking, on the other hand, utilizes built-in
optical sensors, accelerometers, and gyroscopes [21]. More advanced HMDs
have additional sensors capable of tracking eye gaze and replicating facial
expressions to provide more immersive experiences. Hand tracking, which
can be implemented optically or with the use of gloves, allows the use of
hands for interactions without needing controllers [3].

2.2.2 Software

Different types of software enable virtual reality. One type is firmware, a
software that closely interacts with the hardware, which allows communica-
tion between the different physical components [25]. Another type includes
software that is used in developing consumer applications that run on end
devices. This includes game engines and other development tools to create
resources such as 3D models and sound effects. Lastly, we have the actual
VR applications, which are not only used for gaming and entertainment but
also for training and simulations [26]. This subsection gives an introduction
to different VR applications and the tools used in developing them.

Development Tools

Multiple software applications and tools are used in the development of vir-
tual reality applications.

Game Engine. A game engine is a software framework primarily designed
for the development of video games. It provides a collection of tools such as
physics engine, animation systems, and rendering systems that are needed to
create games [62]. By abstracting the underlying technologies of these tools,
game engines enable programmers and artists to focus on the creative aspects
of game development. Game engines typically includes an editor, which is a
graphical user interface that allows developers to iterate quickly during the
development process. Two of the most popular game engines today are Unity
and Unreal Engine [12]. These two have also been used in the development of
VR experiences as they both contain features useful for creating immersive
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3D applications. In fact, VR specific tools have been added to them lately
to support VR development.

Digital content creation (DCC). DCC applications are used to create
3D models, animations and other assets needed for VR development [54].
These are also used by artists and designers to create digital assets for films
and television shows. Commonly used DCC software include Maya1, 3ds
Max2 and Blender3.

Audio. Audio engineers utilize the same tools to create or modify sound
effects for VR as they do for other applications. Some of the tools used are:
Wwise Spatial Audio for producing more advanced spatial audio effects, Au-
dacity for recording audio and making small adjustments to recorded sounds,
and Beepbox for creating instrumental melodies [55].

VR Applications

The use cases for VR applications have expanded beyond gaming and enter-
tainment. Some of the industries that have started to use VR technology in
the past few years include education, retail, transportation, and healthcare
to onboard and train new employees [63]. The following are some examples
of VR applications:

Games. Video games have been a driving force in the development and
adoption of VR technology. Some popular VR games include BeatSaber4,
a rhythm game where players must slice the beats of high-energy music as
they fly towards them and Half-Life: Alyx5, a first-person shooter game
which incorporates puzzle solving, world exploration and combat.

Social. These applications allow people to interact with each other through
their digital representations known as avatars. Users can engage in a range
of activities together, from watching movies to attending virtual concerts,
enabling them to socialize remotely [19]. Popular examples include VRChat6,

1https://www.autodesk.com/products/maya/overview
2https://www.autodesk.com/products/3ds-max/overview
3https://www.blender.org/
4https://beatsaber.com/
5https://www.half-life.com/en/alyx/
6https://hello.vrchat.com/
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Rec Room7, and Horizon Worlds8.

Education. VR enhances teaching and learning experiences. Students can
use applications like Google Expeditions9 to virtually explore locations that
may typically require international travel, all from within their classroom.
VR can also facilitate distance learning, which was particularly useful during
the COVID-19 pandemic.

2.3 Social Virtual Reality

Social virtual reality has gained popularity as a digital platform for people to
gather and socialize in new and more immersive ways than traditional digital
spaces [38]. This is the “social” category of VR applications introduced
previously. We believe this category of VR applications best represents the
metaverse and thus receives special attention in this study. Unlike other VR
applications that are designed for single player experiences, these multiplayer
virtual reality applications emphasize social interactions, enabling users to
communicate and interact with one another within a virtual 3D environment
by using personalized avatars. While social VR applications share common
themes, they can differ in terms of environment, customization, mechanics,
and focus. The following are examples of popular social VR applications:

VR Chat. VR Chat, known for its high customizability, allows users to
create any avatar or virtual world they can imagine through its own Unity
software development kit (SDK). People can explore these user-generated
virtual worlds and events together with others in realtime. VR Chat supports
full body avatars with lip sync, eye tracking, and a complete range of motion.
Furthermore, it supports spatial audio, emotes, emoji and hand gestures for
communication [60]. It can also be played in desktop mode, which allows
people to use the application without a VR setup.

Rec Room. Rec Room is primarily focused on gaming activities, such as
paintball, laser tag, and basketball, and it is known to be particularly popular
among minors [38]. Currently, it uses “floating bean” avatars, which consist
of a head, torso, and floating hands, instead of full body avatars. These
avatars can be customized by changing their clothes and accessories. Rec
Room is cross-platform and supports phones, PCs, and VR headsets.

7https://recroom.com/
8https://www.meta.com/horizon-worlds/
9https://artsandculture.google.com/project/expeditions
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Horizon Worlds. Horizon Worlds, developed by Meta Platforms, allows
users to create, share, and explore their own virtual reality environments
and experiences. It uses Meta Avatars, a system of avatars developed by
Meta, which allows users to have a consistent look across VR platforms that
integrate this system. Meta has partnered with multiple entities to host live
events within Horizon Worlds, including concerts and sports. Currently, the
application can only be played on Meta’s VR headsets.

2.4 Private Conversation Methods

There are different methods to have private conversations in the metaverse.
We summarize these methods which we have identified from conducting
hands-on evaluation of five popular social VR applications and reading online
articles discussing features related to private conversations in the metaverse.
The scope is limited to social VR applications, as they align more closely
with our adopted definition of the metaverse. We have found the following
methods.

Private rooms. Also called private worlds, are restricted instances or
copies of rooms in social VR, accessible only to a select group of individ-
uals who have been granted permission by the room owner. In contrast,
public rooms can be entered by any user of the application. There are slight
differences in how rooms are managed in different social VR applications but
the underlying concepts are consistent. Applications have a list of rooms,
which are either created by users or developers of the application. There
can be multiple instances of the same room and they can either be public
or private. Access to private rooms can be limited to friends-only or invite-
only, creating a space for private conversations between selected users. A
user creates a private instance of a room, if they are not hosting one yet, and
invites another user over for a private conversation in that room instance.
Uninvited users are unable to enter that room instance.

Private Talk. This is a private conversation method present only in the
VIVE Sync10 application. VIVE Sync is HTC’s all-in-one meeting and collab-
oration solution for VR. Private Talk allows a participant to talk to another
participant without other people hearing the conversation. To use Private
Talk, a user points at the person they want to talk to. The users then selects
the private talk icon above the other user’s avatar. A request is prompted

10https://sync.vive.com/
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to the other user. Once the other user accepts it, they can now talk to each
other privately without leaving their current virtual environment. Users can
put the conversation on hold, resume it, or end it similar to having a phone
call.

Spatial audio. Within public or private rooms, private conversations can
also be achieved by taking advantage of spatial audio, a method of reproduc-
ing audio in a way that mimics the behavior of sound in a three-dimensional
space. It includes directional audio which allows sounds to appear to come
from specific direction relative to the listener. This is done by applying pan-
ning, where the sound is distributed between multiple speakers to create the
illusion of position. Distance attenuation is another component involved in
creating spatial audio. It refers to the change in the intensity of sound as
it travels from the audio source to the listener: the farther the distance, the
lower the volume. Spatial audio improves immersion by creating a realistic
audio environment and can be used to realize private conversations in the
metaverse. Two users can position themselves away from others so that their
voices cannot be heard by others, just like in the real world. This provides a
natural way to facilitate private conversations in the metaverse.

Garbled voices. This is a feature from Horizon Worlds. Even though
it is not specifically designed for private conversations, it can be employed
for that purpose but only for specific conditions. Garbled voices is a voice
mode introduced by Meta to make users feel more comfortable and safe.
It was rolled out following reports of incidents of harassment within their
VR platform. When turned on, voices of people whom a user does not
follow (similar to following accounts in social media) turn into unintelligible
pleasant sounds. Garbling also affects the other direction, making the user’s
voice garbled for the same group of people. To temporarily hear the people
with garbled voices, the user puts either controller near the ear to pause the
feature. Users will see an indicator that their voices are garbled for another
user, to let them know that they cannot be understood. Garbled voices
can facilitate private conversation between two users, who follow each other,
within a space that includes other users whom they do not follow. However,
this does not work when they want to exclude another user they are following
in the same space.

Direct messaging. This works similar to traditional messaging applica-
tions where users can send text messages directly to another user. Only the
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intended user is able to read the messages. This allows users to have conver-
sations in the metaverse without others being able to access the messages.

External applications. This is a method commonly used by gamers who
run VR applications from their PC. Applications such as Discord11, are used
alongside the VR application. Users add each other on the external applica-
tion and talk through that application while muting their microphone in the
VR application. This enables them to talk privately without other users in
the virtual world hearing them. This method allows people to have private
conversations even when the VR application does not support such feature.
It is however currently not possible to use this method when using VR head-
sets as standalone devices since these devices do not support running multiple
applications at the same time.

2.5 Security and Privacy of the Metaverse

Multiple studies have been conducted on the privacy and security of the
metaverse in general. Majority of these focus on authentication methods,
anonymization of sensor data, and non-traceability of avatars. To the best of
our knowledge, no specific research has been done that focuses on protecting
the privacy of conversations from eavesdroppers within the metaverse.

Garrido et al. [21] proposed a comprehensive taxonomy to classify data
attributes, attacks, and defenses to systematize knowledge on the landscape
of VR privacy threats and countermeasures. They identified different data
attributes that may be of interest to attackers, such as geospatial and interial
telemetry, audio and text, physiological signals, system and network, behav-
ior, and other inferable attributes like emotions, physical and mental health,
and political or sexual orientation. Adversaries were classified as hardware
adversaries, client adversaries, server adversaries, and user adversaries, cor-
responding to distinct entities at different privilege levels. The survey has
identified 30 attacks, two of which involved user adversaries: MitR [59] and
Self-Disclosure [52]. User adversaries represent other users of the application
that can interact with the target user and are the most relevant to this study,
so we will describe them in some detail next. MitR, as dicussed previously,
involves exploiting vulnerabilities in the Bigscreen application and creat-
ing an invisible virtual Peeping Tom. This was achieved by patching some
dynamic-link libraries loaded by the application which allowed the patched
application to stop sending data while continuing to receive data from others.

11https://discord.com/
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Since the victims do not receive any data from the attacker, the attacker’s
avatar becomes invisible. This allows the attacker to observe all movements
and interactions of other users without their knowledge. On the other hand,
self-disclosure refers to the unintentional or intentional self-disclosure of the
users, potentially resulting from social engineering by other users. Some
users tend to disclose intimate information in virtual environments because
they see it as a safe environment due to perceived anonymity. The research
in [21] also identified 35 defense mechanisms, divided into input protection,
data access protection, output protection, user interaction protection, device
protection, and content protection. The authors noted that none of these
defensive techniques were deployed, indicating little knowledge transfer from
research to the industry.

Falchuk et al. [16] introduced three approaches to counter within-metaverse
tracking and surveillance to protect user privacy and personal information.
The first one involves confusing observers with noise and deceptive data, such
as by adding a crowd of clones identical to the user’s avatar, single clone that
behaves realistically, or transforming the user into a new disguised form. An-
other approach includes making the user invisible to others for some period
of time or instantly teleporting the user to a new location. The last approach
involves prohibiting other avatars from entering a part of the virtual world
temporarily.

Kürtünlüoğlu et al. [34] compared the security of different authentication
methods used in virtual reality. They analyzed and compared information-
based, biometric, and multi-model methods. Information-based authentica-
tion, the most commonly used method, requires the user to memorize and
input a PIN, alphanumeric password, or a 3D pattern for verification. Bio-
metric methods involves the use of biometric data, such as electroencephalog-
raphy or electrooculography readings. Multi-model methods uses a combi-
nation of two or more verification steps. Information-based methods were
considered vulnerable to shoulder-surfing attacks. Biometric authentication,
while considered reliable due to the uniqueness of biometric data, poses pri-
vacy problems as the stored biometric data may be compromised. Lastly,
multi-model authentication, such as the RubikBiom [40], which required at-
tackers to bypass multiple security mechanisms, was considered the most
reliable and most secure.

Nair et al. [42] implemented MetaGuard, a Unity VR plugin that allows
users to be in “incognito mode” while using VR. It quantifiably obfuscates
multiple sensitive user data attributes using ϵ -differential privacy, which
involves adding calibrated random noise, controlled by the user-adjustable
parameter ϵ, to the data to minimize the information gained by an adver-
sary conducting statistical analysis. The adversary should not be able to
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distinguish the presence or absence of an individual’s data attributes. By
replicating well-known VR privacy attacks, they demonstrated that the plu-
gin was able to reduce the ability of an attacker to deanonymize the user by
up to 96%.



Chapter 3

Implementation

This chapter details the implementation of our own social VR application,
which we have employed for our user study. By developing our own appli-
cation, we had the flexibility to select and incorporate features specifically
tailored for the study. Moreover, it also allows to easily add features in the
future, enabling the development and evaluation of novel and innovative pri-
vate conversation techniques. This future-proofing aspect ensures that our
work can continue to contribute to the study of private conversations in the
metaverse. This chapter starts with an overview of the application followed
by the tools and resources used to develop it.

3.1 Overview

We developed a social VR application where users can interact with others
in a virtual apartment. The virtual apartment has a bedroom, dining room,
kitchen, and a living room. These make up the public room. A separate big
empty room serves as the private room. Figure 3.1 shows how the virtual
environment looks from the user’s point of view. The application starts with
users spawned into the bedroom. From there, each user picks an avatar from
the selection presented as shown in Figure 3.2. Users wait until all others
have selected their avatars. A mirror is placed near the spawn area, for users
to see their avatar’s body moving along with their real world movements.
This visuo-motor synchrony helps enhance the users’ sense of embodiment
[29] and at the same time orients them with the device tracking capabilities.
The virtual apartment is filled with non-player characters (NPCs), along with
conversation soundtracks, simulating a party inside of the metaverse.

21
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Figure 3.1: Virtual apartment from the user’s point of view.

Figure 3.2: Avatar selection.
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3.2 Game Engine

We used Unity1 as the game engine to develop the VR application. The use
of a game engine offers multiple benefits over developing the application from
lower-level graphics, input, and audio libraries. It streamlines the develop-
ment by abstracting multiple components for rendering, audio systems, input
handling and others components necessary for VR applications. Without a
game engine, the development would be more time-consuming and would
require more extensive knowledge of VR technologies.

For the choice of game engine, the other alternative considered was the
Unreal Engine2. Unity and Unreal Engine are the most popular game engines
for developing games across different platforms and other multimedia expe-
riences such as films and interactive simulations. Both of these are powerful
game engines that have similar core functionalities with a few notable differ-
ences. Unity primarily uses C# as the programming language while Unreal
Engine uses C++. Unity is generally considered to be more beginner-friendly
than Unreal Engine due to its simpler interface and easier learning curve.
While both have a comprehensive documentation, Unity has more learning
materials, including official tutorials created by Unity Technologies, as well
as community-driven resources. On the other hand, Unreal Engine is known
to be more capable in terms of rendering capabilities. Applications built
with Unreal Engine are well-known for their high-fidelity graphics, advanced
lighting and shading techniques.

Both game engines can be used to develop VR applications for different
hardware devices. Examples of VR applications built with Unity include VR-
Chat and Bigscreen while Unreal Engine-powered VR applications include
Horizon Call of the Mountain and Resident Evil 4 VR. For the purpose of
this study, both game engines are equally capable in developing the features
necessary for the social VR application. However, the choice of Unity was
made based on the developer’s expertise, which allowed for faster develop-
ment. It is worth noting that Unity has been widely utilized in academic
research such as the VR studies in [18, 24, 46].

3.3 Interaction Toolkit

The XR Interaction (XRI) Toolkit is a high-level package provided by Unity
that allows developers to add common interactions for VR and AR appli-

1https://unity.com/
2https://www.unrealengine.com/
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Figure 3.3: XRI components.

cations without having to code them from scratch. The framework uses
two types of components, interactors and interactables, which are managed
by the XR Interaction Manager. This component-based framework allows
developers to quickly build interactive experiences from standard function-
alities while being extensible by exposing properties and events that can be
modified through code.

Since the VR device used in this study was the Meta Quest Pro, another
option was to use the Oculus Integration package for Unity to implement
VR interactions. This package also contains an interaction SDK which offers
similar functionalities to the Unity XRI Toolkit, along with other tools to
support development for Oculus (Meta) devices. Nevertheless, we opted to
use XRI Toolkit to possibly support a wider range of VR devices.

Figure 3.3 gives an overview of the XRI Toolkit components used in the
application. The following functionalities were realized through the use of
the toolkit:

• Device tracking and controller input. The toolkit provides the XR
Origin, which contains the main camera, left hand and right hand. The
XR Origin comes pre-configured with components and default presets
that enable room-scale VR tracking for the headset and controllers
and responding to input events such as button presses and joystick
movements.
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Figure 3.4: Straight line ray interactor for UI.

• UI interaction. An XR ray interactor is attached to the each action-
based XR controller for interacting with the menus inside the applica-
tion. The line type property is set to straight line which is ideal for
pointing and clicking on menus. The UI canvases for the menus are set
to world space render mode to make them appear as 3D objects that
are part of the virtual environment. This design is common in VR ap-
plications. A Menu Follow.cs script is created and attached to menus
so that they follow and face the user anywhere they go. Figure 3.4
shows an example of a ray interactor and a menu.

• Locomotion. Another XR ray interactor is used for teleporting around
the virtual environment. The line type is set to projectile curve and is
used for pointing and teleporting around the virtual apartment. The
floor is designated to be the teleportation area. The ray’s color is con-
figured to change from green (valid) to red (invalid) to indicate whether
teleportation destination is reachable or not. Figure 3.5 illustrates the
teleportation feature. Continuous movement, which utilizes the joy-
stick for moving the user, was not included since it is prone to causing
motion sickness [33].

• Object interaction. An XR direct interactor is attached to each
action-based XR controller to be able to grab the bottles and glasses,
which in-turn had XR grab interactable component attached to them.
A sphere trigger collider, roughly the same size as the controller, is
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Figure 3.5: Projectile curve ray interactor for teleportation.

set as the collision volume to define when the interactor and the in-
teractable can be considered as touching. This feature was added to
enhance immersion.

3.4 Multiplayer Networking

To create a social VR application, networking capabilities should be included
to facilitate realtime interactions among users in a shared virtual environ-
ment. Normcore3 was used to implement multiplayer networking in the ap-
plication. There are other alternatives for implementing networking in Unity.
This includes Unity’s own networking solution called Netcode for GameOb-
jects4 and other third-party solutions such as Photon5, Mirror6, and Fish-
Networking7. Normcore was chosen since it comes with tools that allow rapid
prototyping of features related to XR avatars.

Normcore uses the concept of datastore to synchronize the states of differ-
ent objects across all clients. It operates under the client-server model. The
server stores all tracked states in a realtime database. This can be for exam-

3https://normcore.io/
4https://docs-multiplayer.unity3d.com/netcode/current/about/
5https://www.photonengine.com/fusion
6https://mirror-networking.com/
7https://github.com/FirstGearGames/FishNet/
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ple, the position of an object in 3D space. The object is moved by updating
the position value in the datastore. If the object has no owner, any client
can modify it. However, when it has an owner, only the owner can modify its
value in the datastore. Normcore takes care of automatically updating the
object’s position in each client keeping everything synchronized. This is the
important concept to understand about how Normcore works. Normcore also
does packet size optimization, server scaling, and packet encryption behind
the scene, so that developers do not have to worry about them.

Normcore can be downloaded as a package from the Unity Package Man-
ager Window. This package comes with multiple example scenes that illus-
trates how different networking features could be implemented. The example
scene named Realtime + VR Player was used as the reference for creating the
application. This scene contains a simple avatar management system that
instantiates a basic avatar for each client. Figure 3.6 provides an overview of
this avatar system. The basic avatar is composed of three basic 3D shapes
that represent the head, left hand, and right hand. The local client owns
the local avatar and thus can modify the position, rotation, and scale of the
avatar’s body parts. The local avatar moves following the movements from
the XR Origin. These new positions and rotations are updated in the datas-
tore for the remote clients to synchronize with. Similarly, remote clients also
update their avatars in the datastore, then Normcore takes care of fetch-
ing the updates and applying them. This avatar system was extended to a
full body avatar system by adding character models and inverse kinematics.
The following are the Normcore components responsible for networking and
synchronizing the avatars across the clients:

• Realtime. This component is responsible for connecting to a room
in the Normcore server which synchronizes the realtime components
in the scene with the values stored in the datastore. The App key
field is filled with the key given after creating a new application in the
Normcore dashboard.

• Realtime Avatar Manager. This takes care of instantiating an
avatar for each client that connects to the same room in the server.
It also links the local client’s avatar with the XR Origin (headset and
controllers) to move the local avatar’s head and hands by following the
local client’s headset and controllers.

• Realtime Avatar. This keeps a reference of the avatar’s head and
hands in order for the Realtime Avatar Manager to link the corre-
sponding parts from the XR Origin to the local client’s avatar.
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Figure 3.6: Overview of avatar system.

• Realtime Transform. This is responsible for synchronizing values
from the Transform component (position, rotation, scale).

• Realtime Avatar Voice. Voice chat is enabled through this compo-
nent.

• Realtime View. This manages all realtime components on a game
object.

• Voice Chat Dictionary. A custom realtime component developed
to manage private conversations between users. This utilizes the Re-
altime Dictionary as the model to keep track of when a user requests,
cancels, or accepts a call. It fires events when these actions happen.
Listeners are attached in order to open the appropriate menus from the
fired event. This is also responsible for simulating “encrypted” calls by
toggling on and off the Realtime Avatar Voice component of avatars
that go in and out of private conversation.

3.5 Character Models

Human models from the Microsoft Rocketbox8 avatar library were used for
populating the virtual apartment with NPCs to simulate a crowd of users in
the metaverse. This library consists of 115 human avatars of diverse race,

8https://github.com/microsoft/Microsoft-Rocketbox
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occupation, and gender. These avatars are rigged, meaning they each have
a hierarchy of bones that allows humanoid animations to be easily applied
to them. The Microsoft Rocketbox avatar library has been released as a free
resource that can be used for academic and research purposes [23]. This
library has been used in XR studies [27, 30, 44]. The vertical scale of these
models were diversified to have NPCs of varying height.

Originally, Microsoft Rocketbox avatars were also intended to be used for
implementing a full body avatar system for the users. Unfortunately, the
skeleton system in these avatars conflicted with a tool we used to generate
hand animations. Instead, we chose 7 models from the Mixamo9 character
library and utilized them as avatars for the users. Figure 3.7 shows examples
of avatars from each library.

Each avatar was calibrated according to their respective user’s height.
The used approach was simple. The user’s height is taken to be the vertical
distance from the XR Origin’s root to the XR Origin’s main camera (tracked
headset). This method works when the XR Origin’s tracking origin mode is
set to Floor. The VR hardware is capable of detecting where the headset is
relative to the floor by using cameras in the headset. The ratio between the
calculated “virtual” height and the model’s height is then set as the local
scale to adjust the model’s size accordingly. Although there are minor issues
with this method of calibrating the avatar such as having arms that are a
bit longer or shorter than the actual user’s arms, this method sufficed for the
purpose of this study.

3.6 Animations and Inverse Kinematics

The Microsoft Rocketbox avatars library comes with animations for different
everyday actions such as standing, sitting, drinking, and dancing. Anima-
tion clips were hand-picked and applied to the NPCs to create an immersive
virtual environment. Each NPC has its own animator controller which drives
its animation. The animator controller was kept simple, playing each anima-
tion clip in order and looping back to the starting animation after the last
clip. An example of the animator controller used is shown in Figure 3.8. To
make the animations synchronized across all clients, all animator controllers
are reset from the entry state once all users have connected. A Multi-Aim
constraint was also attached to some of the NPC’s head in order to make
them face and follow the users when the users move closer to them, making
it feel more realistic.

9https://www.mixamo.com
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(a) Microsoft Rocketbox

(b) Mixamo

Figure 3.7: Examples of avatars from the Microsoft Rocketbox and Mixamo
libraries.
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Figure 3.8: Animator controller of one of the NPCs.

Additional hand animations were created for the full body avatar system.
From our evaluation of different social VR applications, we observed a com-
mon practice of animating the avatar’s fingers in response to inputs on the
handheld controllers. It important to note that this is different from hand
or finger tracking which allows the users to use their actual hands instead of
the controllers. The UMotion Community - Animation Editor was used to
produced the hand animations. Figure 3.9 illustrates the 4 hand animations
used.

To animate the user’s full body avatar, inverse kinematics (IK) was used.
Inverse kinematics determines the joint movements based on the position of
an end effector. In the context of the application, there are three end effectors
or targets corresponding to the three tracked devices: headset, left and right
controllers. An IK solver approximates the position of the rest of the body
using only the position of the tracked body parts. FinalIK, a commercial
solution for IK in Unity, was used. Specifically, the VRIK tool from FinalIK,
was used as the solver to animate the avatar’s head and arms. Animating
the legs using IK would require the use of additional trackers. VRIK has the
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(a) Idle (b) Trigger

(c) Grip (d) Fist

Figure 3.9: Hand animations created with UMotion Commnunity - Anima-
tion Editor.

option to use animation clips to animate the legs when there are no trackers
available. We found this method to be satisfactory for the animating the legs
in the context of this thesis and used it for the application.

3.7 Environment

A free environment asset called Apartment Kit10 from the Unity asset store
was used as the virtual apartment. Specifically, the public room of the ap-
plication was created using the 2nd floor of the apartment from the Scene01
demo. This served as the main playing area which consists of a bedroom,
dining room, kitchen, and living room. Part of the furniture was removed
to simplify the environment. As for the private room, the 5th floor of the
same apartment was utilized but with the materials of the floor and walls
changed. Figure 3.10 shows how the private room looks like. The skybox,
which serves as the background for the application, was set to the sky-5 ma-

10https://assetstore.unity.com/packages/3d/environments/apartment-kit-124055
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Figure 3.10: Private room.

terial from the Free HDR Skyboxes Pack11 to give a sunset ambience to the
virtual apartment.

3.8 Audio

Sound effects12,13 of crowd noise was added to simulate conversations between
NPCs. These were set as the audio clips for two audio sources placed in the
living room respectively. The spatial blend property of the audio sources
was changed to 3D to make the conversations sound more realistic. To syn-
chronize the playback among all clients, the same method as synchronizing
the animations was used. The audio clips were reset when all clients have
connected.

Voice chat was implemented using the built-in voice chat that comes with
Normcore as mentioned in Section 3.4. Another option that was considered
was to integrate Agora into the application. Agora’s voice chat provides the

11https://assetstore.unity.com/packages/2d/textures-materials/sky/free-hdr-skyboxes-
pack-175525

12https://www.youtube.com/watch?v=XqUuzvekmWY
13https://www.youtube.com/watch?v=wf33GrRRsGI
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developers the option to configure end-to-end encryption to the communica-
tion channel by providing a key and a salt. This ensures that only authorized
users in a channel can hear each other. Unfortunately, spatial audio did not
work on the VR headset with Agora voice chat, breaking the immersive ex-
perience. Instead, we simulated encrypted calls with Normcore voice chat by
turning off the microphone of a user B from the point of view of user A if
user A is not supposed to hear what user B is saying.



Chapter 4

User study

This chapter details the user study conducted by using the developed so-
cial VR application. The study aimed at evaluating the user experience and
gather valuable insights to answer our research questions: “Which factors
users consider important for the design of private conversation methods in
the metaverse?” and “How can existing practices from the physical world be
replicated in virtual elements to support private interactions?”. The chapter
outlines the participants, lab setup, and the study procedure. It overviews
the questionnaires and interviews conducted, and explains the thematic anal-
ysis of the interview transcripts that followed. The study employed an ex-
ploratory mixed-methods approach similar to [9, 31, 49] by combining quanti-
tative data from the questionnaires and qualitative data from the interviews.

4.1 Participants

The participants for this user study were chosen through a convenience sam-
pling method, which is commonly employed in pilot or exploratory studies
[6, 28, 39]. Participants were recruited from the experimenter’s personal net-
work within the university. The inclusion criteria required that participants
should at least be 18 years old, have normal or corrected-to-normal vision
and hearing, and are generally healthy to be able to use the VR devices. We
used a sample size of 12 participants, which is the most common sample size
used in the CHI community [10]. Among them, 5 were female and 7 were
male, with ages ranging from 23 to 28. Only 3 participants had used VR
about once a month or less often, the rest has never used VR before. Of the
3 participants with prior experience, 1 has tried standalone VR, 2 for smart-
phone VR, and all 3 have used PCVR (Personal Computer Virtual Reality)
or PSVR (PlayStation Virtual Reality). The participants were grouped into

35
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pairs. One pair were mere acquaintances, another pair were strangers to each
other, and the remaining four pairs were close friends.

4.2 Materials

The user study was conducted at the Usability Lab of the Computer Science
department at Aalto University. The lab consisted of three rooms, sound
isolated from each other, providing an optimal environment for the VR ses-
sion. A playing area of approximately 2 meters by 2 meters was setup in
two of the lab’s rooms. The sessions were conducted in pairs and lasted
approximately one hour. To ensure optimal graphics quality and smooth an-
imations, the application was built as a PCVR application and run via Air
Link, a wireless way to play PCVR games using WiFi, rather than running
it as a standalone application in the headsets. This approach was chosen as
it had been observed that the standalone application had reduced graphics
quality and less fluid animations. One computer had a 12th Gen Intel Core
i5-12600K processor, 32 GB of RAM, and a NVIDIA GeForce RTX 3080
GPU while the other computer had a 7th Gen Intel Core i7-7820X processor,
48 GB of RAM, and a NVIDIA GeForce GTX 1080Ti GPU. Both computers
were running Windows 10. They both satisfy the official requirements1 for
using Meta Quest Link. The desktop computers were connected to an access
point via Ethernet cable while the headsets were connected to Wi-Fi over
the 5 Ghz band. However, during two of the sessions, one of the headsets
experienced network issues requiring it to be connected via cable limiting the
playing area to approximately 1 meter by 1 meter.

4.3 Procedure

At the start of the session, participants were briefed about the goals and
objectives of the study. They were then presented with the privacy notice
and the participant information sheet. The privacy notice explained how
their personal data were used in the study, while the participant information
sheet provided more details about the study procedures. Participants were
assured of their anonymity and informed about the voluntary nature of their
participation. After any questions or concerns they had were addressed, they
were asked to sign a consent form, ensuring that their participation was based
on informed consent and voluntary decision.

1https://www.meta.com/en-gb/help/quest/articles/headsets-and-accessories/oculus-
link/meta-quest-link-compatibility/
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Following the initial briefing, the participants were instructed to complete
a demographic questionnaire. Afterwards, a brief introduction to the Meta
Quest Pro was provided to familiarize those who were new to the hardware.
The Guardian, a built-in safety feature that reminds players when they get
close to the edge of a playing area, was also explained. Once the instructions
were clear, each participant was guided to their designated rooms and assisted
in putting on the VR devices.

After the application was successfully running for both participants, the
experimenter proceeded to the third room and launched the same application
to join the participants inside of the virtual environment. There was no VR
setup for the experimenter—only the monitor, keyboard and mouse were
used as display and controls with the help of the XR device simulator tool
from Unity. To begin, each user had to choose an avatar for themselves.
Participants were then taught how to use teleportation and were given some
time to explore the virtual apartment populated with NPCs.

Next, the experiment focused on testing the baseline methods for private
conversations. The participants along with the experimenter took turns as-
suming the roles of both the person inside the private conversation and the
person outside. This allowed them to experience the methods from different
perspectives. The first baseline method tested was Private Talk feature from
the ViveSync application. Once both participants had tried both roles, the
second baseline method, private room, was tested.

After trying out the baseline methods, each participant was asked to pro-
pose their own method to establish private conversations in the metaverse.
To inspire their ideas, examples of common interactions found in VR appli-
cations were provided. Their proposed methods were then simulated to get a
sense of how they would work when implemented. After this, the VR session
was over.

Following the VR session, the participants were given an additional ques-
tionnaire that aimed to assess their experience with the application. The
questionnaire incorporated questions from the Igroup Presence Question-
naire2 (IPQ), questions from the short version of the User Experience Ques-
tionnaire3 (UEQ-S), and co-presence questions from [5]. Subsequently, a
joint semi-structured interview was conducted, where both participants were
asked questions such as “What did you like about this method?”, “What
did you dislike about this method?”, and “How did you come up with the
design of your method?”. The interview sought to gather insights about the
baseline methods, participants’ proposed methods, and other factors related

2http://www.igroup.org/pq/ipq/index.php
3https://www.ueq-online.org/
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to the private conversation experience. An audio recording of the interview
was recorded.

Upon completion of the user study, the participants received gift cards
as compensation. To further analyze the data, the interview recordings were
transcribed and an inductive thematic analysis was conducted, following the
guidelines provided by Braun et al. [8]. In detail, the following steps followed
according to the six phases of thematic analysis outlined in [8]:

1. The interview recordings were transcribed verbatim using the Microsoft
Word Transcribe feature. The transcriptions were reviewed and com-
pared to the recordings. The analysis was performed by the same
experimenter who facilitated the user study and conducted the inter-
view, therefore, data was already familiar to them. The transcriptions
were then imported into the Atlas.ti4 desktop application for further
processing. Transcriptions were reread and notes were taken down in
the application.

2. All interview transcriptions were coded. Codes were mainly generated
for statements that were relevant to answering the research questions,
excluding unrelated statements such as those related to technical diffi-
culties. Examples of the codes include focusing on conversation part-
ner, isolation makes it clearly private, and prefer realism.

3. Similar codes were grouped together to form potential themes. The
common topic was used to name the group. This was done using the
code groups feature of the Atlas.ti application. Different colors were
assigned to the groups to aid visualization. Codes that did not seem
to fit any group were compiled into a “miscellaneous” group.

4. The groups were reviewed to ensure coherence. Some groups with in-
sufficient codes were deleted and the extracts within those groups were
reviewed for possible recoding. The two groups, (i.e., adding indicators
for users inside the private conversation and indicator for outsiders)
were combined into one group called “adding indicators”. The groups
were reviewed to ensure they covered all the main points in the inter-
views. Some codes from the miscellaneous group were transferred to
other groups, after which, the miscellaneous group was discarded.

5. For each group, the data extracts were reexamined to come up with a
theme that captured the essence of what each group was about. The
groups were renamed based on the identified themes.

4https://atlasti.com/atlas-ti-desktop
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6. The data extracts were reviewed to select the ones which best rep-
resented the themes. The analysis of the themes was then combined
with the chosen data extracts along with findings from related studies.
These comprised the report presented in the next chapter.



Chapter 5

Results

This chapter presents the outcomes of the thematic analysis, along with the
participants’ proposed methods and suggestions. Additionally, data obtained
from the questionnaire are also presented.

5.1 Themes

We identified six themes from the thematic analysis; minimizing background
noise, isolation for enhanced feeling of privacy, indicators and distinctions
of privacy mode, easy and natural methods in virtual environments, retain-
ing background context, and privacy concerns. These themes are discussed
next, along with the corresponding suggestions given by the participants.
To maintain confidentiality, participant names are replaced with codes when
referencing their quotes.

Minimizing background noise. Participants (5/12) expressed interest
in features aimed at reducing surrounding audio, allowing them to concen-
trate on their conversations with the other user. Issues were raised about the
challenges caused by loud background music or overlapping voices, which
hindered their ability to focus on the conversation. Some participants pre-
ferred to only hear the voice of the person they are talking to, as clear from
the quote “I personally hope that I don’t want to hear others so I can pay
attention to your voice.” (P8). However, P4 noted that this preference might
not apply to everyone. Participants (P4, P11, P12) appreciated the private
room method for not having this problem and highlighted its suitability for
discussing very important matters where they do no want to be disturbed.
One of the participants stated:

40
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“I really like that you know, it [private room] was an isolated en-
vironment. It was like, you know, you did not have any external,
like for example music that was there which were disturbing you
continuously or you know, making it harder for me to listen to
what the other person was saying.” (P4)

Suggestions. Some participants suggested completely removing audio
from outside conversations and other background noises when engaged in
private conversation. Another suggestion was to make it customizable for
the users, from dampening the external sounds to muting them entirely.
This customization would make it appeal to a larger audience than a specific
set of people.

Isolation for enhanced feeling of privacy. While the Private Talk
method allowed people to have private conversations in the presence of oth-
ers, some participants (5/12) felt that the isolation they experienced with the
private room gave a better sense of privacy. They felt it was safer to share
when they cannot see anyone except the person they are having conversation
with, as illustrated by one participant:

“I can still see them [other characters] and even hear them. How
can I take, like, persuade myself that OK, I can see them, I can
hear them, but they cannot hear me. So it’s kind of not very safe
sense. But in the private room, there’s not people in there except
the one I talked. So I would say it’s more safer”. (P7)

P1 and P2 have mentioned that separation “makes it clear” or “adds”
that they were privately having conversation and nobody else was listening.
These remarks were brought up when they were asked about what they liked
about the private room method. Some participants (4/12) expressed a lack
of confidence in sharing private information using Private Talk compared to
private room .

Suggestions. To create a greater sense of privacy in Private Talk, par-
ticipants suggested removing the voices of people outside the conversation.
P1 also suggested greying out the whole environment and retaining colors
only for the other person in the conversation.

Indicators and distinctions of privacy mode. Most participants (10/12)
expressed the desire to have indicators of privacy status. This theme encom-
passed codes such as clear distinction between public and private, confirma-
tion of private mode and, indicator from game. Participants emphasized the
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importance of these indicators for both users engaged in the private conver-
sation and those outside of it. For example, one participant demanded some
confirmation that nobody outside of the conversation could hear them:

“Especially in the first case where you can actually hear the other
people, it will be like very good to have some kind of like confir-
mation that you’re actually in a private and no one, you know,
no one else is listening.” (P3)

In the current implementation, there are no indicators for users in Private
Talk mode, other than a button for ending Private Talk. Similarly, there
are no indicators or differences for users in the vicinity of those engaged in
Private Talk, besides outsiders not hearing any sound from people in private
conversations. The lack of indicators caused hesitation or confusion among
participants. For example, one participant expressed initial reluctance to
speak while in Private Talk due to absence of indicators:

“So the first method, at first I wasn’t [confident] and like I was,
I kept asking you ‘so he really doesn’t hear us? He really doesn’t
know?’ So you know, because, since like intuitively you think that
OK, I mean with the person. So like, what if he he or she like
listens.” (P6)

Moreover, it was unclear for people outside of the conversation whether
two individuals were simply being quiet or are in Private Talk. This ambi-
guity could also lead others to assume that the participants were away from
keyboard (AFK), meaning they had removed their VR devices and were do-
ing something else, as pointed out by P5. Furthermore, when two people
suddenly disappeared after teleporting to a private room, it left the other
person wondering about what had happened. However, two participants
(P1 and P10) recognized that making other people aware of an ongoing pri-
vate conversation has privacy issues. While such indicators would clarify the
situation, broadcasting the presence of a private conversation to everyone
potentially compromises privacy, leading to a challenging tradeoff.

Suggestions. Participants noted that having a confirmation from the
application that nobody else can hear them once they were in Private Talk
would be beneficial. P7 suggested to have a clear difference in the interface
such as barrier or something like a bubble, which tells the user that the
conversation is being protected. Similarly, indications that two users are
having a Private Talk were also recommended, as well as providing a hint
when two people disappear to go to a private room.
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Easy and natural methods in virtual environments. Another recur-
ring theme encompassed two factors that participants consistently mentioned
in relation to the what they liked and disliked about the existing methods,
suggestions for new approaches, and recommendations for enhancing current
methods. In describing what they liked about the Private Talk method,
“easy” and similar words such as “clear” and “straight-forward” were com-
monly used. Most participants (8/12) find the steps of getting into Private
Talk easy to accomplish. One participant (P11) preferred the Private Talk
method over their proposed method similar to private room but with added
steps from Private Talk, as theirs ended up taking more effort. This can be
seen in the following quote:

“I might be lazy to take my method to the extent of it just because
it takes additional steps, so I might be like doesn’t matter, we can
just talk over the phone [Private Talk]” (P11).

Additionally, P10 was unsure whether they would prefer their method as
it involved typing similar to sending texts on the phone in the real world.
While they were unable to try it within the application, they speculated that
it might be complicated to do. However, they remained open to evaluating
it in the future.

Participants (10/12) also expressed a preference for methods that felt
natural. We define natural in this context as something that maintains im-
mersion by being as realistic as possible and feels similar to how users actu-
ally interacted with people in real life. The use of floating icons above the
avatar’s head was particularly disliked by participants, as it breaks the sense
of immersion. This sentiment is exemplified by the following quote:

“I mean this all kind of goes into a deeper kind of question of
the reality of VR where it’s like. So if I want to have a private
conversation with someone at a party, I don’t have a little icon
on top of their head, so it’s a little, you know, immersion jarring
where you’re thinking oh OK, I want to be a part of this world,
but there’s also this icon above a person’s head”. (P12)

Similarly, teleportation to the private room and the loading in between
were also disliked for feeling unnatural. Participants drew from their real
life habits and experiences when proposing their own method. For example,
P5 and P7 suggested methods involving virtual phones, as it mirrors their
habit when engaging in private conversations, particularly in social settings
like parties. However, it is important to consider that the experimenter had
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suggested drawing inspiration from the participants’ experiences when they
struggled to come up with the design of their method. Two participants (P8
and P9) also acknowledged that their suggested methods that work in the
real world may not translate well to the virtual world. For example, gestures
that are clear in real life may be difficult and easily misinterpreted in the
virtual world.

Suggestions. Many of the proposed methods involved moving to a
soundproof room that is within the same virtual apartment. People go in the
room, close the door, and then lock it to have a private conversation. This
is basically a modified version of the private room method which has been
made to feel more natural. There was also a suggestion to give information
to users on where to find these private rooms so they would not have to look
for them. Another idea common among the suggestions was to get rid of
the call icons and instead have the users point to the avatars directly. Some
participants also suggested to enable sending direct text and voice messages.
Furthermore, whispering and using similar gestures were also proposed as
methods for having private conversation.

Retaining background context. Participants (6/12) expressed prefer-
ence for not being completely disconnected from the current context when
engaging in private conversation. For instance, a concern raised by one par-
ticipant is that she might miss out on something when she goes to the private
room, “I guess maybe in sense if there were more players, you might be in a
situation where you miss out on something, I guess.” (P11). Additionally,
P12 remarked that it would also feel awkward:

“Yeah, it can also be kind of awkward because I think you don’t
have the like social surroundings where it’s more natural to actu-
ally have a conversation with someone at a party or whatever with
the background noise. As opposed to going into this room or it’s
just completely silence and just OK, Hey, nice to meet you. And,
like, kind of starting things over without the natural progression.”
(P12)

Three participants (P1, P2, P9) also pointed out that they did not like
the difference in environments between the public and the private room.
They suggested that the private room should have the same vibe or ideally
be an actual room in the same virtual environment. Moreover, participants
expressed their desire to be socially present to others while using Private
Talk, and have the ability to alternate quickly between interacting with peo-
ple inside of the private conversation and those outside of it. For example,
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P4 asked for a feature where a user can poke a person engaged in private
conversation, and it should be easy for that person to respond quickly and
get back to the private conversation. However, it is difficult to balance the
experience between focusing on the partner and managing interactions with
the broader environment, as noted by P3. It was also noted by P5 and P6
that isolating oneself from interactions with the general environment might
send wrong messages to some people.

Suggestions. Participants suggested that the private rooms should mir-
ror the same environment as the public environment or could be made as an
actual room in the same setting as mentioned previously. Additionally, there
should also be a way to reply quickly to users who are not part of the private
conversation.

Privacy concerns. Lastly, most participants (8/12) expressed being re-
luctant or, in some cases, even unwilling to use the features for discussing
private information in the metaverse due to privacy concerns. Some partic-
ipants (4/12) stated that their limited knowledge and understanding of the
security of the technology used, made them feel uncertain:

“Maybe not, because it’s still like an application that is being con-
trolled or like monitored by some somebody else in the cloud or
if not monitored, at least developed. So yeah, unless I know the
algorithm is secure, then yeah, no I guess.” (P1)

It is worth noting that 8 of the 12 participants were students studying
security and cloud computing, which likely contributed to the scrutiny of
the technical details of the technology. Additionally, some participants (P7,
P9, P10) expressed the lack of trust in the people managing or operating
the system as the reason for their concern. They mentioned that the system
might store and use the data without their knowledge. P3 also pointed
out that the other person should not be able to secretly record the private
discussion. Two participants (P3 and P8) suggested it would be better to
have some privacy notice or tips regarding data handling. However, P12
was not concerned as they acknowledged that they willingly share private
information online, despite recognizing that it is not advisable.

Suggestions. A privacy notice or a statement from the application stat-
ing that private conversations are not recorded was suggested, in order to
make users feel more confident. Additionally, the other person should not be
able to record without the knowledge of the participants involved. Another
recommendation was to provide a white paper or detailed information about
the application for users to read.
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5.2 Questionnaire Data

The sense of presence in the virtual environment was measured with IPQ,
which used a seven-point Likert scale. Table 5.1 shows the mean values
and standard deviations obtained by our social VR application. We adopt
a grading system developed by Melo et al. [41] to convert these scores to
an analogous academic grading scale, which allows them to be interpreted
meaningfully without the need to be compared with other data.

Table 5.1: Results from the IPQ.
Mean Standard Deviation

General Presence 4.33 1.18
Spatial Presence 4.57 1.35
Involvement 3.31 1.83
Experienced Realism 2.23 1.46

Table 5.2: Qualitative grading of IPQ results using [41].
Grade Adjective Acceptability

General Presence B Very Good Acceptable
Spatial Presence C Satisfactory Acceptable
Involvement F Unacceptable Not Acceptable

Experienced Realism F Unacceptable Not Acceptable

Additionally, we measured copresence, which is the feeling of being with
another person, for the NPCs using a five-point Likert scale where 1 corre-
sponds to “Strongly disagree” and 5 to “Strongly agree” to rate eight co-
presence statements taken from [5]. Our goal in adding the NPCs was to
simulate other users in the metaverse. A high copresence score for our NPCs
would mean that participants felt that they were in the metaverse with other
actual users besides their fellow participant and the experimenter. The re-
sults listed in Table 5.3 show that the participants did not feel a strong sense
of copresence with the NPCs.

The short version of UEQ was used to compare the participants’ user
experience with the baseline methods and their proposed methods. The
two baselines had similar ratings with each other, with Private Talk being
slightly more interesting and private room being easier. Being easy, efficient,
and clear were the strongest attributes of the baseline methods. Participants’
proposed methods got a better score in all attributes, except for easiness.
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Table 5.3: Results from copresence questionnaire.
Statement Mean Standard Deviation
The agent was aware of my be-
havior.

2.17 1.21

The agent was considering my be-
havior.

1.75 1.01

The agent was adapting its be-
havior to mine.

1.67 0.62

The agent did not care at all
about my behavior.

3.58 1.55

I thought I was in the presence of
another being.

3.17 1.21

The agent was paying attention
to me.

2.08 1.26

I felt like I was with the agent in
the same room.

3.5 1.19

I felt as if I was playing with the
agent.

2.42 1.11

Furthermore, we asked the participants to rank certain attributes in or-
der of importance. The results, listed in descending order, were as follows:
natural, ease of use, fun, fast, and secure.
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Figure 5.1: Results from UEQ.



Chapter 6

Discussion

This chapter analyzes the identified themes and the suggestions given by
the participants, discussing their implications. Additionally, it acknowledges
the limitations and challenges encountered, finally offering suggestions to
improve future studies.

6.1 Main Findings

This study contributes valuable insights into the design of private conversa-
tion methods in the metaverse. By analyzing the results in detail, we offer
next design implications to improve the private conversations and the reasons
behind it. We present these in the next paragraphs.

6.1.1 Overcoming Virtual World Shortcomings

By choosing to simulate user interactions in the metaverse in a party scenario,
we included background music and overlapping voices of people talking. Par-
ticipants experienced difficulty in understanding what the other person was
saying in such environment, as seen in the theme minimizing background
noise. In the real world, individuals have the ability to focus their attention
on a specific conversation even in noisy environments, which is called the
cocktail party effect [4]. The cocktail party effect has also been suggested
to exist in VR space [64]. Sound spatialization, which is the creation of
three-dimensional auditory experience, has been shown to greatly enhance
the cocktail party effect [48]. We have implemented spatial sound for our
application, however, the cocktail party effect did not seem to enable the
participants to understand each other. A possible explanation as to why the
participants had reduced speech comprehension was the absence of lip sync-

49
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ing, which has also been suggested to contribute to the cocktail party effect
[64]. The added noise may have also been excessively loud. While there have
been no studies showing how prevalent such scenarios are, our experience
testing various applications suggests that they may happen occasionally.

Design Implications. The virtual world and the real world still have their
differences. Whether it has possibly reduced the cocktail party effect, design-
ers should consider that some real world phenomena might be less apparent
or entirely absent in the virtual world due to the difference between the two.
Designers should thus consider to address some difficulties by augmenting
users’ abilities, which in this case is to dampen or remove background noise.
Another implication for designing related studies is that researchers should
be cautious about the volume of added noise. Research should verify that
volume is representative of actual scenarios to ensure that they are not cre-
ating challenges which might be non-existent. This also applies to simulating
other aspects not limited to audio from party scenarios, such as number of
users in a room.

6.1.2 Providing Different Options

Participants expressed a greater sense of safety and security when engaging
in private conversations while isolated from other users such as in the private
room. Their intuition led them to believe that if they could hear and see
others, those individuals could hear them as well. This is why they felt
safer in private room than in Private Talk, despite the fact that in both
cases, other users could not hear them. This finding agrees with the results
from Acquisti el. al [1] where participants expressed privacy concerns and
demonstrated reduced willingness to disclose sensitive personal information
when they were in close proximity to or received visual cues indicating the
presence of another individual.

In contrast to the preference of not seeing and hearing other users dur-
ing private conversations, some participants preferred to maintain a sense
of connection to the surrounding virtual environment. They preferred still
seeing or hearing other people as it felt more natural and allowed them to
stay aware of ongoing activities and potentially interesting interactions. This
indicates that the private room method may not be ideal for everyone, and
that private talk should be customizable on how much of the background
noise is reduced. Additionally, participants emphasized the importance of
having the option to respond and interact with others, as not doing so could
be considered negative behavior in some cases. One participant gave a sce-
nario where a user approaches two people who are in private talk and asks
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a question. If the two individuals in private talk cannot briefly pause their
conversation to respond to the question, they would have to end the private
talk, reply to the question, and then initiate private talk again. This might
lead them to not bother in answering the question. They might also reply
but forget that they are in private talk, so the user would not hear them
and feel ignored. This can lead to feelings of ostracism (being ignored and
excluded) in the virtual world. A study by Kassner et. al. [32] has shown
that being virtually ostracized in immersive virtual environments has the
same negative effects as in other environments. Virtual ostracism threat-
ens individuals’ fundamental needs for belonging, control, self-esteem, and
meaningful existence. Furthermore, the study notes that the effect is even
more concerning for users who were chronically ostracized in the real world
as they may develop severe psychological problems.

Design Implications. There seems to be no clear best method to establish
private conversations in the metaverse. The two baselines are equally valid
in a sense. Private Talk is ideal for casual conversations, whereas private
room is more suitable for discussing more confidential matters. Designers
should thus give users options to choose from depending on their needs and
the situation and consider adding a “privacy” level which users can configure.

6.1.3 User Experience vs Privacy

Participants’ behavior to sensory cues and the divergence of their mental
model to the private talk method also explains the need for clear indications
for participants within the private conversation that their communication
cannot be heard by others. Adding such labels and further cues helps embed
the privacy feature into the users’ mental model. Moreover, people have
been accustomed to associating silence from another avatar as the other user
being quiet or AFK (if there is no movement). Now, with the introduction of
private conversations, it becomes important to have clear indications of what
is actually taking place. Participants also expressed the need for notification
when avatars disappear from teleporting to a private room. Such issue of
teleportation has been recognized in few studies and different visualization
designs have been proposed to reduce confusion among observers in shared
virtual spaces [20, 53]. Nevertheless, adding indicators for outsiders when
people are engaged in private conversations potentially compromises privacy.

Design Implications. Designers should add features that improve the
user experience. For instance, they should integrate features such as grey-



CHAPTER 6. DISCUSSION 52

ing out other characters or adding labels that make it clearer for the users
when they are in a private conversation. However, careful planning should
be made as adding such features potentially compromises privacy. Balancing
user experience and users’ data privacy is also a challenge [47]. This ap-
plies to adding indicators for outsiders about ongoing private conversations.
Further research is needed to explore how to balance the advantages and
disadvantages of adding such indicators. As Adams et al. [2] pointed out,
“Most invasions of privacy are not intentional but due to designers inability
to anticipate how this data could be used, by whom, and how this might
affect users”.

6.1.4 Augmenting Natural Methods

From the interview, it is apparent that participants preferred methods to
be natural and easy to use. This agrees with the ranking made by the par-
ticipants in the questionnaire where natural came first and ease of use was
second. Many participants proposed methods that were similar to the pri-
vate room method but with certain modifications. They suggested creating
soundproof rooms within the same virtual space they are in, making it more
natural. Suggestions also included the real world metaphor of using hands
to open and close the door. This door can be locked to restrict access, and
other users can knock to request entry. These familiar real world interactions
have positive effects as they reduce cognitive load and add to the immersion.
However, a study by Bowman et al. [7] showed that while there is merit
in striving for natural interaction, as it comes easily even for novice users,
simply increasing interaction fidelity does not always improve usability and
performance. They argued that making interactions slightly more natural
may reduce usability if it does not achieve high levels of fidelity. It was also
shown that magic hyper-natural techniques, which are natural methods but
made powerful by adding fictional abilities and intelligent guidance, could
be better than their more natural counterparts in some cases. This suggests
that adding superhuman abilities, such as knowing the locations of vacant
private rooms as suggested by one participant, may result in a better method
even if it makes it less natural. It would be interesting to see if more ad-
vanced VR users will opt for more advanced methods that feel less natural
but improve usability and performance. Rather than simply recreating as-
pects from the real world into VR, advanced users might be more inclined in
using interactions that are not possible in real life.

Design Implications. Designers and developers should aim for methods
that are natural and familiar to the users. They should look into people’s
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actions in the real world and try to replicate it in the virtual world. How-
ever, when the action is difficult to replicate closely due to technological
constraints, an alternative that they should look into is making a ‘magic’
version of it, which improves its functionality. This way its usefulness com-
pensates for being less natural.

6.1.5 Enhancing User Confidence

Lastly, participants expressed privacy concerns with sharing private informa-
tion in the metaverse. Their lack of trust in people controlling or maintaining
the system, as well as the lack of knowledge of the security measures in place,
were pointed out to be the reasons for their concerns. This is understandable,
considering the incidents of data breaches and data misuse that have been
reported in the past years [65]. Participants have pointed out that showing
tips inside of the application stating how their conversations would not be
recorded or used without their consent, which data would be stored, and op-
tions for them to delete their data are features that can make them feel more
confident in having private conversations in the metaverse. Such suggestion
agrees with results from Fox et al. [17] that show the efficacy of using privacy
labels to educate consumers on their privacy practices to positively heighten
perceived privacy, control and trustworthiness. Another suggestion was to
have a white paper explaining the technical details of how the application
keeps the conversation secure from eavesdropping in order to convince the
more technical users.

Design and Policy Implications. Regulators and designers should work
together in making changes that promotes confidence among the users. For
instance, Meta Horizon currently records the last few minutes of what each
user sees and hears on a rolling basis. They claim that this is only used
for checking against violations when a report is submitted to them [36].
Regulators should make policies ensuring that private conversations remain
private. For example, they should require such recordings to be paused when
users are talking privately. Designers should then be able to present these
policies to the users in an understandable way, such as with privacy labels.

6.2 Limitations

The study is a just a first step in designing private conversation methods for
the metaverse. One limitation of this study is the use of NPCs to simulate
a crowd of users in the metaverse. As pointed out by some participants,
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these characters were not believable enough, as shown by the copresence
questionnaire, and could have contributed to a sense of confidence which
they were unsure they would have had there been actual users instead.

Another limitation is that we only implemented one scenario in the ap-
plication. There are multiple other activities that users can experience in
the metaverse. Additionally, the range of VR experience and age of the
participants was relatively narrow. Including younger, older, and more ad-
vanced users would have brought more diversity in proposed methods and
suggestions.

Lastly, we did not implement more advanced features such as finger track-
ing, eye tracking, and facial animations into our full body avatar system. This
decision was mainly due to the longer development time it would have taken
for including them. Although the availability of these features in other ap-
plications was mentioned to the participants, not being able to try these in
our study might have reduced the likelihood of participants including these
features in their proposed methods.
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Conclusion

This thesis provides useful insights regarding private conversation methods
in the metaverse. As a result of assessing different social VR applications
and online sources, it provides a list of current ways for users to have pri-
vate conversations in the metaverse. It also provides a social VR application
that can be used as-is or extended to conduct additional studies about the
metaverse. The Unity project created also serves as a template that devel-
opers can follow to quickly develop their own social VR applications with
basic functionalities. Furthermore, this thesis identifies six themes using
thematic analysis: minimizing background noise, isolation for enhanced feel-
ing of privacy, indicators and distinctions of privacy mode, easy and natural
methods in virtual environments, retaining background context, and privacy
concerns. The discussion of the themes helps inform the design of private
conversation methods for future metaverse applications. It highlights some
challenges, such as balancing feeling of isolation and staying connected, and
the dilemma of adding indicators for ongoing private conversations. It con-
firms that users prefer the virtual world to feel similar to the real one. This
thesis also suggests ways to make people confident in having conversations
in the metaverse, such as by showing privacy labels and releasing a white
paper about the application. The identified limitations of the study guide
the better design of future studies, such as having more concurrent users
instead of simulating them with NPCs. Hopefully, this thesis sheds light to
designers and developers of the future metaverse.
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Comparative analysis of unity and unreal engine efficiency in creating
virtual exhibitions of 3d scanned models. Journal of Computer Sciences
Institute 20 (2021), 247–253.

[13] Dangxiao, W., Yuan, G., Shiyi, L., Zhang, Y., Weiliang, X.,

and Jing, X. Haptic display for virtual reality: progress and challenges.
Virtual Reality & Intelligent Hardware 1, 2 (2019), 136–162.

[14] Dwivedi, Y. K., Hughes, L., Baabdullah, A. M., Ribeiro-

Navarrete, S., Giannakis, M., Al-Debei, M. M., Dennehy, D.,

Metri, B., Buhalis, D., Cheung, C. M., et al. Metaverse beyond
the hype: Multidisciplinary perspectives on emerging challenges, oppor-
tunities, and agenda for research, practice and policy. International
Journal of Information Management 66 (2022), 102542.

[15] Dzardanova, E., Kasapakis, V., Gavalas, D., and Sylaiou,

S. Virtual reality as a communication medium: a comparative study
of forced compliance in virtual reality versus physical world. Virtual
Reality 26, 2 (2022), 737–757.

[16] Falchuk, B., Loeb, S., and Neff, R. The social metaverse: Battle
for privacy. IEEE Technology and Society Magazine 37, 2 (2018), 52–61.

[17] Fox, G., Lynn, T., and Rosati, P. Enhancing consumer perceptions
of privacy and trust: a gdpr label perspective. Information Technology
& People 35, 8 (2022), 181–204.

[18] Franco, M. G., Cohn, B., Burin, D., Ofek, E., and Maselli,

A. The self-avatar follower effect in virtual reality. IEEE VR 2020
(2020).



BIBLIOGRAPHY 58

[19] Freeman, G., and Acena, D. Hugging from a distance: Building
interpersonal relationships in social virtual reality. In ACM international
conference on interactive media experiences (2021), pp. 84–95.

[20] Freiwald, J. P., Schmidt, S., Riecke, B. E., and Steinicke,

F. Moving avatars and agents in social extended reality environments.
arXiv preprint arXiv:2306.14484 (2023).

[21] Garrido, G. M., Nair, V., and Song, D. Sok: Data privacy in
virtual reality, 2023.

[22] George, A. H., Fernando, M., George, A. S., Baskar, T., and

Pandey, D. Metaverse: The next stage of human culture and the inter-
net. International Journal of Advanced Research Trends in Engineering
and Technology (IJARTET) 8, 12 (2021), 1–10.

[23] Gonzalez-Franco, M., Ofek, E., Pan, Y., Antley, A., Steed,

A., Spanlang, B., Maselli, A., Banakou, D., Pelechano, N.,

Orts-Escolano, S., et al. The rocketbox library and the utility
of freely available rigged avatars. Frontiers in virtual reality 1 (2020),
561558.

[24] Gonzalez-Franco, M., Steed, A., Hoogendyk, S., and Ofek,

E. Using facial animation to increase the enfacement illusion and avatar
self-identification. IEEE transactions on visualization and computer
graphics 26, 5 (2020), 2023–2029.

[25] Grundy, J. Firmware validation: challenges and opportunities. In
FMCAD (2013), p. 11.

[26] Hamad, A., and Jia, B. How virtual reality technology has changed
our lives: an overview of the current and potential applications and
limitations. International journal of environmental research and public
health 19, 18 (2022), 11278.

[27] Huang, A., Knierim, P., Chiossi, F., Chuang, L. L., and

Welsch, R. Proxemics for human-agent interaction in augmented re-
ality. In Proceedings of the 2022 CHI Conference on Human Factors in
Computing Systems (2022), pp. 1–13.

[28] Huang, Y.-C., Backman, S. J., Chang, L.-L., Backman, K. F.,

and McGuire, F. A. Experiencing student learning and tourism train-
ing in a 3d virtual world: An exploratory study. Journal of Hospitality,
Leisure, Sport & Tourism Education 13 (2013), 190–201.



BIBLIOGRAPHY 59

[29] Inoue, Y., and Kitazaki, M. Virtual mirror and beyond: The psy-
chological basis for avatar embodiment via a mirror. Journal of Robotics
and Mechatronics 33, 5 (2021), 1004–1012.

[30] Izzouzi, L., and Steed, A. Integrating rocketbox avatars with the
ubiq social vr platform. In 2022 IEEE Conference on Virtual Reality
and 3D User Interfaces Abstracts and Workshops (VRW) (2022), IEEE,
pp. 69–70.
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[41] Melo, M., Gonçalves, G., Bessa, M., et al. How much pres-
ence is enough? qualitative scales for interpreting the igroup presence
questionnaire score. IEEE Access 11 (2023), 24675–24685.

[42] Nair, V., Garrido, G. M., and Song, D. Going incognito in the
metaverse. arXiv preprint arXiv:2208.05604 (2022).

[43] Pausch, R., Proffitt, D., and Williams, G. Quantifying immer-
sion in virtual reality. In Proceedings of the 24th annual conference on
Computer graphics and interactive techniques (1997), pp. 13–18.

[44] Perl, O. Distributed Multi-User VR With Full-Body Avatars. PhD
thesis, Technische Universität Wien, 2020.

[45] Porcu, S., Floris, A., and Atzori, L. Quality of experience in the
metaverse: An initial analysis on quality dimensions and assessment. In
2022 14th International Conference on Quality of Multimedia Experience
(QoMEX) (2022), IEEE, pp. 1–4.

[46] Rasch, J., Rusakov, V. D., Schmitz, M., and Müller, F. Going,
going, gone: Exploring intention communication for multi-user locomo-
tion in virtual reality. In Proceedings of the 2023 CHI Conference on
Human Factors in Computing Systems (2023), pp. 1–13.

[47] Richard, J. Balancing users’ data privacy and the user ex-
perience. https://www.uxmatters.com/mt/archives/2023/06/

balancing-users-data-privacy-and-the-user-experience.php, June
2023. (Accessed on 24/07/2023).

[48] Rungta, A., Rewkowski, N., Schissler, C., Robinson, P.,

Mehra, R., and Manocha, D. Effects of virtual acoustics on target-
word identification performance in multi-talker environments. In Pro-
ceedings of the 15th ACM Symposium on Applied Perception (2018),
pp. 1–8.

https://www.uxmatters.com/mt/archives/2023/06/balancing-users-data-privacy-and-the-user-experience.php
https://www.uxmatters.com/mt/archives/2023/06/balancing-users-data-privacy-and-the-user-experience.php


BIBLIOGRAPHY 61

[49] Seabrook, E., Kelly, R., Foley, F., Theiler, S., Thomas, N.,

Wadley, G., and Nedeljkovic, M. Understanding how virtual
reality can support mindfulness practice: mixed methods study. Journal
of medical Internet research 22, 3 (2020), e16106.

[50] Stephenson, N. Snow crash: A novel. Spectra, 2003.

[51] Sutherland, I. E. A head-mounted three dimensional display. In
Proceedings of the December 9-11, 1968, fall joint computer conference,
part I (1968), pp. 757–764.

[52] Sykownik, P., Maloney, D., Freeman, G., and Masuch, M.

Something personal from the metaverse: Goals, topics, and contextual
factors of self-disclosure in commercial social vr. In Proceedings of the
2022 CHI Conference on Human Factors in Computing Systems (2022),
pp. 1–17.

[53] Thanyadit, S., Punpongsanon, P., Piumsomboon, T., and

Pong, T.-C. Substituting teleportation visualization for collaborative
virtual environments. In Proceedings of the 2020 ACM Symposium on
Spatial User Interaction (2020), pp. 1–2.

[54] Unity. Get started with animation. https://learn.unity.com/

tutorial/get-started-with-animation. (Accessed on 21/07/2023).

[55] Unity. Get started with audio. https://learn.unity.com/tutorial/

get-started-with-audio. (Accessed on 03/05/2023).

[56] Varjo. Base stations. https://varjo.com/learning-hub/

base-stations/, Feb 2023. (Accessed on 02/05/2023).

[57] Varjo. Virtual reality. https://varjo.com/learning-hub/

virtual-reality/, Feb 2023. (Accessed on 01/05/2023).

[58] Varjo. What is pcvr, standalone device, and wire-
less vr headset? https://varjo.com/learning-hub/

standalone-wireless-tethered-headsets/, Mar 2023. (Accessed
on 01/05/2023).
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