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The International HLA and Immunogenetics Workshop (IHIW) is a recur-

ring gathering of researchers, technologists and clinicians where partici-

pants contribute to collaborative projects with a variety of goals, and come

to consensus on definitions and standards for representing HLA and

immunogenic determinants. The collaborative and international nature of

these workshops, combined with the multifaceted goals of several specific

workshop components, necessitates the collection and curation of a wide

assortment of data, as well as an adaptable platform for export and analy-

sis. With the aim of ensuring data quality and creation of reusable datasets,

specific standards and nomenclature conventions are continuously being

developed, and are an integral part of IHIW. Here we present the 18th

IHIW Database, a purpose-built and extensible cloud-based file repository

and web application for collecting and analyzing project-specific data. This

platform is based on open-source software and uses established HLA data

standards and web technologies to facilitate de-centralized data repository

ownership, reduce duplicated efforts, and promote continuity for future

IHIWs.
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1 | INTRODUCTION

The International HLA and Immunogenetics Workshop
(IHIW) series are a collaborative effort of the scientific
community to share knowledge and advance the field of
HLA and immunogenetics research. Since its beginning
in 19641 the IHIW has been a valuable setting to compare
studies, share reagents, contribute to global efforts, and
come to consensus on identification of transplantation
antigens and how HLA and non-HLA (e.g., KIR) con-
cepts can be best represented and shared.

1.1 | Immunogenic analysis of HLA

Early workshops defined the names of the major histocom-
patibility antigens based on serological compatibility groups,
providing essential foundations for matching in transplanta-
tion. These antigen groups have been further defined and
categorized2,3 by examining variations in an individual's
HLA type, such as single nucleotide polymorphisms (SNPs),
insertions, deletions, and recombinations in HLA genetic
sequence. HLA genotypes can be further extended to define
B-cell4,5 and T-cell6 epitopes to allow for studies on immuno-
genicity, and establish haplotype patterns7 across the MHC,
which in turn facilitates family inheritance studies.8,9 HLA
patterns are also collected across population groups, which
sheds light on allele10 and haplotype11 frequencies, and varia-
tions in individuals from world populations.12 Studies have
also defined and cataloged HLA based on expression
levels,13,14 non-coding or intronic polymorphism,15,16 as well
as observed immunological compatibility.17

In addition to characterization of HLA antigens and
sequence, studies on immunization events such as trans-
plantations, transfusions or pregnancies, produce longitu-
dinal data on the development of anti-HLA antibodies.
These antibody studies are highly influenced by genotyp-
ing and matching of patient or donor's HLA phenotype,
and while these studies provide important insights, they
require the analysis of highly complex and heterogeneous
data. In addition to exploring the links of donor-specific
antibodies with transplantation outcomes,18,19 these data
can zoom in on which epitopes are likely to lead to an
immune response.20

As diagnostic methods advance and data collection
capabilities expand, the use of computer analysis and bio-
informatic methods become crucial. Bioinformatics not
only facilitates the cataloging of the hyperpolymorphic
nucleotide and peptide HLA sequences, but provides
additional lenses through which HLA can be studied.
Advanced data structures such as Histoimmunogenetics
Markup Language (HML)21 and Genotype List Strings
(GLStrings),22 with well-defined guidelines such as

MIRING23 are needed to effectively represent and com-
municate this complex data, and complex computational
tools are necessary to aid in data analysis.

1.2 | IHIW aims

The 18th iteration of the IHIW featured a wide range of
projects and goals under the umbrella of three major
components: Antigenicity & Immunogenicity, Immuno-
genetics, and Bioinformatics. These projects include, for
example, definition of epitope immunogenicity,24

sequencing of full-length sequences,25 and linking HLA
with SARS-Cov2.26 However, as the IHIW is a continuous
effort with evolving goals, new collaborations and pro-
jects are constantly being established and repurposed.
Data requirements change not only between workshops,
but even during a workshop. Individual projects are
unique, and may have their own specialized data analysis
requirements, which often forces researchers to set up
and maintain purpose-built compute environments, data
analysis pipelines and tools from scratch. Each workshop
requires a considerable amount of preparation. Valuable
efforts have been made in previous workshops27 to estab-
lish data repositories and platforms for analysis, which
have been expanded and built upon in the 18th IHIW.

This manuscript describes the preparation and imple-
mentation of the data collection filesystem and analysis plat-
form created for the 18th IHIW. We describe the IT
infrastructure and cloud-based analysis platform, and how
these efforts create a usable, extensible and transferable
framework for data analysis. This database has been used in
the 18th workshop, but since accumulated data is owned by
the workshop as opposed to a single entity, it is created to be
carried forward to future workshops without moving infra-
structure or cloning resources, in order to reduce the amount
of duplicate work introduced by infrastructural tasks.

2 | MATERIALS AND METHODS

The design of the data repository was focused on facilitat-
ing data collection, transformation, and analysis in a
transferable and customizable infrastructure. Open
source tools and software were used whenever possible,
and infrastructure was designed using established and
popular platforms, such as the full-stack JHipster plat-
form. The website's front-end was created to be flexible
and generic; it allows standard administrative functional-
ity such as user, laboratory, and project registration, as
well as data sharing functionality such as file upload and
management. Most of the project-specific software tools
are organized in small components and analysis scripts
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within the website's back-end. Separating the general fea-
tures from the project-specific features allows the design
to remain extensible and customizable for specific pro-
jects. All components were designed in a cloud-based
structure to reduce the dependence on a given physical
location and promote transferability.

2.1 | Cloud-based infrastructure

In light of the suggestions and expertise of the partici-
pants of the IHIW Database team, the cloud-based web
architecture was implemented using Amazon Web Ser-
vices (AWS) [Amazon Web Services Inc., Seattle, WA,
USA], which is a widely-used Cloud Service Provider
(CSP). The main website interface, referred to as the Data
Management Application (DMA) is hosted on an AWS
Elastic Compute Cloud (EC2) instance, which is a flexible
cloud-based server. Uploaded data files are stored in an
AWS Simple Storage Services (S3) bucket, a scalable and
effectively unlimited cloud-based encrypted data storage
system. The relational database which stores login, par-
ticipant, laboratory, project, and upload metadata

information exists within a MariaDB database, hosted in
an AWS Relational Database Service (RDS). This cloud-
based architecture (Figure 1) is scalable and container-
ized, and although it is currently hosted in European
cloud networks, it is portable and can be accessed and
modified worldwide.

2.2 | Relational database
implementation

The MariaDB relational database structure, shown in
Figure 2, was designed for storing user credentials, and
can specify permissions for authorized users and mem-
bership within participating laboratories or IHIW pro-
jects. The database also manages ownership of uploaded
files, and is used to specify who can access the uploaded
data through permissions. It does not contain the actual
workshop data, but rather pointers to the locations of the
files. During development, database changes are auto-
matically managed using the Liquibase database version
management tool, which is integrated in the JHipster
architecture.

FIGURE 1 IHIW database

cloud architecture. Users

interact with the Data

Management Application (front-

end) which is a JHipster Web

Application. The MariaDB

Relational Database manages

user credentials and information

about uploaded files. Uploaded

files are stored within a S3

bucket, and uploading a file

triggers Step Functions using

the CloudWatch interface. The

Lambda Functions that are

managed by a Step Function

perform processing on uploaded

files, and can send results back

to the S3 storage or the MariaDB

database. All code is open-

source and made available in

IHIW github repositories.
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2.3 | Data upload, transformation and
validation

Uploaded data within the S3 bucket are encrypted, but
have permission-restricted access by the uploader, project
leaders, administrators, and lab members. This access
can be direct, with participants accessing or modifying
uploaded files using the web interface, or programmati-
cally, where scripts within the AWS back-end, using the
same authorization system, can modify, validate, upload
or delete IHIW files.

The transformation and validation of data was per-
formed using a serverless back-end, implemented using
the AWS Lambda architecture. In this design, we do not
specify a machine that hosts and performs all of the com-
putation, but this design uses ad hoc on-demand com-
pute time to run the data transformations and validations
at the moment they are needed, most often triggered
when an IHIW file is uploaded. Although the website
front-end runs on a continuous webserver hosted on a
single virtual machine, the data-intensive processes are
not running during periods when no data is uploaded.

This allows scalability, where the storage and processing
requirements expand as they are needed.

The validation and transformation processes were
encoded as Lambda functions, which are lightweight
scripts that run simple logic for a specific purpose.
AWS Lambda functions support a wide variety of cod-
ing and scripting languages, but for the IHIW back-end
these are Python (3.8) scripts. These Lambda functions
are orchestrated using AWS Step Functions, and trig-
gered using the AWS CloudTrail and EventBridge
interfaces. This Step Function architecture allows the
definition of specific state machines (Figure 3) that
define how an individual file is analyzed, converted,
and validated. The Lambda functions within the Step
Function architecture can also access upload and user
information from the RDS database, and validation
behavior varies depending on the type of submitted
data, which participant uploaded it, and what IHIW
project it is assigned to.

All analysis code, especially those that analyze HLA
genotyping data, will use community-derived open-
source tools when applicable. Biopython28 is commonly
used to represent nucleotides and amino acids in
sequence data. HLA genotyping is represented as either
HML21 files or as GLStrings.22 In the case of HML files,
these Lambda functions access external REpresenta-
tional State Transfer (REST) services to perform data
quality validations. Collaborations with National Mar-
row Donor Program (NMDP) bioinformatics has pro-
vided a validator that checks HML genotyping
documents for the MIRING23 metadata checklist stan-
dards, and a validator that checks against NMDP gate-
way requirements. pyGlstring is a package provided by
NMDP bioinformatics which provides syntactic valida-
tion of GLStrings. The Lambda functions access these
validators using standard REST protocols, which are
universally used in internet communication.

As files are converted or validated, it is often neces-
sary to provide results or feedback which should be com-
municated back to the user. This feedback informs the
submitter that the data appears to be in the correct for-
mat and structure, and can identify any issues in data
quality. The DMA interface provides a REST application
programming interface (API), containing endpoints that
allow authorized users and scripts to interact with the
workshop database and filesystem. Using specifically
designed REST endpoints within the workshop database
application, validation feedback can be written back to
the DMA interface and stored within the MariaDB data-
base by authenticated system users. The validation feed-
back automatically appears within the workshop DMA,
as shown in Figure 4C.

FIGURE 2 MariaDB relational database architecture. This

figure shows a simplified diagram of the IHIW relational database

architecture, designed to be lightweight and flexible. Each node in

this chart represents a table within the database. This design

establishes user management (“ihiw_user”) and encrypted login

data (“jhi_user”), but also IHIW-specific data, including the

location of data uploads (“upload”), data validation feedback

(“validation”), membership within a participating laboratory

(“ihiw_lab”), and subscription of a laboratory to a project

(“project_lab”). Data access permissions (“jhi_authority”) are
managed using a version of the Jhipster permission module which

is extended to handle laboratories and projects.
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2.4 | HLA antibody data conversion

A notable use of the Lambda and Step Function architec-
ture is the specific conversion of HLA Luminex Single
Antigen Bead (SAB) antibody files to the HLA Antibody
Markup Language (HAML) format. Data exports from
vendor software used to analyze HLA antibody data
vary, and while varying formats contain valuable anti-
body data, such as HLA specificity and mean fluores-
cence intensity (MFI) values, their structures are not
consistent with each other. Efforts to establish a stan-
dardized data format for representing antibody result
data are ongoing, and an interim IHIW version of the
HAML format (https://github.com/IHIW/Converters/
tree/master/XmlValidator/schema) was established in
order to provide consistency in antibody analysis for
IHIW projects. For analysis within current IHIW Pro-
jects, the HAML format minimally requires lot/catalog
numbers, bead identifiers, HLA specificity, numerical
MFI measurements, and also per-sample MFI for posi-
tive and negative control beads.

Python Lambda function scripts were written to con-
vert data exported from One Lambda HLA Fusion
[Thermo Fisher Scientific Inc., Waltham, MA, USA] and
Immucor Match It [Immucor Inc., Norcross, GA, USA]
vendor software to HAML, and organized within the Step
Function architecture. As seen in Figure 3, when an
Antibody CSV file is uploaded, it is immediately con-
verted to a HAML file, and as a final check, is validated

against the IHIW HAML .xsd schema file. Feedback from
the conversion process, including success messages or
any encountered problems, are communicated back to
the website and displayed to the submitting user, similar
to Figure 4C.

2.5 | Data download

As individual files are uploaded by participating laborato-
ries, they are assigned to a single IHIW project. Partici-
pants and project leaders can download individual files,
and project leaders can also create and download a .zip
file containing summarized project files. This is available
to project leaders by visiting the project's [View] page
under the DMA Projects entity. There is a button with
the text [Create Project Summary Zip], which triggers the
creation of a project summary .zip file. This .zip contains
the collected uploads, sorted into folders based on the
submitting laboratories, as well as a text summary of all
project files, specifying the submitting user and file sizes.
The .zip becomes available for the project leader to down-
load after a few minutes from the [Uploads] page.

2.6 | Data analysis

For online data analysis, project data is combined and
analyzed using project-specific summary scripts, written

FIGURE 3 Step function architecture for upload conversion and validation. The moment a data file is uploaded to the IHIW database,

the AWS cloud architecture triggers analysis using a Step Function design, which is encoded as easily-modifiable JSON. The Step Functions

can be thought of as an analysis state machine, where uploaded data is passed between each step in the flowchart. Every uploaded data file

is validated or converted differently depending on what type of data it contains, and which project the data is assigned to. Each node in this

flowchart represents either a decision, or a Python Lambda function which performs a specific task. When validation or conversion is

finished, or if a problem is detected, the Step Function returns feedback back to the IHIW database website to display to the user.

488 MATERN ET AL.
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in Python. These scripts iterate through the uploaded
files that are assigned to a project, to summarize and pro-
vide reports to project leaders. A notable example is seen
in the case of the Immunogenic Epitopes projects, where
participants uploaded data corresponding to transplantations,

and provided supporting HLA genotyping and antibody data.
In this case, the analysis scripts collect the patient and donor
genotyping data, combine it with the antibody results before
and after transplantation, and combine the results together
in reports. Combined with the uploaded data files, these

FIGURE 4 Screenshots of

the DMA upload interface.

Screenshot (A) shows a list of

data files which have been

uploaded in the database.

Visibility of uploads is controlled

by the IHIW database user

permissions, and standard users

have permission to see files

created by themselves and

members of their own

laboratories. Panel (B) shows

options that specify which data

type and project corresponds to

the currently uploaded file(s).

Panel (C) shows an example of

validation feedback for an HML

file containing HLA genotyping

results.
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reports are used to draw conclusions about the immunoge-
nicity of specific HLA alleles, and work to infer which epi-
topes may be likely leading to an immune response.

3 | RESULTS

3.1 | Data management application and
back-end

The JHipster framework, a widely adopted platform for
rapid website development, was applied to generate a
slim web application featuring user administration func-
tionality and role-based access control, referred to as the
IHIW Data Management Application (DMA). The gener-
ated vanilla JHipster code was adjusted to meet the
requirements of the IHIW, such as registering participat-
ing laboratories, specifying the IHIW components and
projects, managing uploads and validations, and adopting
access permissions to facilitate access for lab members
and project leaders. The DMA stores its information in a
MariaDB relational database management system, which
is hosted within AWS RDS. The web service runs on a
cost-efficient low-performance virtual private cloud com-
pute instance within AWS EC2 (data.ihiws.org). For
development purposes, a staging environment was also
set up (staging.ihiws.org).

The DMA gives access to users to upload files from
their local environment to the IHIW cloud data storage.
Using the upload service, project leaders can invite par-
ticipants to share their project data, which can be com-
bined and analyzed jointly with the data from other
participants. Metadata and file pointers to the uploaded
files are stored in the relational database, and the data
and file contents are stored in a simple file storage ser-
vice (AWS S3). As users upload a data file, the valida-
tion and conversion step functions are triggered via
AWS Eventbridge, and they can often see validation
feedback and conversion results within a few seconds
(Figures 3 and 4).

The JHipster architecture features a built-in API
interface for accessing and modifying website data. This
API is built upon RESTful architecture, so external
scripts that use standard REST methods can access
these endpoints. These endpoints are all fully secured
using the website's built in access permissions, and
require valid user credentials with specific permissions
to access. The built-in endpoints allow reading and
writing of specific data elements, such as creating an
upload or accessing laboratory information. The stan-
dard endpoints were extended using specifically
designed purposes. For example, one endpoint allows
us to assign a validation status for an upload, and

another for assigning “child” uploads that use an estab-
lished parent–child data upload relationship for con-
verted files.

3.2 | User management

User management within a standard JHipster website
facilitates common user login features, such as names,
email addresses, and encrypted passwords. To adapt to
the needs of the IHIW DMA, this functionality was
extended to allow storing and linking of IHIW
participant-specific information. Specifically, users would
normally register information on which laboratory or
group they belong to, and what other users belong to this
group. Similarly, the DMA stores information about indi-
vidual projects hosted within the IHIW context, and indi-
vidual users are assigned as, for example, the head of a
laboratory, or the leader of an IHIW project. Defining the
“roles” of these users gives some control over which fea-
tures of the website (such as editing a project or adding
lab members). Each user has a password, used to log into
the DMA interface, which is encrypted and stored within
the relational database. After logging into the website,
depending on a user's role, they are able to upload and
review their data. Storing user and role information
within the JHipster relational database structure clarifies
which laboratories are participating in the individual pro-
jects, and allows assigning permissions to users to upload
data to the projects. Furthermore this structure allows
defining new roles and use cases, and enables imple-
menting new data access use cases as IHIW needs may
change moving forward.

IP blocking and a login cooldown was implemented
to add an extra layer of website security. In one case, as is
common in modern websites, some questionable traffic
was observed in AWS web hosting logs which seemed to
indicate that some scripts were repeatedly sending
requests to the IHIW web servers. In response we imple-
mented a login attempt cooldown, and subsequent IP
address blocking. When repeated unsuccessful attempts
to login occur, the originating IP address is temporarily
blocked.

3.3 | Data collection

The IHIW DMA allows the upload of data files in a
scaled data storage system. As data has been collected for
the IHIW projects, the storage requirements grow with
every transmission. As is common with CSP data storage,
storage within the S3 bucket is billed in a pay-what-you-
consume fashion, where costs increase and decrease

490 MATERN ET AL.
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based on the used storage, as opposed to a fixed price of a
large file storage.

When a data file is uploaded to the IHIW DMA, the
user chooses a few data options (Figure 4B) to specify
what type of data the file contains, as well as which pro-
ject the data is intended to be used for. Categorizing data
files in this way helps to facilitate project analysis. The

specific collected files are mainly focused on raw biologi-
cal data, especially HML files for HLA genotypes, and the
previously mentioned antibody csv files to specify identi-
fied antibody specificities and corresponding MFI values.
To summarize project data, we also collect Project Data
Matrix files. A data matrix is a project-specific Excel
spreadsheet, which is used to tie together raw data into a

FIGURE 5 Overview of uploaded files in the IHIW database. As files are uploaded using the DMA, the IHIW participant assigns the file

to a specific project and specifies the upload type. Panel (A) shows the number and percentages of uploads stratified by project. 72.6% of the

uploaded files (by count) were for the Definition of Immunogenic Epitopes project. (Red) Panel (B) shows the number of uploaded files

stratified by file type. The majority of files are HML (Blue), and Antibody CSV files (Red) which the database automatically converts to

HAML files (Orange).
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context specific for a project. In the Immunogenic Epi-
topes project, for example, these are used to specify
which HLA genotyping results and antibody assays corre-
spond to patients and donors in a given transplantation.

The script “AnalyzeIhiwUploads.py” was written to sum-
marize and count the uploads within the IHIW database. As
of this writing, (Oct 03 2022), there are 9610 uploaded files
within the IHIW filesystem. This includes HML, HAML,
and Project Data Matrix files, as well as some FASTQ read
data and a few cases of family pedigree files. Figure 5 sum-
marizes the files which were submitted for different IHIW
Projects, and shows what files are submitted of each type.

3.4 | Data analysis

The AWS environment provides API access to access the
uploaded data by authenticated users using encryption
keys within the Lambda function web servers. Likewise,
the JHipster platform provides permission-restricted API
access for authenticated users, which has been modified
for IHIW-specific analysis. The combination of file access
and DMA access allows detailed reporting and summari-
zation of uploaded data from a variety of methods, most
notably in project-specific reports.

We have created scripts, which can be run on an ad-
hoc basis by administrators, which perform project-specific
analyses for several IHIW projects. The immunogenic epi-
topes projects provide a good example. We created the
script “ImmunogenicEpitopesProjectReport.py” which col-
lects and summarizes the data assigned to this project.
When this analysis script is run, it will first .zip together all
project files, to provide a dataset to project leaders that can
be run in an offline setting. Secondly, the script iterates
over all the submitted project data to create summaries.
The Project data matrices, which aim to represent trans-
plantations by linking together the raw data, provide
pointers to the individual genotyping files and GLstrings.
These data are combined together with the antibody csv
files to correlate HLA genotype data with de novo HLA-
specific antibody formation and facilitate analysis. The
results of these scripts are summaries, which are designed
to give specifically formatted overviews of the submitted
data. The .zip files and project summaries are written back
to the S3 buckets and made available through the DMA.

3.5 | Code

The source code is completely open-source and IHIW par-
ticipants are invited to review the website features and code,
and collaborate on improvements of the platform. The soft-
ware encoding the IHIW database management application

(DMA) is provided within IHIW github repositories.29 The
“IHIW_Management” repository (https://github.com/
IHIW/IHIW_Management) contains the “front-end” JHip-
ster website code, which specifies the website page design,
as well as the management database structure. The “Con-
verters” repository (https://github.com/IHIW/Converters)
contains the “back-end” code that specifies the Lambda
functions for data converters and validators. With the
exception of passwords and encryption keys, the code is
freely available for analysis and contribution, and will be
available for use and adaptation in future IHIWs.

The IHIW_Management github repository also features
a wiki (https://github.com/IHIW/IHIW_Management/
wiki), which has been used to create and host some website
development documentation. This gives developer-focused
instructions on how to set up a development environment,
and some specific details on how we would deploy new ver-
sions of the website to the AWS environment. It also fea-
tures, in the “Projects” view, a Kanban board (https://
github.com/IHIW/IHIW_Management/projects/1), which
we used to track and prioritize new features and bug
reports. These features are in place to allow planning of
development tasks, but also to encourage new feature sug-
gestions and contribution from the IHIW community.

Some documentation on use of the DMA interface is
available on the IHIW website (https://www.ihiw18.org/
docs/ihiws-database-user-documentation). This provides
more detail to participants on what participants can
expect to see, regarding user & laboratory registration,
data uploads, and validation feedback.

4 | DISCUSSION

With the aim of effectively managing the heterogeneous
data required for a global consortium of multifaceted pro-
jects with detailed data requirements, we have presented
a resource-efficient data repository and website for col-
lecting and storing data for the 18th and future IHIWs. It
was designed to accommodate the data requirements
from a variety of IHIW projects, and to provide a plat-
form that can be adapted for future IHIW needs. The use
of a cloud-based architecture was critical to circumvent
the challenge of analyzing data from participants who
may live across the world, where on-site analysis of large
datasets from multiple participants by a single laboratory
is often not an effective strategy.

4.1 | Architecture

Since the IHIW is an umbrella for various research pro-
jects with evolving requirements, there is no single data
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structure that universally matches the needs of all project
leaders. Furthermore, the use of high-performance com-
puters or computational clusters does not apply in the
context of on-demand data uploads and analysis. There-
fore, the IHIW architecture is mainly a slim web service,
which facilitates flexible data collection by the IHIW pro-
jects. The architecture is designed to be powerful, yet
cost-efficient with on-demand data processing when it is
needed. This does not result in a comprehensive over-
arching repository including all HLA genotyping results
with all supporting metadata for every sample, but by
reducing the specific needs and complex requirements of
the data collection, the analytic pipeline is flexible and
adaptable to individual projects.

We could have mapped all data, especially HML files,
to an internal relational database. This option has been dis-
cussed, and would provide a valuable and queryable data-
base, that can be repurposed for many studies. This would
also facilitate, for example, checking the sample ids of the
submitted data to inform the user if duplicate data has
already been submitted for a given sample or patient. It
would however necessitate even more strict requirements
on data, which may discourage participants from upload-
ing their data. To encourage more data upload, the strategy
was focused on the validation environment, where there
are fewer restrictions on data upload. In this way, we can
provide constructive feedback to the users on data quality,
but in the case of imperfect or incomplete data, we can still
accept the data and perform some analyses.

AWS was selected as a cloud provider, as it is a
widely-used and well-supported platform and we had
expertise and experience within the IHIW Database
team. AWS is, however, one of the many competing
cloud providers. Although the software is designed for
the AWS environment, most of the applied concepts can
be implemented with competing CSP, such as Google
Cloud Platform, Microsoft Azure or other competitors.
This is consistent with the general IHIW database design,
where specific providers and platforms may be
substituted or replaced in the future to avoid being per-
manently linked to specific software or vendors. How-
ever, a major portion of the code is specifically written
for the AWS environment. Changes in major parts of the
architecture, especially to a different CSP, would require
non-trivial redesign and rewriting. Although this issue is
nearly unavoidable, it is a notable drawback of the IHIW
cloud architecture.

4.2 | Data availability and analysis

The strategy for developing tools for analysis and the
strategy for making data available has been discussed in

depth. There must be a balance between making data
available for all participants and restricting access to spe-
cific summarized data in specific contexts. Participating
laboratories may not be willing to submit any data, no
matter how anonymized, if the access and analysis is not
strictly defined before submission. This can be a limiting
factor in the goals of collecting a re-usable dataset which
can be analyzed in customizable ways. This challenge
can be addressed moving forward by creating and provid-
ing well-defined documentation for how data will be
anonymized, summarized, and provided back to
participants.

The current DMA website is designed such that
individual files are available for download to the sub-
mitter and those participants from the same laboratory.
The project leader can also download all files for the
whole project, and can create and download a com-
bined .zip file to facilitate some offline analysis. How-
ever, the main analysis scripts are not fully available
within the DMA user interface. The goal of providing
flexible analysis tools that can be applied in multiple
contexts continues to be a major goal but has not been
fully realized in the 18th IHIW. From a practical per-
spective, creating web-based user interface tools around
the data-focused analysis algorithms adds additional
layers of complexity, especially if the analysis algo-
rithms must be reliable and usable for several projects.
This requires significant work, and the design and
usability of the analysis tools can be improved moving
forward by involving project leaders and project leaders,
and inviting them to contribute time and talent to
develop the analysis algorithms. In forthcoming IHIWs,
the IHIW database team should be expanded to decen-
tralize the efforts and increase shared value as much as
possible.

4.3 | Future IHIWs

A major focus of the IHIW database design and infra-
structure is transferability. For such a collaborative and
global effort, the task of collecting and organizing data
may move for each IHIW. Workshop organizers and
administrators play an important role in guiding the data
collection, and in order to keep pace with the changing
technologies and analysis requirements, the data collec-
tion strategy may evolve. The DMA and database archi-
tecture were designed keeping in mind that the use cases
and projects will change, and future administrators will
be able to adapt the existing data structures to, for exam-
ple, define new participant roles to expand or restrict
access to uploaded files. It is critical that the data reposi-
tory, and collected project data, is not owned by an
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individual or single research group. The use of open-
source code, and development and using established and
novel data standards and rulesets plays an important role
in transferability and reusability.

The code for this project is completely open-source.
Although the actual submitted data is encrypted within
the AWS S3 buckets, the data management and analyses
are provided as open-source, to facilitate review and con-
tributions from the community. Workshop participants,
especially the organizers for future IHIW events, are
encouraged to participate in the use and development of
the IHIW database. This could be by submitting improve-
ment requests or bug reports, but direct contribution of
analysis techniques would be even better. The described
architecture using Lambda Functions for analysis can be
seen as a template which can be extended and improved
for other purpose-built big-data analysis. Ideas, sugges-
tions, and contributions are always welcome to improve
the functionality moving forward, to ensure high-quality
future IHIWs.
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