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Abstract: In this paper, we propose a methodology to align a medium-sized GPT
model, originally trained in English for an open domain, to a small closed domain
in Spanish. The application for which the model is finely tuned is the question
answering task. To achieve this we also needed to train and implement another
neural network (which we called the reward model) that could score and determine
whether an answer is appropriate for a given question. This component served
to improve the decoding and generation of the answers of the system. Numerical
metrics such as BLEU and perplexity were used to evaluate the model, and human
judgment was also used to compare the decoding technique with others. Finally, the
results favored the proposed method, and it was determined that it is feasible to use
a reward model to align the generation of responses.
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Resumen: En este art́ıculo se propone una metodoloǵıa para alinear un modelo
GPT de tamaño mediano, entrenado originalmente en inglés y de dominio abierto, a
un dominio cerrado y pequeño en español. La aplicación para la cual se afina el mod-
elo es para una tarea de preguntas y respuestas. Para lograr este objetivo también
fue necesario entrenar e implementar otra red neuronal (a la cual llamamos modelo
de recompensas) que pudiera calificar y determinar si una respuesta es adecuada
para una determinada pregunta. Este componente sirvió para mejorar la decodi-
ficación y generación de las respuestas del sistema. Para la evaluación del modelo
se utilizaron métricas numéricas como BLEU y perplejidad, y también se utilizó
la evaluación a juicio humano, comparando la técnica de decodificación con otras.
Finalmente, los resultados favorecieron el método propuesto, y se determinó que es
factible utilizar un modelo de recompensas para alinear la generación de respuestas.
Palabras clave: Alineación de modelo, GPT, modelo de recompensas, preferencias
humanas.

1 Introduction

Transformer neural networks have shown
great potential for natural language process-
ing (Vaswani et al., 2017). Several pre-
trained transformer language models have
been developed with the use of transfer learn-
ing, for instance the work by Radford et al.
(Radford et al., 2018). These models have
been scaled by increasing their number of pa-
rameters by hundreds of millions like GPT-

2 (Radford et al., 2019) and BERT (Devlin
et al., 2019), or up to hundreds of billions
like GPT-3 (Brown et al., 2020) and GPT-
4 (OpenAI, 2023). Transformer models are
trained with massive amounts of text and
once they have been finely aligned, they can
even recognize the task they must perform,
despite never having been specifically trained
for it. It is also possible to use the weights of
these models and fine-tune them for a partic-
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ular task, for example, open domain conver-
sational systems like DialoGPT (Zhang et al.,
2020), InstructGPT and ChatGPT (Ouyang
et al., 2022).

On one hand, training huge models like
GPT-4 is complicated and highly compu-
tationally expensive. On the other hand,
medium-size models still lack coherence and
sometimes tend to hallucinate facts. Further-
more, since they are usually trained with a
wide variety of texts on the Internet, their
behavior is not aligned to correctly follow
the user’s instructions. This highlights the
need for some additional component capa-
ble of providing consistency to the dialogue
state, as well as some kind of system that
evaluates and determines the quality of the
responses (McTear, 2020). However, it is not
always possible to have a large enough la-
beled dataset to fine-tune these models. Es-
pecially if the data comes from a knowledge
base about a particular product, service or
subject. Therefore, there is a need to search
for feasible strategies for training language
models in the response-generation task, that
can be customized for a specific information
domain.

In this article, we focus on the prob-
lem of aligning the DialoGPT model, to en-
able it to answer questions in Spanish. Di-
aloGPT is a model based on GPT-2 and it
was originally trained in English. In order
to achieve a good alignment, the model is
firstly fine-tuned with a corpus in Spanish.
Then, it is further refined with a small col-
lection of questions and answers about a spe-
cific topic. Finally, the performance of the
model is improved through a reward neural
network trained with human feedback. As a
case study, we implemented a chatbot that
answers frequently asked questions from a
University undergraduate program, which we
will refer to as the LCC dataset. The results
show that it is feasible to use a reward model
to align a medium-size GPT model to a small
set of question-answer pairs.

2 Rewards based on human
preferences

When modeling the environment for a re-
inforcement learning algorithm, a common
practice is to manually design the reward
function R : S → <. However, for language
processing, it is not as straightforward to de-
sign a reward system by hand. This is be-

cause the quality and accuracy of the gener-
ated sentences do not depend solely on their
spelling and grammar, but also on their se-
mantics and consistency with the query or
assigned instruction. Therefore, to refine a
language model through reinforcement learn-
ing, we need to employ a reward function
that can distinguish the quality of the gener-
ated sentences, just as a person would. One
way to achieve this is by training a reward
model based on human preferences, that is,
to train a sentence classifier in a supervised
manner where the dataset is created from ex-
amples previously selected and labeled by hu-
man judges. Ziegler et al. (Ziegler et al.,
2019) used this approach to fine-tune GPT-2,
so that it could generate more realistic sum-
maries. In order to do so, they represented
the probability distribution of their model as
a policy π : S × A → [0, 1], and trained a
reward model using human taggers, choosing
the best tag from a small set of possibilities,
to subsequently train the policy with the re-
ward function based on human preferences
– i.e. the rewards model learns to rate sen-
tences like a human. One of the advantages of
fine-tuning a language model with reinforce-
ment learning instead of supervised learning
is that such fine adjustment of the model re-
quires less labeled data.

All of this suggests that it is possible to
fine-tune pre-trained, not-too-giant language
models by combining reinforcement learning
techniques and human preferences, obtain-
ing models capable of understanding a wider
range of language and responding more ac-
curately to user queries. In other words, lan-
guage models can be practically aligned using
reinforcement learning components such as a
reward function.

3 Methodology

The proposed methodology is illustrated in
Figure 1. In general we have the following
components:

• Acquisition of a database in Spanish,
which is used for the first fine-tuning of
the DialoGPT conversational model.

• Acquisition of a small dataset about
a particular topic, namely, the LCC
dataset.

• Refinement of the conversational model
using the LCC dataset.
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Figure 1: Outline of the methodology.

• Manual rating by humans of the new re-
sponses generated. The resulting rating
is further used to augment the previous
version of the dataset.

• The augmented dataset and the embed-
dings generated from the fine-tuned Di-
aloGPT model are used to train a neural
network that predicts rewards for each
response, namely, the reward model.

• Optimization of the conversational sys-
tem via a decoding algorithm with re-
wards in order to align it to the specific-
topic dataset.

4 Conversational model

In this work we use the DialoGPT model be-
cause it is a tunable and relatively small lan-
guage model originally trained to generate di-
alogues in English. Moreover, it is possible
to further refine this model and adapt it to a
different language (Adewumi et al., 2021).

Thanks to the fact that DialoGPT is a
sizable model, it is possible to train it with-
out the need for huge and sophisticated com-
puting equipment, unlike larger models such
as GPT-3 and GPT-4. In this case, the
medium-size DialoGPT model trained from
GPT-2 checkpoint was used, and we further
fine-tuned it using the Spanish conversation
database. In this way, GPT-2’s weights help
the model to understand language structure
while DialoGPT’s weights provide conversa-
tional insight. The same idea is followed to

adjust DialoGPT to the Spanish language, in
order to further adapt it to the LCC dataset.

4.1 Conversations dataset in
Spanish

To refine the model to the Spanish language,
a subset of the original work database was
translated. This dataset was obtained from
the Reddit file server1, specifically, we ex-
tracted the conversations between the years
2006 and 2007 of the site. The resulting
dataset had a size of 379KB and consisted of
110 thousand examples. We used OPUS-MT
(Tiedemann and Thottingal, 2020) to trans-
late the dataset from English to Spanish, em-
ploying the one-way translator model via the
EasyNMT library2. Prior to translation, we
split the dataset into an 80% training set and
a 20% validation set.

5 Reward model

The responses that the refined DialoGPT
model generates are in Spanish but lack co-
herence and are not aligned to the user’s in-
tention. Furthermore, since the model was
trained on a set of open domain conversa-
tions, the model does not really serve a useful
purpose. To mitigate this problem, we used a
reward model based on human preferences, in
order to improve the quality of the responses
generated by DialoGPT and align the model

1File server address at https:
//files.pushshift.io/reddit/.

2EasyNMT Github repository at the link
https://github.com/UKPLab/EasyNMT.
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to a set of closed-domain dialogues focused
on a particular topic.

5.1 Creation of the dataset from
human preferences

Once the first fine-tuning on the Spanish
dataset is completed, we proceeded to build
the dataset from human preferences to fur-
ther refine DialoGPT and to train a new re-
ward model. This dataset was collected in
two stages.

In the first stage, a human tagger creates
a new set of (question, answer) pairs of a spe-
cific topic (i.e. the LCC dataset), generating
between 50 and 100 examples, to slightly fine-
tune the model. It is important to consider
two factors during this stage. First, this adi-
tional fine-tuning of the model must not dras-
tically alter the current values of the parame-
ters, otherwise, all previous training could be
forgotten and the model would be limited to
generating responses only from this dataset.
On the other hand, it is at this moment that
the dataset to which we want the model to
be aligned with is included. So, more exam-
ples of dialogues can be added to improve its
social behavior.

In the second stage, once the model has
been slightly fine-tuned, the human tagger
rates the newly generated responses on a
scale of 0 to 1, using the dataset created in
the first stage. We save the tuples (ques-
tion, response, rating) into a new dataset
that also contains examples from the previ-
ous set. This newly generated dataset is then
used to train a reward model.

5.2 Implementation of the reward
model

The reward model is essentially a feed-
forward neural network, and its architecture
is described in Figure 2. The network takes
as input, the embeddings of two sentences,
the question and its respective answer. Since
the embedding layer of the fine-tuned model
already provides a good representation of the
Spanish words, this step speeds up the learn-
ing process. These vectors are then passed
to a smoothing layer and the resulting vector
is processed through two layers with ReLU
activation function. In the final layer, the
softmax activation function converts the val-
ues to probabilities, which will be used to di-
rectly qualify a (question, answer) pair.

5.3 Optimization of the response
generation

The algorithm for optimizing the responses
using the reward model is given in Algo-
rithm 1. First, we calculate N candidates
for the next token to be generated, based
on the probabilities obtained from the lan-
guage model. Then, we calculate the score
for each of these candidates, using the al-
ready trained reward model, which takes as
input the embeddings of the input sequence
and the embedding of each candidate. The
reward model assigns a score to each candi-
date, which measures its semantic similarity
to the input sequence. Finally, the candidate
with the highest score is selected as the next
token to be generated.

The embeddings of a sentence are calcu-
lated by adding all the embeddings of each
token appearing in that sentence. This pro-
cess results in a fixed-length vector represen-
tation of the sentence that captures its se-
mantic content.

6 Experimental work

For the training of both the language and
reward models, a computer with Intel(R)
Xeon(R) 2.30GHz CPU, 12.7 GB RAM
memory, Nvidia Tesla T4 GPU with 16GB
GDDR5 1.59GHz and 107.7 GB of hard disk
storage was used. In the first instance,
the model was fine-tuned using the Spanish
dataset, and later it was further refined us-
ing the LCC dataset. The hyperparameters
used in these two training phases are shown
in Table 1.

To prevent overfitting, we used regulariza-
tion by penalty of L1 weights during training.
In addition, we employed the Noam decay
scheme (Vaswani et al., 2017) with a warmup
of 200 steps, which dynamically adjusts the
learning rate during training to improve con-
vergence.

6.1 DialoGPT model training

Figure 3 shows the result of the first training.
Notice how the model converges rapidly dur-
ing the first few iterations, and then it starts
to slow down. This is because the model was
not tuned from scratch, and although it was
trained in another language, the model al-
ready had basic knowledge about conversa-
tions and language. During the second train-
ing, the loss value of the model is very un-
stable at the beginning, which is likely due
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Figure 2: Neural network architecture for the reward function.

Algorithm 1: Decoding algorithm with rewards

Input : X: Input token sequence
Input : T : Temperature
Input : L: Maximum output length
Input : N : Number of candidates
Output: Y : Output text sentence

1 Candidates← [] ; /* candidates is initialized as an empty list */
2 for i← 1 to N do
3 Y ← [];
4 for j ← 1 to L do
5 logits← Model(X)[−1]/T ;
6 token← multinomial(softmax(logits));
7 Append(token, Y );
8 if token = Model.EOS then
9 Break;

10 end
11 X ← X + token;
12 end
13 Append(Y , Candidates); /* Y is added to the candidate list */

14 end
15 Scores← [];
16 for i← 1 to N do
17 c←Reward(Embedding(X),Embedding(Candidates[i]));
18 Append(c, Scores);
19 end
20 m← ArgMax(Scores);
21 return Tokenizer.decoder(Candidates[m]);

to the fine-tuning of the model’s pre-existing
parameters. However, once the first epoch
is completed, the model converges extraordi-
narily quickly (see Figure 4). This may be
due in part to the many-to-many structure
of the LCC dataset, which contains a diverse
range of questions and answers, allowing the
model to learn more effectively from different

types of conversational data.

6.2 Reward model training

Using the LCC dataset and the model tuned
with it, 5 answers were generated for each
question using sampling. Then, each pair
(question, answer) was labeled with a score
in the interval (0, 1). All 90 examples from
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Spanish model Spanish model + LCC dataset
Batch size 64 1
Learning rate 1× 10−5 1× 10−5

Scheme Noam decay None
Epochs 2.5 2
Reg. factor 0.01 0.001
Time 4 hours 10 minutes

Table 1: Training hyperparameters.

Figure 3: Graph of the cost function for train-
ing with the dataset in Spanish.

Figure 4: Plot of the cost function for train-
ing with the LCC dataset.

the previous LCC dataset were added to this
new set, with a score of 1.0, making a total of
540 (question, answer, score) examples. The
resulting dataset was used to train the reward
model for 1000 epochs, with a learning rate of
0.001. To evaluate this model, the precision
of the neural network was measured in two
datasets: the training and the validation one;
the latter is the original LCC dataset, and
was used to verify that at least the learned
reward function is capable of giving a positive
score to all correct (question, answer) pairs.
Figure 5 illustrates both learning curves and

Figure 5: Reward model learning curve
graph.

shows that the model has learned to correctly
reward all right answers for each question,
however, it is still difficult to assess whether
the model is capable of scoring all the wrong
dialogues with a negative rating.

7 Evaluation of the generated
responses

In order to evaluate the performance of the
reward model, the generated responses were
evaluated by comparing the system with 3
different decoding algorithms: filtered sam-
pling with top-k= 20 and top-p= 0.9 , sam-
pling with the same filtering as above and
using the rewards model with 10 candidates,
and beam search with b = 6; we choose a gen-
eration length of 200 tokens and temperature
T = 1.

For the automatic evaluation, the perplex-
ity metric and the BLEU score (Papineni et
al., 2002) were used. Perplexity measures
how well the model’s output probability dis-
tributions predict the target tokens, therefore
a low perplexity corresponds to a better per-
formance. While BLEU analyzes if the gen-
erated sentences contain sets of occurrences
that are also present in the training exam-
ples.
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7.1 Results and discussion

Table 2 shows the results. Using the BLEU
metric, normal sampling achieved a higher
accumulated score on the 90 instances while
reward sampling obtained almost 4 points
less. Both methods should have received a
score of at least 45 as almost half of the
predicted responses were correct. However,
this was not the case because BLEU auto-
matically penalizes with 0 those very small
N -grams such as uni-grams, bi-grams and
tri-grams. Although the sampling technique
was superior in this evaluation, this does not
mean that it is better due to the lack of refer-
ences and the deficiency of evaluating a con-
versational system by comparing N -grams,
because unlike machine translation, a ques-
tion can have too many associated answers.

On the other hand, in the evaluation of
perplexity, sampling with rewards showed
greater superiority, this means that the re-
wards model is capable of generating a bet-
ter probability distribution than simple sam-
pling. Furthermore, both techniques signif-
icantly outperformed the traditional beam
search technique, which indicates that re-
sponse generation is a more complex task
than simply maximizing token sequence
probabilities.

Likewise, an evaluation of human judg-
ment was also carried out. That is, the an-
swers that each technique generated through
the review of a person were evaluated, con-
sidering characteristics of the answers such as
coherence and relevance with respect to the
question. The outcome was the preference to-
wards the responses generated by the reward
sampling technique. Some examples of con-
versations generated using reward sampling
are shown in Table 3.

About 44% of the responses that the
model generated using this technique were ei-
ther identical to those of the original dataset
or at least appropriate according to the user’s
intent. Another 32% of the responses did not
provided true information but instead hallu-
cinated facts or the model wasn’t able to cor-
rectly interpret the query. The rest of the
responses were basically gibberish incoher-
ent sentences. Many of these examples were
ridiculously complex explanations and made
no semantic sense, while others tended to
have many grammatical errors with nonsen-
sical word repetitions and made-up conjuga-
tions. This is mostly because the model was

trained on a very small dataset. Language
models typically tend to be trained with mil-
lions of instances to allow the model to fully
capture the meaning of phrases and words.
Another reason why the chatbot, even using
the reward model, generates these types of
responses may be due to the quality of trans-
lation from English to Spanish of the first
dataset. In this case, it was not possible to
manually review and correct the translation
of each sentence to avoid this inconvenience.
Despite this, the technique implemented with
the reward model generated a larger number
of correct responses and fewer gibberish re-
sponses, compared to sampling without re-
wards.

8 Conclusion

In this work, a pre-trained state-of-the-art
transformer model for dialogue generation
was implemented and refined through two
consecutive fine-tuning phases in order to
align it to a small dataset of questions and an-
swers about one specific undergraduate pro-
gram at our University. To this end we used
two datasets. One dataset was used to fit the
model to the target language and the second
one was used to align it to the closed-domain
dataset. For this second step, a separate
neural network was also implemented and
trained, so that it learns to qualify and re-
ward conversations according to human pref-
erences. This model was trained with feed-
back data from the conversational system.
Finally, the reward model was used to op-
timize the dialogue generation of the tuned
transformer and its performance was com-
pared with two other response decoding tech-
niques. The result was a decent improve-
ment over the filtered sampling technique and
a huge superiority over beam search. The
results also show that it is feasible to align
a medium-sized language model to a small
dataset for a complex problem such as re-
sponse generation.

Finally, it is important to mention that
the use of a corpus originally generated in
Spanish, and not an automatically translated
one, as we did in this work for the first fine-
tuning of the conversational system, would
have certainly achieved a positive impact in
the final performance. Also, the use of a more
recent language model, like a larger GPT ver-
sion, would improve the quality of the re-
sponses in the question-answer application,
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Sampling Sampling with reward Beam search
BLEU 20.70 16.99 7.82
Perp. 8.49 6.20 12.09

Table 2: Evaluation with numerical metrics.

Figure 6: Evaluation using BLEU.

considering of course that retraining any of
the newest data-hungry versions would im-
pose some technical constraints, in terms of
the computational power needed to do it.
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y lógica, la programación y los retos ¡te recomendamos
Ciencias de la Computación!

¿Cuántos años se estudia? El plan actual tiene una duración desde 9 semestres a 18
semestres.

¿Hay apoyos económicos? Śı, hay varios tipos de apoyos y becas que puedes consultar
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¿Qué lenguajes de programación
aprenderé?
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