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SYNOPSIS 

1 Overview 

The core objective of this cumulative dissertation is to generate new insights in the occur-

rence and prediction of unethical firm behavior disclosure. The first two papers investigate pre-

dictors and antecedents of (severe) unethical firm behavior disclosure. The third paper ad-

dresses frequently occurring methodological issues when applying machine learning ap-

proaches within marketing research. Hence, the three papers of this dissertation contribute to 

two recent topics within the field of marketing: First, marketing research has already focused 

intensively on the consequences of corporate misconduct and the accompanying media cover-

age (e.g., Stäbler and Fischer 2020). Meanwhile, the prediction [Paper 1] and the process of 

occurrence [Paper 2] of such threatening events have been examined only sporadically so far. 

Second, companies and researchers are increasingly implementing machine learning as a meth-

odology to solve marketing-specific tasks (Ma and Sun 2020). In this context, the users of ma-

chine learning methods often face methodological challenges, for which this dissertation re-

views possible solutions [Paper 3]. Table 1 presents an overview of the three articles as well as 

the involved authors and the publication-status information. 

Table 1: Overview of Presented Dissertation Projects 
Paper Title Author(s) Status 
1 When Will We Get in Trouble 

(Again)? Predicting the Occurrence 
of Severe Negative Publicity for 
Firms 

Lars Gemmer, Samuel 
Stäbler, and Marc 
Fischer 

Prepared to submit to: Manage-
ment Science 

2 When is Competition Really 
Healthy? Analyzing the Impact of 
the Firm’s Competitive Situation 
on the Disclosure of Unethical Firm 
Behavior 

Lars Gemmer, Alexan-
der Edeling, and Marc 
Fischer  

Prepared to submit to: Journal 
of Marketing  

3 Machine Learning in Marketing – 
A Review of Recurring Problems 
and How to Solve Them 

Lars Gemmer Prepared to submit to: Interna-
tional Journal of Research in 
Marketing 

Notes: Lars Gemmer made a major and substantial contribution to all three papers of this dissertation, including 
idea development, development of the empirical designs, data collection, data analyses, and writing up the man-
uscript. 
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2 Introduction 

Marketing research is characterized by two ongoing trends reflected in the three disserta-

tion papers. First, marketing researchers increasingly address the subject of unethical miscon-

duct committed by companies and resulting corporate crises (Dinner, Kushwaha, and 

Steenkamp 2019; Kang, Germann, and Grewal 2016). The importance of this topic has risen 

notably in recent years. The disclosure of corporate misconduct has the potential to trigger a 

serious corporate crisis with major negative consequences on key performance metrics of firms 

including sales figures (Van Heerde, Helsen, and Dekimpe 2007; Zhao, Zhao, and Helsen 2011) 

and firm value (Flammer 2013; Kang, Germann, and Grewal 2016). 

The second trend in marketing research refers to the methodology of machine learning (Ma 

and Sun 2020; Ngai and Wu 2022). Machine learning is a process of mathematical algorithms 

learning patterns in data observations and then making predictions or classifications (Kirasich, 

Smith, and Sadler 2018). Machine learning-based methods have been established in the scien-

tific context for decades (Rumelhart, Hinton, and Williams 1986; Quinlan 1986). The currently 

observed trend towards the increasing application of machine learning methods in research and 

in analytics departments of companies is driven by a better access to data, more computing 

power, and the continuous development of algorithms (Lantz 2019). An increased interest in 

machine learning applications is also observed in marketing science, though “the use of ma-

chine learning methods in marketing is still at an early stage” (Ma and Sun 2020, p. 482). As 

Ma and Sun (2020) explain, machine learning affects practical decision-making processes 

across the whole marketing mix.  

The classification of the studies in Figure 1 demonstrates the interrelationships of the re-

spective dissertation papers and illustrates how they connect to the two described thematic 

trends. Both, study 1 and study 2 of this dissertation cover the substantive topic of ESG-related 
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unethical firm behavior and its disclosure. In study 1, machine learning algorithms are used to 

predict the future occurrence of severe threatening news coverage of corporate misconduct. 

Figure 1: Classification of Presented Dissertation Papers and their Interdependencies   
 

 

Study 2 identifies relationships between the specific competitive situation of a company 

within its industry and unethical firm behavior disclosure. Both studies contribute to the theory 

on unethical firm behavior and resulting corporate crises as they shed light on the so far poorly 

investigated antecedents of unethical firm behavior. 

Machine learning plays a crucial role for the empirical analysis of the data in study 1. In 

this context, the paper exemplifies that marketing researchers face recurring challenges when 

applying machine learning (e.g., the prediction of rarely occurring events, the selection of the 

“right” performance metrics, or the incorporation of different misclassification costs). Paper 3 

addresses these machine learning-based issues for marketing researchers and presents possible 

solutions by reviewing the computer science literature. 

The first paper, titled “When Will We Get in Trouble (Again)? Predicting the Occurrence 

of Severe Negative Publicity for Firms” (co-authored by Lars Gemmer, Samuel Stäbler, and 
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Marc Fischer) introduces a cost-sensitive machine learning-based model that predicts when the 

next threatening information about a firm’s unethical firm behavior is likely to be disclosed. 

Based on an analysis of 3,271 companies and their negative news coverage, this study shows 

how the forecast can be used in the short term to analyze whether severe negative publicity 

should be expected in the upcoming week or not. The model correctly identifies 8.6 out of 10 

severe negative publicity events and achieves a balanced accuracy of about 85.5%. In addition, 

the study shows how this week-to-week forecast can be used by managers with longer lead 

times to address upcoming threats. The prediction model enables companies to identify upcom-

ing threats that require appropriate attention. 

The second paper, titled “When is Competition Really Healthy? Analyzing the Impact of 

the Firm’s Competitive Situation on the Disclosure of Unethical Firm Behavior” is co-authored 

by Lars Gemmer, Alexander Edeling, and Marc Fischer. This study introduces new variables 

that measure the competitive situation of firms within one industry and identifies which com-

petitive constellations intensify the pressure and force managers to act unethically. The findings 

from the analysis of more than 2,777 companies and 68,992 disclosed unethical firm behavior 

incidents contribute to the ongoing debate regarding the role of market share and market share-

based competition for firms’ behavior and financial performance. It shows that unethical firm 

behavior disclosure reduces the market share, and thus, weakens the competitive situation of 

firms. Hence, an extreme focus on market share maximization (by unethical means) is poten-

tially counterproductive for succeeding in competition. 

Paper 3, titled “Machine Learning in Marketing – A Review of Recurring Problems and 

How to Solve Them” (by Lars Gemmer), identifies recurring challenges that marketing re-

searchers frequently face when applying machine learning approaches. Based on a review of 

representative marketing-related studies applying machine learning algorithms, this study over-

views solutions from computer science literature for each of the identified issues. The results 
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of this study offer practitioners as well as researchers fruitful ways to apply machine learning 

more efficiently. 

The following section summarizes relevance, research aims, main results as well as impli-

cations of the three dissertation projects. 

3 Summary of Dissertation Projects 

3.1 Paper 1: When Will We Get in Trouble (Again)? Predicting the Occurrence of Severe 

Negative Publicity for Firms 

 
Companies are increasingly confronted with negative publicity covered across a wide range 

of channels from low-reach local blogs to high-reach international newspapers. Such a negative 

publication may trigger a severe corporate crisis with negative consequences for the firm. 

Threatening news articles cover many different topics like malfunctioning products, environ-

mental pollution, corruption, poor working conditions as well as issues of diversity and inclu-

sion.  

In line with this high practical relevance, the related area of corporate crisis research has 

grown to a major field over the last decades and studied the consequences of crisis events as 

well as important mediators and moderators of this process (Borah and Tellis 2016; Cleeren, 

Dekimpe, and Helsen 2008). For example, existing research focuses on the analysis of the con-

sequences of firm crises on various outcome variables such as firm value (Flammer 2013; Kang, 

Germann, and Grewal 2016), sales (Van Heerde, Helsen, and Dekimpe 2007; Zhao, Zhao, and 

Helsen 2011), perceived quality (Gijsenberg, Van Heerde, and Verhoef 2015), and marketing 

effectiveness (Liu and Shankar 2015). In addition, numerous studies have identified moderators 

(Cleeren, Van Heerde, and Dekimpe 2013; Gao et al. 2015; Rubel, Naik, and Srinivasan 2011) 

and mediators (Berger, Sorenson, and Rasmussen 2010; Stäbler and Fischer 2020) of these 

relationships. Little knowledge, however, exists about the antecedences and the predictors of 

important crisis events.  
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This study fills this research gap by answering the research question of whether it is possi-

ble to predict the occurrence of severe negative publicity at a reasonable level of accuracy by 

using only available structured data. In addition, the study deals with the question how to con-

trol for the different sizes of the misclassification costs (i.e., costs due to falsely predicting a 

severe negative publicity and costs due to missing a severe negative publicity).  

The introduced prediction model is calibrated on a unique dataset of 11 years of weekly 

data from 3,271 companies and their negative news coverage in more than 100,000 media re-

sources and 23 languages. Even though the analyzed data set contains 14,440 severe negative 

publicity events, these are still very rare events at a frequency of less than 1%. 

Results show that, within the setting of the study, XGBoost is the most promising machine 

learning approach for this extremely imbalanced prediction task as it outperforms all other 

tested methods. Independent of a specific classification threshold, the XGBoost algorithm per-

forms 13.79 times better than a random classifier. Incorporating the different misclassification 

costs of potential users of the forecasting model by applying the cost optimal threshold for an 

exemplary cost ratio of 2:1, the XGBoost model identifies 8.6 out of 10 severe negative pub-

licities achieving a balanced accuracy of 85.50%. 

The study further reveals that the history of negative publicity (e.g., the time since the last 

negative publicity event occurred) is the most relevant information when predicting future event 

occurrence. However, marketing-related variables like the advertising spending or the customer 

relationship equity also matter for the prediction model. 

The results have important implications for managers and for investors. The study shows 

that trading stocks according to the recommendations of the prediction model reduces the costs 

arising from unanticipated negative news coverage by 42.57%. Furthermore, the study reveals 

substantive insights into the drivers of severe negative publicity occurrence probability. Such 
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findings on the variable effect size as well as the potential direction of the effect of the individ-

ual variables are of high interest to shareholders and managers of the companies concerned. 

Next-week forecasts are hardly actionable for managers because they do not give managers 

sufficient time to act in response to an upcoming threat. Therefore, the study develops an early 

warning tool for managers that makes use of the time-series of the weekly forecasts to determine 

the duration in which the next severe negative publicity is likely to occur. In periods of in-

creased risk, managers may reduce the probability of severe negative publicity. For example, 

corporate risk management may strive to prevent decision makers’ unethical behavior through 

communication and monitoring activities. 

3.2 Paper 2: When is Competition Really Healthy? Analyzing the Impact of the Firm’s Com-

petitive Situation on the Disclosure of Unethical Firm Behavior 

 
Shortly after Volkswagen’s market share became larger than Toyota’s (Financial Review 

2015), the Volkswagen emissions scandal became public (Siano et al. 2017) leading to the 

company’s lowest market share since the financial crisis (Financial Times 2016). This example 

indicates the potential relationship between an intense market share-based competition orienta-

tion (i.e., race for a better position within the industry), disclosed unethical firm behavior (i.e., 

emissions scandal), and a resulting setback with regard to the competitive position (i.e., reduc-

tion of market share).  

For many managers, one of the primary goals is to increase market share (Bhattacharya, 

Morgan, and Rego 2022; Farris et al. 2010). However, numerous studies question the pursuit 

of higher market share as a panacea. For instance, a higher market share may result in a decrease 

of customer satisfaction (Rego, Morgan, and Fornell 2013). Results from a meta-analysis by 

Edeling and Himme (2018, p. 4) question a strategy of a firm that “focuses too strongly on 

retaining and increasing market share as a business objective”. Armstrong and Collopy (1996) 

suggest that firms should ignore their competitors and focus on profit maximization. This 
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ongoing discussion about the role of market share for firms raises the question to what extent 

the effects of the Volkswagen example are generalizable. 

This study fills this knowledge gap by answering the following research questions: (1) Are 

there competitive situations of firms within one industry that influence the pressure on decision-

makers in firms and trigger unethical actions and their disclosure? (2) If yes, which specific 

situations of competitive performance exist and how do they drive unethical firm behavior dis-

closure? (3) Can striving for an improvement of the competitive situation actually turn into a 

disadvantage resulting in a worse competitive position? 

In order to answer these research questions, the study introduces new market share-related 

variables that reflect the competitive situation of a firm within the industry and analyzes the 

unethical behavior disclosure of 2,777 international companies from 79 different industries in 

the time window from 2007 to 2017. 

The results show that information regarding three different factors are relevant to explain 

the unethical behavior disclosure. These include the global ranking-related position of a com-

pany within an industry, the market-share based proximity of direct competitors, and dynamic 

changes of the global position and the proximities. In addition, the study finds that one addi-

tional unethical firm behavior disclosure per year significantly decreases the market share by 

.82% on average, and thus, leads to an actual setback in the battle for a better competitive po-

sition.  

These new empirical generalizations imply, for example, that firms should include intra-

industry competitive constellations when implementing internal monitoring measures that warn 

of corporate misconduct (disclosure). Investors, especially those that take ESG criteria into 

consideration (McGee 2022), may use this study’s insights to optimize their investment deci-

sions and to adapt their investment portfolio proactively by analyzing the competitive situations 

of focal firms. 
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Furthermore, managers’ attempts to strive for a better competitive situation by unethical 

means are not necessarily crowned with success. It can even be counterproductive and counter-

act an improvement of the competitive position. Based on these findings, companies may re-

think the incentives for their decision-makers and define other more sustainable goals such as 

increasing brand equity or improving customer relationships, instead of focusing on the poten-

tially detrimental market share maximization.   

3.3 Paper 3: Machine Learning in Marketing – A Review of Recurring Problems and How 

to Solve Them 

 
The application opportunities of machine learning methodologies are diverse and the ex-

isting algorithms provide solutions across various research disciplines. For example, machine 

learning is used for the prediction of earthquakes (Asim et al. 2018; Mignan and Broccardo 

2020), medical diagnosis (Kononenko 2001), crime prediction (Jordan and Mitchell 2015; 

Wang, Gerber, and Brown 2012) as well as bankruptcy prediction (Devi and Radhika 2018; 

Wang 2017).  

Machine learning is also of increasing relevance for marketing researchers (e.g., Lemmens 

and Croux 2006; Lemmens and Gupta 2020). Several existing review studies underpin the es-

sential role as well as the complexity of machine learning within the field of marketing (Ma 

and Sun 2020; Ngai and Wu 2022). Thereby, these reviews focus on the analysis of the research 

problem or the type of applied algorithms.  

The challenges that marketing researchers face when applying machine learning methods 

are often comparable and of recurring nature. For example, highly skewed (or imbalanced) data 

that involve only a few observations within one of the classes are quite common (e.g., churn 

prediction and business failure prediction). For these recurring hurdles, there exists a multitude 

of potential solutions in computer science, which researchers and practitioners can only hardly 

overview. 
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The study aims to present potential solutions for recurring machine learning-based prob-

lems typically occurring in marketing tasks, such as imbalanced target variables, selection of 

variables, cost-sensitive learning, tuning of hyperparameters, interpretable machine learning as 

well as the selection of the performance metrics. Based on an initial identification of frequently 

occurring challenges of machine learning applications in marketing, this study overviews vari-

ous approaches to solve these obstacles.  

The study presents representative research dealing with marketing-related classification 

tasks and applying machine learning methods. Based on the general learning process, the re-

curring problems are grouped into three different categories: First, data-driven challenges orig-

inate from characteristics of the analyzed data and the variables. Second, abstraction-based 

challenges mainly refer to challenges within the model creation process or the training of the 

machine learning algorithms. Third, generalization-based challenges include challenges refer-

ring to actionable implications or performance evaluation. 

The results reveal six major hurdles for marketing researchers applying machine learning 

for classifications. Within data-driven challenges researchers often need to handle highly im-

balanced data sets as well as to identify the optimal set of variables to build the models. Ab-

straction-based challenges include cost-sensitive machine learning and the tuning of hyperpa-

rameters. Generalization-based challenges deal with the selection of the right metric to evaluate 

the classification performance as well as interpretable machine learning. For all of these six 

problems, the study synthesizes computer science literature that offers potential methodological 

solutions.   

The insights provided by this review offer guidance for both, researchers and practitioners 

within the field of marketing and beyond. From a methodological point of view, the study over-

views solutions for researchers to overcome recurring hurdles in machine learning. In this way, 

the review facilitates scientific working by providing concrete directions. Furthermore, the 
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study combines machine learning-based problems from the marketing field with methodologi-

cal solution approaches from computer science. 

The findings enable companies to apply machine learning more efficiently. In this way, the 

analytical foundation of marketing mix decisions can be improved, which creates additional 

monetary value for companies (e.g., through cost-sensitive machine learning or the selection of 

the right performance metrics). 
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PAPER 1: WHEN WILL WE GET IN TROUBLE (AGAIN)? PREDICTING THE 
OCCURRENCE OF SEVERE NEGATIVE PUBLICITY FOR FIRMS 
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ABSTRACT  

Companies are increasingly confronted with negative publicity related to, for example, 
malfunctioning products, pollution, corruption, diversity, inclusion, and other controversies. 
Indeed, the average yearly growth rate of negative news has reached 21.8%. Such negative 
press can trigger a corporate crisis with severe adverse consequences. Whereas most prior re-
search has focused on the potential consequences of such trigger events, this study focuses on 
predicting these events on a weekly basis. The authors introduce a cost-sensitive machine learn-
ing-based prediction model calibrated on a unique data set of 11 years of weekly data from 
3,271 companies and their negative news coverage. The model produces a time-varying trigger 
event forecast for each company. In the short term, this forecast can be used to analyze whether 
a trigger event should be expected in the upcoming week. Applying the cost-optimal classifi-
cation threshold, the model identifies 8.6 of 10 trigger events achieving a balanced accuracy of 
approximately 85.5%. In addition, the study shows how managers can use this week-to-week 
forecast when they need longer lead time to address threats. The prediction model enables man-
agers to identify trends that are indicative of upcoming threats and require appropriate attention. 

 

Keywords: Cost-sensitive prediction, corporate crises, negative publicity, unethical firm be-
havior 
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1 Introduction 

Companies are increasingly confronted with negative publicity generated from a wide 

range of channels, from low-reach local blogs to high-reach international newspapers. Such 

negative press can trigger a crisis with potentially severe financial and other adverse conse-

quences for firms. Threatening news articles cover a variety of topics (e.g., malfunctioning 

products; environmental pollution; corruption; poor working conditions; issues of diversity, in-

clusion, and equity).  

In line with this emerging trend, the related area of corporate crisis research has grown into 

a major field over the past few decades, investigating the consequences of crisis events as well 

as important mediators and moderators of this process (Borah and Tellis 2016; Cleeren, Van 

Heerde, and Dekimpe 2013). For example, existing research focuses on analyzing the conse-

quences of firm crises on outcome variables such as firm value (Kang, Germann, and Grewal 

2016), sales (Van Heerde, Helsen, and Dekimpe 2007; Zhao, Zhao, and Helsen 2011), per-

ceived quality (Gijsenberg, Van Heerde, and Verhoef 2015), and marketing effectiveness (Liu 

and Shankar 2015). In addition, numerous studies have identified moderators (Cleeren, Van 

Heerde, and Dekimpe 2013; Gao et al. 2015; Rubel, Naik, and Srinivasan 2011) and mediators 

(Berger, Sorensen, and Rasmussen 2010; Stäbler and Fischer 2020) of these relationships. 

Little knowledge, however, exists about the antecedents and the predictors of important 

crisis events. An exception is Rubel, Naik, and Srinivasan’s (2011) study, which shows that 

firms potentially change their advertising expenditures strategically in anticipation of changes 

in economic performance. Another work is Campbell and Shang’s (2022) recent accounting 

study, which explores employee comments in social media to evaluate the risk that a company 

will be prosecuted by U.S. regulatory bodies in the future due to misconduct. While prosecution 

misconduct cases in the United States are important events for firms, they represent a specific 

and rather small group of threatening negative events, and they typically do not receive media 
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attention. In fact, negative publicity includes a much wider range of topics, including actions 

that do not break any laws and simply violate societal norms, as well as fake news stories. The 

scope of this work is all potentially relevant issues of corporate misbehavior, with or without 

cause, covered in thousands of media sources across the world. Specifically, the purpose of this 

study is to predict such negative news that may have severe consequences for the firm. 

A corporate crisis is often associated with a date when information is released that triggers 

the evolution of a crisis, which we refer to as a “trigger event”. A well-known example of such 

an event with significant negative consequences is the widely publicized complaint about poor 

customer service at United Airlines (e.g., Li, Juric, and Brodie 2017). A dissatisfied customer 

produced a music video describing United’s mishandling of his guitar and the company’s bad 

customer service, and he posted the video on social media. The video went viral, and as a con-

sequence, the company’s reputation and stock price were significantly damaged.  

Oftentimes, a trigger event results in further news events presenting new pieces of infor-

mation that are not necessarily related to the prior issue but have the capacity to significantly 

harm the firm. These news events could mark a new crisis or be part of an ongoing one. For our 

study, the conceptual separation of crises and thus the sequence of events is not of interest as 

long as the newly revealed information is of relevance (i.e., the negative news event involves a 

negative feedback effect from the stock market). 

Such trigger events represent the focal event to be predicted in this study. Note that alt-

hough we focus only on news that offers new information and does not repeat prior news, not 

every piece of negative publicity has financial consequences for the firm. In fact, our data show 

that only about one of three negative news items ultimately adversely affects the firm in form 

of a negative effect on stock return. As we show subsequently, however, the other two-thirds 

of harmless negative publicity still bear important predictive content. 
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We introduce a prediction model calibrated on a unique data set of 11 years of weekly data 

from 3,271 companies and their negative news coverage in more than 100,000 media resources 

and 23 languages. Although we identified 14,440 of such trigger events, we note that they are 

still very rare events within this large set of companies and long time period, occurring at a 

frequency of less than 1%. This situation creates special challenges for prediction comparable 

to the prediction of earthquakes and crimes. 

Our prediction approach uses only structured information in a standardized format that is 

easily accessible before the trigger event. The accessibility of the data is important so that var-

ious stakeholders can make use of this prediction approach. The forecasting model involves a 

machine learning (ML) algorithm that addresses the challenges of highly imbalanced outcomes. 

Note that we do not introduce a new machine learning method; rather, we make use of four 

already existing and well-established methods, including logistic regression, to build our fore-

casting model. 

The prediction involves two types of errors – missing a trigger event and falsely predicting 

one – that are likely to produce different perceived costs for the user of the forecast. Incorpo-

rating these varying misclassification costs into our prediction makes the forecasting approach 

cost-sensitive. Based on the ratio of the costs, we obtain a user-specific classification threshold 

that maximizes performance measured by the balanced accuracy. In our application, the pre-

diction model correctly identifies 8.6 of 10 trigger events and achieves a balanced accuracy of 

85.5%.  

The main outcome of the proposed model produces a probability that a firm will face a 

trigger event in the upcoming week. We use this information in two ways. Stakeholders like 

investors, for example, are interested in being alerted of an event with negative stock value 

consequences at very short notice so they can flexibly adjust their investments. Firm managers, 

in contrast, need a longer lead time to prepare for and counter potential threats to the company. 
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To address their needs, we show how managers can use the short-term forecast of the ML-based 

model as an alert index that warns them in advance of a trigger event in the longer future. This 

prewarn system monitors the development of the predicted weekly trigger event probability 

over the last quarter and alerts management of a change in the long-term horizon until the next 

trigger event occurs at a given probability. A significant shortening of the horizon arises if the 

probability exceeds one or more thresholds that are specific to the industry, firm size, and re-

gion. With this long-term perspective, managers can transparently determine how likely a trig-

ger event is to occur in a given future time period that requires appropriate attention and 

preemptive action. 

The reminder of this paper is organized as follows. We first present the data, as the char-

acteristics of these data involve specific challenges that drive the subsequent development of 

our model. Next, we conceptually develop the prediction model and describe the applied meth-

odology. In the subsequent sections, we present the prediction results and explain the manage-

rial value of our study. We conclude with a discussion.  

 
2 Data 

The prediction of trigger events on a weekly basis is a challenging process because these 

events occur extremely infrequently. The aim of this section is to introduce the data and their 

characteristics. The specific characteristics of the data are relevant for the subsequent theoreti-

cal derivation of individual predictor variables and the identification of an appropriate method-

ological approach (e.g., a powerful machine learning algorithm). 

2.1 Definition of Trigger Events 
 

We define the trigger event period as the calendar week in which the first report on the threat-

ening news is published in a news outlet. A negative news event is a result of two conditions. 

First, a cause or reason for the negative publicity must exist, which can be based on evidence 

or rumor. Note that we also consider fake news. Stäbler and Fischer (2020) show that only 
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about 43% of negative news reports are evidence based. Even if the event is of speculative 

nature or fake news, it still could represent threatening negative news for the company with 

potentially severe consequences. For example, the unfounded rumor that McDonalds processed 

worms in its products led to a local drop in sales of 30% (Tybout, Calder, and Sternthal 1981). 

Thus, these types of events also need to be considered in the prediction. Second, media and 

other public sources and stakeholders must become aware of an issue and evaluate it as news-

worthy. Unknown and unselected issues generate no negative publicity and are not relevant for 

our prediction task.  

2.2 Population of Negative News Events 

RepRisk, a global intelligence firm, provided the data on negative news coverage of com-

panies. Prior studies have used the RepRisk database, and it is well established in business 

research (e.g., Dinner, Kushwaha, and Steenkamp 2019). The company screens a broad range 

of over 100,000 media, stakeholders, and other third-party sources in 23 languages (reaching 

more than 95% of the world’s gross domestic product based on the official language indicated 

per country) to identify negative news incidents (RepRisk 2023). The media screened by Re-

pRisk include print and online media (including local, regional, national, and international), 

communications from nongovernmental organizations, government bodies, regulators, and 

think tanks as well as newsletters and social media including Twitter, blogs, and other online 

sources.  

RepRisk identifies the very first news report on all potential issues that threaten corporate 

reputation. These news reports cover more than 70 issues and topics, which relate to not only 

unethical firm behavior but also product failures and controversial topics (e.g., child labor, 

fraud, poor employment conditions, waste issues, supply chain issues, water scarcity, pornog-

raphy, privacy issues; for a full list of covered topics, see Appendix A).  
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Importantly, RepRisk does not restrict itself to a pre-defined sample of firms. Specifically, 

it does not search for specific companies in the media but rather identifies news items that cover 

negative issues and topics and then includes all companies associated with these topics in its 

database. Consequently, the data set contains companies from all over the world, and any ex-

isting company has the potential to be included in the RepRisk data set as soon as unfavorable 

media coverage occurs about it. RepRisk’s data include more than 205,000 companies from all 

industries and countries: 33% of the firms are from Asia, 26% from Europe, 24% from North 

America, and 17% from other areas, and 7% are publicly listed. The news events are accessible 

via public sources; thus, they are replicable and freely accessible, and companies can easily 

monitor them.  

Figure 1 graphically demonstrates the practical relevance of negative publications about 

firms. The graph shows the sharp increase in negative publicity per week for 3,271 companies 

analyzed in this study in the time period 2007–2017 (574 weeks): only about 26 negative news 

events per week occurred on average in 2007, but the number increased to an average of 214 in 

2017.  

We aggregate daily news media events on a firm-week basis and create a dummy variable 

that measures whether a company is exposed to at least one negative news event in a firm-week 

from Monday to Sunday over the period 2007–2017. In 31.8% of the firm-weeks with negative 

news events, firms faced more than one negative news event across the world. We treat them 

as one event because they cannot be separated at the weekly level and this separation is not 

relevant to us; we focus on week-by-week predictions.1 

 

 

	
1 We also considered the daily level. However, this level is not meaningful for practical reasons. First, the daily 

level makes the highly unbalanced dataset even more extreme (by factor 4). Second, given our global scale, the 
day becomes a fuzzy concept for event prediction due to the time difference. A Monday in one time zone is 
already a Tuesday in another zone. 
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Figure 1: Number of Negative News Incidents During 2007–2017 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
2.3 Population of Firms  

Our firm population consists of publicly listed firms included in Compustat (North Amer-

ica and Global) and for which we have advertising data from Kantar's database available. We 

need these firms for the purpose of separating out the threatening news that have significant 

negative consequences for the firm (see the subsequent section for details). Advertising spend-

ing is an important mandatory variable because it can have strong predictive power of news 

coverage of negative events (Stäbler and Fischer 2020). The intersection of these two databases 

still results in a large final sample of 3,271 companies. In total, the data set yields 1,588,306 

firm-week observations.  

Only about 50% of the companies (=1,595) faced one or more negative news events during 

the 11-year observation period. Including companies with no negative news report is especially 

valuable to avoid calibrating the prediction model only on the population of firms facing nega-

tive events. 
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2.4 Identification of Trigger Events 

Not every negative news event turns into a trigger event with negative consequences for 

the firm involved. Negative consequences can be diverse, and managers’ perceptions of them 

can subjectively vary. Although measuring all consequences is not possible, we were able to 

track investors’ reactions. Thus, we only predict negative news events that have a negative 

financial impact for firms – that is, those events associated with negative abnormal stock market 

returns in the firm-week of occurrence (e.g., Gao et al. 2015).  

We apply the market model to identify the trigger events (e.g., Dinner, Kushwaha, and 

Steenkamp 2019). The stock market return of company i in firm-week w (SRiw) measures the 

relative change in the stock price from the previous week to the next week. The market model 

estimates the expected stock market return (Eretiw) for a company in a given firm-week. We 

calculate the expected stock return as follows: 

																																																										Eret!" = α!" + β!"MSCI"	.																																													(1)  

We use the weekly stock market return of the previous 12 months before the negative news 

event occurred in form of rolling time window regression to estimate the week and company-

specific	α and b coefficients (Mazodier and Rezaee 2013). We use the weekly global bench-

mark stock market return from the MSCI World Index (MSCIw) to predict the expected stock 

market return for a given week and company. The MSCI World Index represents about 85% of 

the market capitalization in 23 countries and is considered one of the world’s most important 

stock indices. A global index is suitable as our sample is global, which is also the reason why 

we cannot apply the Fama-French factors that are only available for the U.S. stock market. We 

only consider negative news events a trigger if the following condition is fulfilled for the re-

spective week: SRiw – Eretiw < 0. 

It is not possible to determine the financial impact of every negative news incident because 

some stock market returns are missing or a share is not traded each period for various reasons 
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(e.g., no public ownership, mergers and acquisitions, stock suspensions). To be conservative, 

we do not classify these firm-weeks as trigger events.  

In total, we identify 14,440 firm-weeks with at least one trigger event out of 41,879 firm-

weeks with negative news events, and we found 1,004 (31.2%) companies that faced at least 

one trigger event between 2007 and 2017. The average abnormal return for the identified trigger 

events equals −3.3% (median = −2.0%). 

2.5 Evolution of Negative News and Trigger Events  

Table 1 shows the distributions for firm-weeks with negative news and with trigger events 

over the 11 years covered in the data set. In line with the increase of news incidents across firms 

per week shown in Figure 1, we observe a strong increase in the number of firm-weeks with 

negative news and trigger events over time.  

Table 1: Evolution of Firm-Weeks with Negative News Events and Trigger Events 
Year Number of 

firm-weeks 
with negative 
news event 

Number of 
firm-weeks 
with trigger 
events 

Growth rate 
of firm-weeks 
with negative 
news (in %) 

Growth rate of 
firm-weeks with 
trigger events 
(in %) 

Share of trig-
ger events  
(in %) 

2007 1,080 270 — — 25.0 
2008 2,010 660 86.1 144.4 32.8 
2009 1,602 517 −20.3 −21.7 32.3 
2010 2,327 788 45.3 52.4 33.9 
2011 2,971 933 27.7 18.4 31.4 
2012 4,102 1,349 38.1 44.6 32.9 
2013 4,771 1,700 16.3 26.0 35.6 
2014 6,056 2,171 26.9 27.7 35.9 
2015 5,839 2,295 −3.6 5.7 39.3 
2016 5,268 1,650 −9.8 −28.1 31.3 
2017 5,853 2,107 11.1 27.7 36.0 

Average 3,807.18 1,312.73 21.8 29.7 34.5 
  
On average, the number of firm-weeks with negative news events per year increased by 

21.8% and the number of firm-weeks with trigger events by 29.7% from one year to the next, 

which strongly underscores the rising importance of negative publicity for companies. The av-

erage share of trigger events among all negative news is at 34.5%.  
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Notes: a Industries are identified according to two-digit NAICS code classification. 
b Share is calculated with the exact values and not with the rounded values presented in columns 2 and 3.

Table 2: Industry-Specific Descriptives 

Industrya Number of weeks 
with negative 

news event per 
company and year 

Number of 
weeks with 

trigger event 
per company 

and year 

Share of weeks with 
trigger event to weeks 

with negative news 
event (in %)b 

Share of com-
panies with 

negative news 
events 
(in %) 

Average 
abnormal 
return for 

trigger 
event 

Total sales 
per year and 

firm  
(in $1m) 

Average 
monthly ad-

vertising 
budget  

(in US$000)  
Utilities 
 

3.14 1.01 32.17 82.43 −.024 9,117.73 15.95 
Transportation and Warehousing 
 

2.42 1.05 43.61 80.00 −.021 31,072.60 2,050.36 
Nonstore Retailers 
 

2.13 .87 40.69 63.16 −.028 14,148.26 2,883.47 
Air, Water, Railway Transportation 
 

1.83 .57 31.06 75.33 −.031 8,026.92 264.88 
Food and Textile Manufacturing  
 

1.67 .58 34.79 79.59 −.030 6,241.55 2,328.06 
Finance and Insurance 
 

1.66 .65 39.33 58.66 −.030 5,658.92 656.57 
Mining 
 

1.62 .49 30.10 50.73 −.038 3,708.57 6.14 
Wood and Chemical Manufacturing 
 

1.48 .44 29.79 53.78 −.824 9,861.50 1,789.39 
Steel and Machine Manufacturing 
 

1.11 .39 34.75 49.49 −.039 6,925.58 938.31 
Grocery Retailer 
 

.98 .43 43.55 67.53 −.030 8,287.50 1,374.70 
Wholesale Trade 
 

.97 .34 34.56 56.76 −.108 19,549.43 500.40 
Accommodation and Food Service 
 

.93 .36 38.49 62.26 −.028 2,898.70 2,464.24 
Construction 
 

.71 .28 40.26 61.67 −.037 4,873.32 18.76 
Administrative and Support Service 
 

.70 .27 38.49 53.45 −.025 3,002.02 114.27 
Information 
 

.50 .17 34.48 33.53 −.028 3,781.93 1,614.85 
Professional Services 
 

.41 .09 22.54 42.52 −.038 2,596.00 162.38 
Health Care  
 

.38 .14 37.50 54.84 −.041 3,753.35 170.07 
Educational Services 
 

.21 .08 36.36 50.00 −.151 1,169.38 1,801.05 
Arts and Entertainment 
 

.19 .05 29.03 33.33 −.023 838.01 126.90 
Real Estate 
 

.15 .05 32.60 43.93 −.042 1,377.39 218.05 
Other Services  
 

.07 .02 25.00 20.00 −.037 1,137.41 460.51 
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The number of firm-weeks with negative news and trigger events also strongly depends on 

the industry to which the individual company belongs. Table 2 shows the average yearly num-

ber of firm-weeks with negative news and trigger events per company for different industries 

in the observation period. For example, Information companies (e.g., BlackBerry, Yelp) faced 

on average .5 negative news events per year; of these incidents, .17 events were trigger events. 

Utility companies (e.g., American Electric Power, Black Hills) were exposed to the greatest 

risk of negative news coverage. Firms in this industry faced on average more than one trigger 

event each year. 

The proportion of negative news items that represent trigger events also varies considerably 

between industries. For example, in the Professional Services industry (e.g., FalconStor, Niel-

sen), only 22.5% of firm-weeks with negative news events also experience trigger events. In 

contrast, the Transportation and Warehousing industry (e.g., American Airlines, FedEx) has a 

much larger proportion, at 43.6%. These large differences are an indication of the relevance of 

accounting for the industry code when determining the risk exposure. 

 
3 Conceptual Development of the Prediction Model 

Before we introduce our conceptual model for the prediction, we discuss insights from 

other business-related (e.g., churn prediction, bankruptcy prediction) and non-business-related 

(e.g., quantitative criminology, seismology) scientific disciplines that also must address the 

challenge of predicting random and rare events with negative impact on economy and society 

(Asim et al. 2018; Chen, Cho, and Jang 2015; Devi and Radhika 2018; Lemmens and Gupta 

2020; Mignan and Broccardo 2020; Schmittlein, Morrison, and Colombo 1987). Our aim is to 

obtain information about variables used in these fields and to evaluate their potential for our 

prediction task. 

Table 3 summarizes the literature streams from these fields and overviews important pre-

dictors used in these prediction tasks (column 2). Table 3 also shows which predictor sets we 
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derive from the analyses of other disciplines for our prediction model (column 4) and introduces 

typical prediction performance results (column 3) that may serve as a point of reference to 

evaluate the performance of our prediction model. 

3.1 Insights from Related Research Fields 
 

3.1.1 The prediction of earthquakes and crimes. Earthquakes seem to occur randomly in 

time and space. However, what appears to be a random sequence of events actually follows a 

stochastic process that can be modeled and parametrized with information on the magnitude, 

location, frequency, and recency of historical earthquake activity (Mignan and Broccardo 

2020). For our prediction model, we similarly keep in mind that the trigger events may also be 

closely interrelated in time and that previous events may provide valuable information for the 

future occurrence of events. 

As noted previously, we do not predict all negative news events but rather only those with 

a negative financial impact. A similar procedure of filtering events is applied in earthquake 

prediction literature, in which researchers only focus on severe earthquakes that reach a mag-

nitude with severe social-economic consequences (Asim et al. 2018; Harte 2016). 

Like an earthquake, the occurrence of a crime (e.g., residential burglary) increases the like-

lihood of another crime nearby in space and time. Consequently, researchers forecast crime 

patterns by using historical information on the location, frequency, and recency of crimes 

(Mohler et al. 2011).  

Recent model applications (e.g., Chen, Cho, and Jang 2015) have added social media data 

from Twitter and weather data as weather conditions influence aggressive behavior. We follow 

these studies and integrate geographical, online-based consumer data, and weather data to better 

predict the occurrence of trigger events.  
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Table 3: Related Literature and Sets of Predictors 
Literature stream Set of predictor variables Exemplary reported 

prediction perfor-
mances 

 Predictor sets used in this model 

Prediction of earthquakes 
(e.g., Asim et al. 2018; DeVries et al. 
2018; Freund et al. 2021; Harte 2016; Mar-
san and Lengliné 2008; Mignan and Broc-
cardo 2020) 

- Event history: recency and fre-
quency of earthquakes 

- Geo-physical and chemical lead 
signals 

- Behavior of animals/financial mar-
kets 

 
- ROC AUC: .85 
- Accuracy: .82 
- Bal. accuracy: .75 

 

  
- News event history: Recency and 

frequency of negative news events 
and trigger events 

- Location (of headquarters) 
 
 

Prediction of crimes 
(e.g., Chen, Cho, and Jang 2015; Johnson 
et al. 2007; Mohler et al. 2011) 

- Event history: recency and fre-
quency of crimes 

- Location characteristics 
- Weather data 
- Online data (e.g., Twitter) 

- ROC AUC: .67 
 

 - News event history 
- Location (of headquarters) 
- Weather data 
- Online data (i.e., Google search vol-

ume) 

 
Prediction tasks in marketing and other 
business disciplines 
- Business failure/ bankruptcy 

(e.g., Barth, Beaver, and Landsman 
1998; Naumzik, Feuerriegel, and 
Weinmann 2022) 

- Customer churn 
(e.g., Donkers, Franses, and Verhoef 
2003; Lemmens and Croux 2006; 
Lemmens and Gupta 2020; 
Schmittlein, Morrison, and Colombo 
1987) 

 
- Customer purchase history: recency 

and frequency 
- Geographic area 
- Consumer data (i.e., ratings) 
- Historic performance of stock price 
- Financial health of company/ esti-

mated income of potential churner 
- Relationship with customer 
- Marketing activities (e.g., customer 

care calls for churn prediction) 

 
- ROC AUC: .85 
 
 

  
- News event history 
- Historic performance stock price 
- Location (of headquarters) 
- Online-based consumer data (i.e., 

Google search volume) 
- Financial health (e.g., leverage, 

profitability, market share) 
- Industry  
- Relationship equity 
- Marketing variables (e.g., advertis-

ing spending, SG&A expenses) 

Notes: ROC = receiver operating characteristic; AUC = area under the curve; Bal. accuracy = balanced accuracy. These are common metrics used to evaluate the classification 
performance, where 1 indicates perfect prediction and 0 worst prediction. See Appendix B for more details and a formal definition of the metrics. 
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3.1.2 The prediction of risks in marketing and other business disciplines. Prediction of 

risky events are also well known in finance and accounting (e.g., credit default, bankruptcy) as 

well as marketing (e.g., customer churn, business failure). Studies in this literature stream iden-

tify various types of drivers and prediction models; for example, Mahajan, Srinivasan, and 

Wind (2002) identify the stock price development as a potential performance indicator that 

explains retailer bankruptcy, whereas Naumzik, Feuerriegel, and Weinmann (2022) show the 

importance of customer data (i.e., customer ratings) for predicting business failure.  

In customer churn prediction models, considering the previous purchase behavior of cus-

tomers (e.g., the time since the last purchase and the number of previous purchases in a certain 

time period; Schmittlein, Morrison, and Colombo 1987) is essential. Lemmens and Croux 

(2006) include marketing activities in the form of customer care calls in their churn prediction 

models. Comparable to a company’s financial health and headquarters location, they also con-

trol for the income of a potential churner as well as the geographical area. Donkers, Franses, 

and Verhoef (2003) include the type of relationship between a potential churner and the com-

pany. Building on these insights, we identify important predictors such as the history of event 

occurrence, the company’s financial health, previous stock market developments, marketing 

activities, and consumer data.  

3.1.3 Summary. In prediction modeling for rare events, the most important criteria are the 

history (i.e., frequency and recency of events). In addition, seemingly unrelated variables that 

are correlated with the events should be identified, (e.g., weather as a factor for criminal behav-

ior prediction and financial market developments for earthquake prediction). In our study, we 

also use seemingly unrelated variables such as previous weather conditions to predict the oc-

currence of trigger events.  
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Building on our analysis of other disciplines, we identify four sets of predictors that could 

be relevant for a trigger event forecast. We explain the process and rationale for selecting each 

predictor variable in the following section. 

3.2 Selecting Variables for the Prediction of Trigger Events  

Our prediction variables must meet one focal requirement to be considered in the model: 

the information should be publicly available (e.g., weather, Google search volume) or easily 

accessible (e.g., financial data). The data may be measured at different temporal aggregation 

levels (e.g., time-invariant, year, month, week). This mix is a strength as it exploits both the 

cross-sectional (e.g., firm characteristics) and the time variation (e.g., Google search). In addi-

tion, the data do not need to be complete and can have missing values over time; our prediction 

method can effectively handle these missing data. In line with our reasoning, we do not use 

qualitative, topic-based, and sentiment-based unstructured information because they are not 

easily accessible (e.g., Instagram posts), selective (e.g., product reviews), and require analysis 

techniques (e.g., NLP algorithms) to extract information that are prone to subjectivity. 

Predictor variables may follow three main mechanisms to motivate the potential predictive 

capacity. First, the literature review shows that rare events often follow a stochastic process that 

can be described via variables of event frequency and recency. Second, predictors describe 

conditions that make unethical behavior more likely. For example, a company in a shaky finan-

cial situation may put pressure on its mangers to act unethically to reduce costs (Duanmu, Bu, 

and Pittman 2018). Third, variables explain why and how company issues become newsworthy 

such that media and other sources become more interested and focused on these companies. 

For example, Stäbler and Fischer (2020) show that the media are more likely to monitor and 

cover large firms, which increases the general probability that large firms’ unethical behavior 

becomes public or that they are accused of such unproven behavior. 
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Figure 2 shows the four sets of predictors we use for the forecast: news event history, 

company and industry variables, marketing and innovation variables, and environmental vari-

ables. The following subsections elaborate on these predictors. 

Figure 2: Conceptual Prediction Model 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

3.2.1 News event history. Forecasting models of seismology and criminology are based on 

the assumption that rare events can be predicted by prior event activity (e.g., Johnson et al. 

2007; Mignan and Broccardo 2020; Mohler et al. 2011). Customer churn modeling (e.g., 

Schmittlein, Morrison, and Colombo 1987) follows similar principles. Therefore, the recency 

and the frequency of trigger events and negative news events in general are potentially powerful 

predictors. Although our model does not predict every negative news event, only those that 

represent a trigger event according to our definition, we still include the history of all negative 

news events of a company.  

3.2.2 Company and industry variables. A firm’s financial health is a predictor of risk such 

as bankruptcy (e.g., Barth, Beaver, and Landsman 1998). If managers envision such risks, they 

may increase pressure on employees to avoid them, which could lead to a higher propensity to 

engage in unethical and controversial behavior (e.g., reducing cost by increasing environmental 
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pollution; Duanmu, Bu, and Pittman 2018; Dupire and Zali 2018). We thus measure the com-

panies’ financial health with firm profitability, leverage, and market share.  

In addition, because firm size may influence the likelihood of trigger events, we also con-

trol for company size by including sales and the number of employees. For example, larger 

firms with many operations in different parts of the world increase the odds of employees en-

gaging in unethical behavior simply because they have more employees. In addition, the media 

is more likely to monitor and cover large firms (Stäbler and Fischer 2020).  

The industry may also differ in its attraction potential to media and the public. The public 

and the media observe industries with a lower reputation such as financial institutions or “dirty” 

industries (Dupire and Zali 2018, p. 608) to a higher degree, as they are more likely to be sus-

pected of unethical behavior. Moreover, research has documented negative spillover effects 

from competitors within the same industry (Roehm and Tybout 2006), leading to higher news 

coverage. For these reasons, our model also considers the industry an important cross-sectional 

variable. 

3.2.3 Firms’ marketing and innovation activity. Higher SG&A expenses and investments 

in customer relationships, R&D, and advertising improve marketing performance, which builds 

brands and customer base and increases the salience and presence of companies and their brands 

(e.g., Morgan and Rego 2009; Rust et al. 2004). These activities, in turn, can increase media 

attention (e.g., Stäbler and Fischer 2020). These activities can also increase pressure for man-

agers of successful companies to maintain the success (Mishina et al. 2010), which lowers the 

threshold for unethical firm behavior, resulting into negative publicity when it is revealed. In 

line with this argumentation, we include receivables investments as a proxy for relationship 

equity (Frennea, Han, and Mittal 2019), R&D investments, advertising investments, and SG&A 

expenses in the model.  
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3.2.4 Environmental variables. Environmental variables include the home region of head-

quarters, weather conditions, stock market returns, and Google search volume. On the one hand, 

headquarters are the heart of companies and have a major influence on company culture, value 

systems, and policies (Lee 2020). On the other hand, the headquarters are influenced by culture, 

value systems, and norms in the society of the geographic regions, which can influence man-

agers’ behavior. Hanlon and Slemrod (2009) show that when firms chose headquarters loca-

tions that are known for being tax havens for tax avoidance, they are more likely labeled as 

socially irresponsible. Following the argument of the important role of industry, this poor rep-

utation could also lead to increased public awareness concerning the unethical behavior of these 

companies. 

Similarly, research has shown that weather conditions have an impact on criminal behavior 

(e.g., Chen, Cho, and Jang 2015) in that it affects people’s moods and human decision making 

in general; for example, air pollution deteriorates people’s mood and intensifies their risk aver-

sion (e.g., Lepori 2016). These findings suggest that weather may also have predictive quality 

with respect to the occurrence of threating corporate news.  

The behavior of large social groups such as investors at the capital market and internet 

users who search for companies are also potentially relevant for the prediction. The capital 

market is highly efficient in processing information, regardless of source, provided it is relevant 

to the company’s value. Online interest in brands and companies has been shown to impact 

media’s attention to news about unethical firm behavior (Stäbler and Fischer 2020). Du and 

Kamakura (2012) point out the importance of trends in Google search volume in measuring 

shifts in consumer interest. Hence, we include online search volume as a relevant consumer 

index in our model. Finally, to control for potential seasonality within a calendar year, we enrich 

our model with monthly dummies.  
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3.3 Variable Operationalization and Descriptives  

Table 4 provides information on variable measurement. We use historical data from a wide 

range of sources including RepRisk, Compustat, Kantar, Google, Yahoo Finance, and Visual 

Crossing2. The temporal aggregation level differs across variables (Table 4, column 5), which, 

as noted previously, our model can accommodate. Our model predicts the trigger event proba-

bility in the upcoming week. The column “Number of time lags used” in Table 4 illustrates how 

many time lags we build for each variable. For yearly data (e.g., Compustat data), we use one 

time lag (i.e., the previous year). For more disaggregated data, we consider more time lags. For 

example, we use the Google search volume of the last six months in the form of six time lags 

(1–6) and the stock returns of the previous four firm-weeks (1–4). 

Table 4 also shows summary statistics. Because this information may be heavily inflated 

by outliers, we report the median and the 5% trimmed mean (mean after excluding the lowest 

5% and highest 5% of the values) for each variable in addition to the mean and the standard 

deviation. The annual average relative R&D expenditures equals 4.4% and the companies spent 

US$1,051,980 per month on advertising. On average, 18,911 employees work in our sample of 

companies. 

We include multiple variables to describe the weather at the company’s physical headquar-

ters location. For the sake of brevity, we explain these individual variables in Appendix C. 

As mentioned previously, variables may have missing values. For example, not all compa-

nies are equally required to disclose balance sheet ratios, or weather data may not be collected 

in the same way in every location (e.g., entries on wind speeds at the company headquarters are 

missing in 4.0% of all cases). We describe how we handle missing values in the following 

sections. 

	
2 Visual Crossing is a leading provider of weather data to data scientists, business analysts, professionals, and 

academics. See https://www.visualcrossing.com for more information. 
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Table 4: Variable Operationalization and Descriptives 

Variable Operationalization Source Measurement 
unit 

Temporal 
interval 

Number 
of time 
lags 
used 

Mean Median Standard de-
viation 

5% 
trimmed 

mean 

Target variable 

 Trigger event Dummy variable indicating whether the 
company faces a trigger event in a given 
firm-week 

RepRisk 
 

dummy week  .009 0 .095 0 

News event history variables     
 

   

Recency of news 
events 
 

Frequency of news 
events 
 

 
Recency of trigger 
events 
 

Frequency of trigger 
events 
 

 
Number of news 
events 
 

Number of trigger 
events 

Firm-weeks since the last negative news 
event  
 

Number of firm-weeks with negative 
news events within rolling time window 
of previous six months  
 

Firm-weeks since the last trigger event  
 

 
Number of firm-weeks with trigger events 
within rolling time window of previous 
six months 
 

Number of firm-weeks with negative 
news events in previous calendar year 
 

Number of firm-weeks with trigger events 
in previous calendar year 

RepRisk 

 

count 
 
 

count 
 
 
 

count 
 

 
count 
 
 
 

count 
 
 

count 

week 
 
 

week 
 
 
 

week 
 

 
week 
 
 
 

year 
 
 

year 

1 
 
 

1 
 
 
 

1 
 

 
1 
 
 
 

1 
 
 

1 

184.051 
 
 

.635 
 
 
 

224.836 
 

 
.219 

 
 
 

1.295 
 
 

.445 

137 
 
 

0 
 
 
 

201 
 

 
0 
 
 
 

0 
 
 

0 

166.256 
 
 

2.261 
 
 
 

170.038 
 

 
.940 

 
 
 

4.496 
 
 

1.800 

174.424 
 
 

.220 
 
 
 

219.097 
 

 
.048 

 
 
 

.474 
 
 

.116 

 

 

 

 

 

 

Company and industry variables        

Market share 
 

Leverage 
 
 

Profitability 
 

Sales 
 

Firm size 
 

Industry 

Sales/sales of industrya 
 

(Long-term debt + debt in current liabili-
ties)/total assets 
 

EBIT/total assets 
 

Total sales  
 

Number of employees 
 

Dummy variables indicating industryb  

Compu-
stat 

ratio 
 

ratio 
 
 

ratio 
 

count in $1m   

count in 000 
 

dummy 

year 
 

year 
 
 

year 
 

year 
 

year 
 

1 
 

1 
 
 

1 
 

1 
 

1 
 

.103 
 

.901 
 
 

−.340 
 

6,612.802 
 

18.911 

.020 
 

.177 
 
 

.057 
 

871.192 
 

3.300 

.190 
 

37.462 
 
 

17.043 
 

21,655.202 
 

49.666 

.072 
 

.200 
 
 

.046 
 

3,100.254 
 

10.385 



	

	
	

36 

Table 4: Variable Operationalization and Descriptives 

Variable Operationalization Source Measurement 
unit 

Temporal 
interval 

Number 
of time 
lags 
used 

Mean Median Standard de-
viation 

 5% 
trimmed 

mean 

Marketing and innovation variables (scaled by industry level): 

Relationship equity 

R&D expenditures 
  
SG&A expenses 
 
 

Advertising spending 

Receivables/receivables of industrya 

R&D expenditures/R&D expenditures of 
industrya 
 

(SG&A expenses/SG&A expenses of in-
dustrya)/total assets in $1m 
 

• Monthly advertising spending  
• Average monthly advertising spending 

per year 
• Variance of monthly advertising spend-

ing per year 

Compu-
stat 
 
 
 
 
 

Kantar 
Media 

ratio 
 

ratio 
 
 

ratio 
 
 
 

count in 000$ 
count in 000$ 

year 
 

year 
 
 

year 
 
 
 

month 
year 
year 

1 
 

1 
 
 

1 
 
 
 

1–4 
1 
1 

.096 
 

.114 
 
 

.002 
 

 
 

3,137.916 
1,996.619 

 
.832×10+7 

.014 
 

.016  
 
 

.019×10−3  
 
 
 

66.800 
31.500  

 
453.272 

.188 
 

.212 
 

 
.096 

 
 
 

11,208.856 
8,544.976 

 
.544×10+8 

.064 
 

.080  
 

 
.058×10−3 

 
 
 

1,111.653 
545.765 

 
.690×10+6 

Environmental variables: 

Home region 
 
 

Google search  
 
 

 
Stock returnsc  
 
 

Weather conditions 

Location of firm headquarters  
(10 regions) 
 

Relative Google trends activity based on 
company name (benchmark name:  Aber-
crombie & Fitch) 
 

(Adjusted stock pricew − Adjusted stock 
pricew−1)/Adjusted stock pricew−1 
 

12 variables including wind, heat, and 
temperature (see Appendix C for more de-
tails) 

Compu-
stat 
 

Google 
 
 

 
Yahoo fi-
nance 
 

Visual 
Crossing 

dummy 
 
 

continuous 
 
 

 
ratio 
 
 

continuous 

 
 
 

month 
 
 

 
week 
 
 

week 

 
 
 

1–6 
 
 

 
1–4 
 
 

1–2 

 
 
 

33.828 
 
 

 
.063 

 
 
 

0 
 
 

 
0 

 
 
 

218.018 
 
 

 
12.176 

 
 
 

5.589 
 
 

 
.001 

Notes: The sample includes 3,271 firms and 1,588,306 firm-week observations. Within the observation period (January 2007–December 2017), 51.24% of the firms did not face a negative news event. 
a Based on three-digit NAICS codes.     b Based on two-digit NAICS codes. 
c We use the daily stock market prices from Monday to Monday to match stock market reaction as closely as possible with our trigger event observation in week w. 
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4 Methodology 

4.1 Trigger Forecast Model 

We consider four established methods to predict the probability of trigger event occurrence 

in the upcoming week: a logit model, a random forest approach, an artificial neural network 

(ANN), and an XGBoost approach (XGB). We do not have an a priori preference for any 

method and use the logit model as a benchmark model. All approaches have particular strengths 

and weaknesses. To identify the approach that works best, we compare the prediction perfor-

mances according to the area under the curve (AUC) of the receiver operating characteristic 

(ROC) curve and the precision recall (PR) curve. Both metrics are independent of a specific 

classification threshold, as they evaluate the performance based on all potential classification 

threshold values and are well established across disciplines (e.g., Branco, Torgo, and Ribeiro 

2016; Naumzik, Feuerriegel, and Weinmann 2022). Note that we report additional performance 

metrics (i.e., balanced accuracy and F1-score) when we apply a specific threshold that classifies 

for each firm-week whether a trigger event is to be expected. 

4.1.1 Benchmark model: logit model. Following prior literature, we use a logit model as 

our benchmark model (e.g., Lemmens and Croux 2006, p. 281). Logit models are by far the 

most frequently used method in binary econometric application settings because they are easy 

to implement and efficient to train, and researchers do not need to identify optimal parameter 

values in the training process of the algorithm.  

The logit model can be written as follows: 

																	Prob!,"$%(trigger	event	|	𝐗, α, 𝛃, 𝛄, 𝛅, 𝐅𝐄) = 	
&!",$%&(𝐗)

'(&*!",$%&(𝐗)
,                    (2) 

	with	f!,"$%(𝐗) = α + C 𝛃)*𝐗!,$%,"+*
"

,$++,

*-'

+ C 𝛄)*𝐗!,"%,$+*
$

,%-./0

*-'
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where Probi,wmy denotes the probability of a trigger event to occur for firm i in week w, month 

m, and year y. X is a vector collecting predictors, a denotes the intercept, and b, g, and d are 

parameter vectors associated with predictors measured at the weekly, monthly, and yearly level, 

respectively. L ∈ L is an index for the time lag where the number of lags differs across variables 

and temporal aggregation level. FE denotes fixed effects related to month (Month), home region 

of the firm’s headquarters (HR), and industry (Ind). We consider the same predictors for all 

four methods to create an equal comparison. 

4.1.2 Additional machine learning methods. ML-based algorithms may outperform the 

logit model. Therefore, we additionally test the performance of a neural network, a random 

forest, and a XGB algorithm. These three approaches make it possible to flexibly analyze high-

dimensional data with many different variables. We offer more detailed descriptions of these 

three methods in the Appendix D. 

Random forest is a tree-based algorithm using bootstrap aggregation (Breiman 2001). The 

strength of the random forest comes from creating trees with different subsets of features. It is 

an ensemble-based method, in which the final prediction is made by a majority vote of trees. 

The feature selection for each tree is random. Compared with the logit model, it may require 

more computational power as well as resources as it builds numerous trees to combine their 

outputs. Thus, it often needs more time for training than fitting the logit model. 

The XGB algorithm is also a tree-based approach that trains gradient-boosted decision trees 

(Chen and Guestrin 2016). In contrast to the random forest, the trees are not trained inde-

pendently; rather, each tree incrementally incorporates and corrects the error produced by the 

previously trained tree. Both, random forest and gradient boosting are widely used and are 

among the methods with outstanding prediction performance (e.g., Chang, Chang, and Wu 

2018, Olson et al. 2018). Depending on the application field, either approach could excel. For 

example, random forests tend to perform better in bioinformatics, which often deals with a great 
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deal of noisy data (e.g., Strobl et al. 2008), whereas gradient boosting is better suited for unbal-

anced classification tasks (Chang, Chang, and Wu 2018). As our data are both, noisy and highly 

imbalanced, it is reasonable to test both approaches. 

An ANN models the nonlinear relationship between a set of input signals and an output 

signal using a model derived from how a brain responds to stimuli (e.g., Kuhn and Johnson 

2013, p. 141). As discussed previously, findings from earthquake research show that the appli-

cation of neural networks can significantly contribute to the prediction of earthquakes (e.g., 

Mignan and Broccardo 2020).  

4.1.3 Subsets to train models and test performance. We split the data set into three subsets 

– a training, a testing, and a holdout data set. We identify the optimal parameter settings of the 

algorithms by training the algorithms with the training data and maximizing the prediction per-

formance of the testing data. The purpose of the holdout sample is to evaluate the final predic-

tion performance of the four models. 

We have a total firm population of 3,271 companies. Of these companies, we randomly 

select 495 companies (about 15%) whose data will serve only as the holdout validation. None 

of the observations of these holdout companies are included in the training or testing process 

of the algorithms. In addition, the holdout sample includes only data from 2016 and 2017. Next, 

we build the training data set, which contains all observations of the remaining companies in 

the time period 2007–2013. Finally, we create the testing data, which includes the observations 

of 2014 and 2015 of the same companies as the training data. Table 5 summarizes the most 

important descriptive statistics of the three subsets. It reports the number of companies and 

observations included in the subsets, the covered time window, the number of firm-weeks with 

trigger events, and the resulting incidence of the target variable. 
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Table 5: Descriptives of the Subsets for Training, Testing, and Validating 
Type of subset Number of 

companies  
Number of ob-
servations 

Time win-
dow  

Number of 
firm-weeks 
with trigger 
events 

Incidence 
of trigger 
event 

Training 2,624 834,624 2007–2013 5,105 .61% 
Testing 2,328a 239,898 2014–2015 3,611 1.51% 
Holdout 495 50,752 2016–2017 738 1.45% 
Total: — 1,125,274 2007–2017 9,454 .84% 
Notes: a The training data and the testing data include the same companies. The number of companies in the 
testing data is smaller because we observe company entries and exits over time. 

 
By analyzing the prediction performance on the holdout observations, we evaluate the 

models by using information about companies as well as data from years that are unknown to 

the trained algorithm. This information provides both a company-based and a time-based hold-

out sample and thus a robust approach for evaluating the model performance. As a consequence, 

the model can be applied to new companies in future periods, although it is advisable to update 

and improve the algorithm constantly with new data as they arrive over time. 

4.1.4 Data preparation. Each of the aforementioned algorithms needs specific data prepa-

ration because they process the data in different ways. For example, the XGB approach is ca-

pable of handling missing values by properties of the algorithm, whereas the other methods 

require the user to impute missing values (see Chen and Guestrin 2016). Specifically, the XGB 

does not ask for adding new information from the outside but exploits the patterns of missing 

values and learns how the occurrence of a missing value itself contributes to better prediction. 

The learned rules are easily transferred to the holdout sample prediction. 

For the ANN, the random forest, and the logit model, we follow common practice and 

impute the missing values of each predictor by using the median values. The median imputation 

increases reliability because the mean of the variables in our study is affected by the existence 

of outliers (Brown and Kros 2003). We use the median values of the training data for the miss-

ing value imputation of the testing and holdout sample.  
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To counteract the unequal distribution of the trigger event variable, we balance the training 

data set for the logit model, the random forest, and the ANN so that the target variable is equally 

distributed. Prior research (e.g., Lemmens and Croux 2006) has shown that balancing the data 

set increases the prediction performance. For the XGB, no up- or down-sampling is required to 

balance the dataset. Instead, a hyperparameter is set to weight the classification error. We fol-

low common practice and use the inverse of the class distribution to set this parameter, so that 

errors of predicting both positives and negatives are equally weighted (Chen and Guestrin 

2016). As a result, the performance between the four prediction models is comparable and no 

model is disadvantaged. 

4.1.5 Assessment criteria for the prediction and classification performance. In the first 

step, the four models produce a probability of an event occurrence. In the second step, this 

probability must be transformed into a 0 or 1 indicator of the event for each weekly observation 

by applying a classification threshold.  

As overviewed in Table 6, binary classification tasks produce true positive predictions 

when a class (in our context, an event) is correctly predicted and true negative predictions when 

a class is correctly not predicted. Two errors may occur: a false positive result occurs when a 

class is falsely predicted and a false negative result occurs when a class is falsely not predicted. 

Table 6: Outcomes for a Binary Classification Task 
 Actual class 

Trigger event No trigger event 

Predicted 
class 

Trigger event True positives False positives 

No trigger event False negatives True negatives 
 

 
We differentiate between general performance metrics for model prediction that are inde-

pendent of a specific classification threshold and a classification performance that depends on 

a chosen threshold value. To identify the model with the best prediction performance in general, 

we evaluate the AUC value of both the ROC curve and the PR curve of the holdout sample (for 
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a detailed explanation of these metrics and the underlying information, see Appendix B). The 

ROC curve summarizes the prediction performance in terms of true positive rate and true neg-

ative rate across each potential classification threshold value. Although the ROC AUC value is 

a popular and well-established measure to evaluate the performance of binary classifiers, the 

metric can be misleading in highly imbalanced classification scenarios like ours depending on 

the preferences of the user (Saito and Rehmsmeier 2015). In that scenario, PR curves add an-

other important dimension of the classification performance because they also evaluate the frac-

tion of true positives among all positive predictions (called precision). Thus, studies have also 

recommended using PR curves for comparing models based on imbalanced data (Saito and 

Rehmsmeier 2015). PR AUC values are usually much lower than ROC AUC values. Both met-

rics should be compared to their relevant random classifier benchmark, which is 50% for ROC 

AUC and the incidence of the event to be predicted for the PR AUC (1.45% in the holdout 

sample). 

To investigate the classification performance for applications based on a pre-defined 

threshold, we use two established performance metrics, the balanced accuracy and F1-score 

(e.g., Olson et al. 2017). Balanced accuracy is a normalized version of accuracy that accounts 

for class imbalance by calculating accuracy on a per-class basis and then averaging the per-

class accuracies. Balanced accuracy as a function of threshold TR, with TR Î [0%, 100%], can 

be written as follows: 

Balanced	accuracy	(𝑇𝑅) 		

= 	

True	positives	(𝑇𝑅)
True	positives	(𝑇𝑅) + False	negatives	(𝑇𝑅)	

+ True	negatives	(𝑇𝑅)
True	negatives	(𝑇𝑅) + False	positives	(𝑇𝑅)

2 							(3) 

 

The equation for the F1-score is as follows: 

	F" − score	(𝑇𝑅) =
2 × True	positives	(𝑇𝑅)

2 × True	positives	(𝑇𝑅) + False	negatives	(𝑇𝑅) + False	positives	(𝑇𝑅) 													(4) 
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Both balanced accuracy and the F1-score metrics consider the two resulting misclassifica-

tions (i.e., false positives and false negatives), which enables a weighting of the errors. We 

explain how we make our classification cost-sensitive in the following section. 

4.2 Making the Classification Cost-Sensitive 

Cost-sensitive learning is a type of machine learning that considers the misclassification 

costs caused by incorrect classifications. The goal is to minimize the overall costs resulting 

from the classification instead of simply achieving the highest possible classification accuracy. 

Most importantly, cost-sensitive learning treats the misclassifications (i.e., false positives and 

false negatives) differently because the costs they cause could vary in size (Elkan 2001). 

The machine learning literature offers several approaches to make classifications cost-sen-

sitive (e.g., Elkan 2001; Sheng and Ling 2006), and we chose to apply threshold adjusting (e.g., 

Sheng and Ling 2006). In the first step, threshold adjusting identifies the threshold in such a 

way that the costs arising from the resulting misclassifications are minimized using the obser-

vations of the training data set. This cost-optimal threshold from the training data set is then 

applied to holdout data. 

Adjusting the threshold comes with an important benefit compared with other cost-sensi-

tive learning methods: the algorithms’ predicted probability remains unchanged regardless of 

the person using the prediction model; only the cost-optimal threshold differs between users in 

accordance to how they perceive and weight the misclassifications costs. This benefit enables 

a tailored adaptation to the risk preferences of every single user. 

The classification performance as well as the size of the classification errors depend on the 

selected threshold value, which classifies each observation into one of two possible states. In 

marketing research, 50% is the common threshold for a binary classification task (e.g., Sismeiro 

and Bucklin 2004, p. 319); however, that threshold is not necessarily optimal. The two resulting 

classification errors are related in a trade-off relationship that is influenced by the choice of the 
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threshold value. If a smaller threshold is applied for the classification, the proportion of false 

negatives (i.e., missed trigger events) will be lower and the proportion of false positives (i.e., 

falsely predicted trigger events) will be higher, and vice versa.  

The question that arises next is how to set the threshold optimally for potential users. Be-

cause the trade-off relationship between these two prediction error costs is subjective and de-

pends on the person’s risk preferences, we do not impose a specific cost relation. For illustrative 

purposes, we weight one error higher (false negative) than the other error (false positive) fol-

lowing the principle of loss aversion as proposed by prospect theory (Kahneman and Tversky 

1979), which indicates that decision-makers tend to place more weight on perceived losses than 

on perceived gains. A ratio of approximately 2:1 reflects the generalized value of the loss aver-

sion parameter across studies (e.g., Kalyanaram and Winer 2022), and thus, we apply a per-

ceived cost ratio of 2 (false negative) to 1 (false positive) for illustration. 

For our classification task, we need to solve the following optimization problems. For bal-

anced accuracy, we identify the optimal threshold, which maximizes the balanced accuracy of 

the training data by taking the cost differences into account. This is equivalent to minimizing 

the weighted sum of prediction error rates over all possible thresholds TR. Hence, using the 

information from Equation 3, we can formally express this as follows:  

min
12

Classification	Error	Rate	for	Balanced	Accuracy		 
 

=
False	positives	(𝑇𝑅)

False	positives	(𝑇𝑅) + True	negatives	(𝑇𝑅)	+ 2	 ×
False	negatives		(𝑇𝑅)

False	negatives		(𝑇𝑅) + True	positives	(𝑇𝑅).									(5) 

 

Further, we identify the cost-optimal threshold that maximizes the F1-score of the training data 

according to Branco, Torgo, and Ribeiro (2016): 

min
#$

Classification	Error	Rate	for	F" − score 	

=
1 + 2% × True	positives	(𝑇𝑅)

1 + 2% × True	positives	(𝑇𝑅) + 2% × False	negatives	(𝑇𝑅) + False	positives	(𝑇𝑅)	.																												(6) 
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5 Empirical Results 

5.1 Overall Prediction Performance 

Table 7 reports the AUC of the ROC and PR curves of the four prediction approaches for 

the training set and for the holdout sample. Recall that these measures summarize the prediction 

performance across all possible thresholds. As shown, in terms of both ROC and PR AUC 

value, the XGB algorithm achieves the best prediction performance in the holdout sample, with 

a ROC AUC of 92.55% and a PR AUC of 20.00%.  

Recall that the high ROC AUC value should be evaluated in light of the highly imbalanced 

target variable with the PR AUC (Saito and Rehmsmeier 2015). We report the PR AUC as well 

as the balanced accuracy and the F1-score in the following section. In addition, we report con-

fusion matrices and additional metrics for all four model classifications in Appendix E. 

Table 7: Overall Prediction Performance in Holdout Sample (495 firms, 2016–2017) 

Approach 
ROC AUC  PR AUC  

Training Holdouta Training Improvement 
multiplierb Holdouta Improvement 

multiplierb 
XGB 
Logit  
ANN 
Random forest 

98.12% 
93.45% 
95.95% 
94.40% 

92.55% 
91.20% 
89.40% 
91.12% 

20.84% 
n.a.c 

n.a.c 
n.a.c 

34.16 
- 
- 
- 

20.00% 
17.76% 
14.72% 
12.73% 

13.79 
12.25  
10.15 
8.78 

Notes: Best values are indicated in boldface. 
a Performance differences between models are significant (except between the logit and random forest models 
for ROC AUC) based on 1,000 bootstrap subsamples of the holdout sample (p < .01, two-sided t-test). 
b The improvement multiplicator measures the improvement of the model compared with .61% (training data) 
and 1.45% (holdout data), respectively.  
c Values are not meaningful because the training data set was rebalanced, which impacts the distribution of the 
target variable and the resulting PR AUC. 

 
 
Especially for the PR AUC values, which offers more insights for the prediction of rare 

events, larger differences in performance between the models are evident. In contrast to the 

ROC AUC value, the PR AUC value must be compared and evaluated against a value resulting 

from the distribution of the target variable to be predicted. This value represents the classifica-

tion performance of a random classifier. In the holdout sample, trigger events represent only 

1.45% (see Table 5) of the observations, meaning that the XGB performs 13.79 times better 

than a random classifier.  
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Interestingly, the simple logit model also performs quite well. It outperforms the random 

forest and the ANN, but not the XGB. The PR AUC performance of the logit model is 12.25 

times better than a random classifier, whereas the ANN performs only 10.15 times better and 

the random forest only 8.78 times better than a random classification. 

5.2 Specific Prediction Performance 

According to the ROC AUC and PR AUC, XGB is the strongest model to predict trigger 

events regardless of the selected threshold. However, choosing a specific meaningful threshold 

might change the picture. Table 8 presents the classification performance of the four models 

for the holdout sample applying the common threshold of 50% and ignoring different misclas-

sification costs as well as the cost-optimal thresholds identified per Equations 5 and 6. The 

classification results of each model are consistent with the threshold-independent prediction 

performance. For both balanced accuracy and F1-score, the XGB achieves the best results for a 

threshold of 50%. Applying the optimal thresholds to the holdout sample, the XGB still per-

forms best with a balanced accuracy of 85.50% and an F1-score of 31.35%.  

The results further show how large the difference on the performance metrics can be when 

applying the cost-sensitive threshold compared with the traditional threshold of 50%. For the 

XGB, the most promising approach, the balanced accuracy increases by only 0.04%, but the 

F1-score more than doubles from 15.58% to 31.35%. These results strongly support the recom-

mendation that users adjust the threshold in accordance to their preferences. For both the intu-

itive threshold of 50% and the two cost-sensitive thresholds, the XGB algorithm consistently 

outperforms all other algorithms and achieves the highest balanced accuracy as well as the 

highest F1-score. 
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Table 8: Specific Prediction Performance in Holdout Sample (495 firms, 2016–2017) 

  XGB ANN Random   
forest 

Logit  

Exogenous threshold (50.00%) 
Bal. accuracy 
F1-score 
(Threshold) 

85.46% 
15.58% 
(50.00%) 

84.01% 
12.16% 
(50.00%) 

83.35% 
9.85% 
(50.00%) 

84.61% 
13.74% 
(50.00%) 

Endogenous cost-optimal threshold 

Bal. accuracya 
(Threshold) 

85.50% 
(43.68%) 

82.00% 
(32.59%) 

81.41% 
(32.58%) 

83.67% 
(36.63%) 

F1-scoreb  
(Threshold)  

31.35%  
(74.93%) 

26.65% 
(97.27%) 

20.64% 
(99.53%)  

29.54% 
(98.78%) 

Notes: Best values are indicated in boldface. 
a Threshold that maximizes cost-weighted balanced accuracy of training set, as explained in Equation 5. 
b Threshold that maximizes cost-weighted F1-score of training set, as explained in Equation 6. 
 

6 Managerial Value of the Prediction Model 

Our findings have important implications for managers and for investors. Considering the 

severe consequences that trigger events may have for firms, our all-encompassing approach to 

forecasting offers a valuable method of possibly attaining early warning before these events 

occur. We first quantify the value of our week-to-week trigger forecast financially for investors. 

We then identify the main drivers of the trigger event probability. Finally, we show how man-

agers can use the predicted weekly trigger likelihood to track the weekly risk and anticipate a 

threatening event over a longer time horizon. 

6.1 Investment Cost-Benefit Analysis 
 

Trigger events seem to occur unpredictably and surprise stakeholders. For example, con-

sider Volkswagen’s dramatic overnight plunge in stock market value by 22% after its unethical 

misconduct (Volkswagen manipulated software, which was used to conceal the actual pollution 

its cars were emitting) became known to the public (Siano et al. 2017). The knowledge ad-

vantage generated by our forecasting model enables investors to anticipate the likely occurrence 

of such trigger events one week in advance, which has enormous potential to create financial 

value added for decision makers.  

The week-to-week classification indicates whether a trigger event should be expected in 

the next week. If the predicted risk exceeds the individual cost-optimal threshold, investors can 
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proactively adjust their actions (e.g., sell the stocks before the expected event to avoid losses 

and reinvest the money withdrawn in less riskier alternatives). We illustrate the financial added 

value for investors based on a simulation in which we compare the financial gains using our 

model versus not using it. Our simulation is based on 50,752 observations, 495 companies, and 

a total of 738 firm-weeks with trigger events from the holdout sample. In this simulation, the 

investor uses our predicted trigger probability and is prompted to sell a given stock when the 

probability exceeds the cost-weighted threshold of 43.68% and hold it otherwise. If the investor 

sells the shares, the money is directly reinvested into shares for which no trigger event is pre-

dicted. This investment strategy follows a straightforward, conservative rule. More profitable 

investment strategies (e.g., short-selling strategies) are likely to exist, and we leave these strat-

egies to be explored in future research. 

Using the average market capitalization of a company included in the MSCI index (US$35 

billion) and the average abnormal stock market returns for weeks with trigger events in the 

holdout sample (−2.72%), investors would face total economic costs of US$700 billion because 

of trigger events (738 trigger events in the holdout sample) without using our prediction model 

(for an explanation of the detailed calculation, see Appendix F). These costs, however, can be 

reduced by 42.57% to US$402 billion when investors sell and purchase other stocks based on 

our forecast. Using our prediction model, the investors miss advance warning of only 102 of 

the 738 trigger events (false negatives). Note that the cost calculations already include the costs 

due to the second prediction error (false positives). In the simulation, a trigger event is falsely 

predicted in 7,597 cases (see Appendix F). 

6.2 Substantive Insights into the Drivers of Trigger Event Probability 
 

Although marketing research has dealt extensively with the consequences of negative pub-

lications and corporate crises, knowledge of the antecedents and information about how and 

when such corporate crises start is limited. We identify a large range of predictors. However, it 
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is not yet clear how these variables contribute to the prediction of the likelihood to face a trigger 

event. The XGB algorithm is a black box method that lacks interpretation of the derived results. 

However, managers would like to understand how the individual predictors drive the trigger 

event probability so that they can implement appropriate actions.  

We use a surrogate model (e.g., Burkart and Huber 2021) to gain insight into the effect size 

and direction of predictor variables. A surrogate model (e.g., a linear regression) is a simpler 

model to interpret than a black box model. Note that its results must not be interpreted causally. 

We use the predicted probability of the XGB algorithm for the training observations as the 

dependent variable. As independent variables, we include the 14 most important variables from 

the XGB model (see Appendix G for details on the selection of variables). We also include 

relevant interaction terms between the marketing-related variables and company variables to 

mimic the XGB algorithm more realistically and to gain additional substantive insights. We 

follow Stäbler and Fischer’s (2020) approach to identify relevant interaction effects (see Ap-

pendix G for details). 

Table 9 shows the results of this regression. We report the standardized coefficients to 

ensure comparability between the predictors. Even though this is not a causal model, it offers 

valuable insights into the relative contribution of variables to the prediction outcome. In gen-

eral, we observe that variables from all four analyzed predictor categories (i.e., news event 

history, marketing, company, and environmental) matter for describing the trigger event prob-

ability.  
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Table 9: Surrogate Model 
Dependent variable     
Predicted trigger probability (XGB) Measure-

ment unit 
Standardized 

coefficients 
[95% Confidence     

interval]  
Variance 
inflation 

factor 
News event history     

Recency of news event week −.100  [−.104, −.096] 3.833 
Frequency of news events week .352 [.346, .357] 7.388 
Recency of trigger event week −.189 [−.193, −.184] 3.796 
Frequency of trigger events week .141 [.136, .146] 6.365 

Marketing-related variables     
Advertising budget month .162 [.156, .169] 9.806 
Relationship equity year .082 [.076, .088] 8.522 
R&D expenditures year .033 [.028, .038] 5.935 
SG&A expenses year .018 [.012, .023] 7.009 

Other important variables     
Stock return week −.002 [−.005, −.273×10−03] 1.000 
Sales year .077 [.073, .081] 4.450 
Firm size year .210 [.206, .214] 4.529 
Market share year .072 [.066, .078] 9.050 
Leverage year .116×10−03 [−.002, .002] 1.012 
Google search month .019 [.016, .021] 1.083 

Relevant interactions between marketing  
and company-related variablesa 

   

Advertising budget × Sales month −.189 [−.194, −.183] 6.666 
Advertising budget × Firm size month −.009 [−.015, −.004] 6.563 
Advertising budget × Market sh. month −.014 [−.017, −.010] 2.916 
Advertising budget × Leverage month .062 [.057, .066] 4.652 

Relationship equity × Sales year .042 [.037, .047] 4.903 
Relationship equity × Firm size year −.054 [−.058, −.050] 3.908 
Relationship equity × Market sh. year −.076 [−.083, −.070] 9.329 

R&D expenditures × Sales year −.082 [−.086, −.078] 4.203 
R&D expenditures × Market sh. year .009 [.004, .014] 6.425 

SG&A expenses × Sales year .012 [.008, .016] 3.448 
SG&A expenses × Firm size year −.009 [−.093, −.087] 2.051 
SG&A expenses × Market share year −.028 [−.030, −.026] 1.384 
SG&A expenses × Leverage year .008 [.002, .013] 7.101 

Adjusted R-square / # observations  .709 / 255,636  
Notes: The seven largest effects are indicated in boldface. 
a The selection of relevant interactions is explained in Appendix G. 
 

The news event history predictors have by far the largest influence on the probability, sim-

ilar to the fields of crime prediction (e.g., Mohler et al. 2011), earthquake prediction (e.g., Mi-

gnan and Broccardo 2020), and churn prediction (e.g., Schmittlein, Morrison, and Colombo 

1987). Specifically, the information about the number of negative news events in the previous 

six months (frequency of news events), the time since the last trigger event (recency of trigger 
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event), the number of trigger events in the previous six months (frequency of trigger events), 

and the time since the last negative news event (recency of news event) explain the trigger 

probability from the XGB prediction. Importantly, it is not only the past trigger events but the 

history of prior negative publicity that counts. 

Among the other variables, the size of the firm and advertising budget stand out as most 

relevant predictors. This is not surprising but in line with Stäbler and Fischer’s (2020) finding 

that media prefer to report unethical behavior of firms that are large, possess well-known 

brands, and show a higher advertising presence. All these factors drive attention to these firms, 

which is also reflected in the positive influence of the Google search index on the predicted 

probability. 

The interaction terms offer additional substantive insights about the effect of marketing 

variables on the predicted trigger event probability. Most importantly, the influence of adver-

tising is attenuated for larger firms with higher sales and market share. 

6.3 “Early-Warning” System for Managers to Make Long-Term Forecasts  

Next-week forecasts are hardly actionable for managers because they do not give them 

sufficient time to initiate and prepare appropriate actions in response to a trigger event. Conse-

quently, managers are interested in long-term forecasts. Therefore, we suggest an early warning 

system for managers that makes a probabilistic forecast of the occurrence of a trigger event in 

the longer future. This warning system can yield substantive insights for managers as it helps 

them to initiate appropriate actions to diminish or avoid the negative consequences of a poten-

tial crisis in a timely manner.  

6.3.1 The logic behind the system. The main purpose of the system is to provide managers 

with a continuously updated forecast of the time span within which the next trigger event is 

expected to occur with a given probability that we set at 80% for illustration. The system should 

be simple so that managers can understand and easily use it as well as leverage the outcomes 
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of our ML-based prediction model. In fact, the weekly probability lends itself to being used as 

an alert index that is easy to follow and communicate within the organization. Monitoring this 

index helps management to better understand the conditions under which the company is ex-

posed to higher negative publicity risk. The estimated trigger event probability combines the 

information content of the whole set of predictors in a single measure that we use as input in a 

hazard model to predict the time span until the next trigger event happens. 

6.3.2 Alert index thresholds. By inspecting the evolution of trigger event probabilities, we 

learned that companies faced a higher frequency of trigger events if the index passed a certain 

threshold. This threshold, however, was not the same for each firm but varies across industries, 

firm sizes, and regions. To estimate firm-specific thresholds in these three categories based on 

the training and testing data, we obtained the average predicted trigger event probability that 

relates to a week in which an actual event occurred, as shown in Table 10. For each category, 

we then constructed an indicator variable that measures whether the firm’s alert index has 

passed any of the three thresholds during the past 12 weeks. These indicators are the main 

variables in the hazard model and in the early warning system that uses the results of the hazard 

model for the probabilistic long-term forecast.  

Model-free inspections of the data suggest that the identified thresholds are indeed in-

formative. For example, the estimated probabilities of the fashion retailer Abercrombie & Fitch 

ranged from .34 to .71 between 2016 and 2017. However, weeks before mid-September 2016, 

when the firm was accused of firing and excluding from hiring Muslim women because of their 

religion, its estimated probabilities exceeded the firm size–, region-, and industry-specific 

thresholds. Crossing all three thresholds is associated with an 80% chance to face the next trig-

ger event within the upcoming 3–4 months. Indeed, it took 5 months until the occurrence of the 

event. In contrast, the event management company Eventbrite, the German telecommunication 

provider Feenet AG, and the publishing company John Wiley & Sons never passed the 
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thresholds of their industry, their region, or firm size in our observation period and were also 

never involved in a trigger event during that period. While the examples provide anecdotal 

evidence of the relevance of the three outlined threshold variables, our subsequent estimations 

derive precise estimates that can be used by managers to predict time periods in which future 

trigger events are likely to take place. 

Table 10: Predicted Thresholds per Industry, Firm Size, and Region 
Industrya Threshold 

(Prob.    
index  
in %)  

Number of 
firm-weeks 
with trigger 
events 

Firm sizeb Threshold 
(Prob.    
index  
in %) 

Number of 
firm-weeks 
with trigger 
events 

Department Stores and Warehouses 
  

Wood and Chemical Manufacturing 
 

Utilities 
 

Finance and Insurance 
 

Mining 
 

Steel and Machine Manufacturing 
 

Transportation and Warehousing 
 

Food and Textile Manufacturing  
 

Information 
 

Wholesale Trade 
 

Grocery Retailer 
 

Construction 
 

Administrative and Support Service 
 

Professional Services 
 

Accommodation and Food Service 
 

Other 

69.8 
 

69.0 
 

68.6 
 

68.2 
 

68.1 
 

67.8 
 

67.0 
 

66.5 
 

65.9 
 

65.1 
 

61.6 
 

60.8 
 

60.6 
 

57.7 
 

57.7 
 

51.4 

267 
 

987 
 

568 
 

1,599 
 

724 
 

2,074 
 

327 
 

570 
 

510 
 

190 
 

205 
 

148 
 

65 
 

92 
 

102 
 

125 

Super large 
 

Large 
 

Small-Me-
dium 

71.5 
 

64.8 
 

51.5  

3,352 
 

5,231 
 

145 
 
 

Region   
South Europe 
 

North Europe 
 

Asia 
 

North Amer-
ica 
 

Australia/ 
New Zeal. 
 

South Amer-
ica 
 

Other 

71.8 
 

70.6 
 

66.9 
 

65.9 
 

 
65.8 

 

 
60.3 

 

 
56.1 

585 
 

1,559 
 

1,264 
 

4,987 
 

 
133 

 

 
101 

 

 
87 

Notes: Threshold values are based on the average predicted event probability for a week with an actual trigger 
event within the respective category in the training and testing data sets. “Number of firm-week events” refers to 
the total number of trigger events within the respective training and testing sample.  
a Industries are based on the two-digit NAICS code classification. However, if an industry includes less than 50 
trigger events in the training and testing data, we include it in the industry “Other” to ensure that the created 
threshold values rely on enough observations. The industry classification in Table 10 thus differs from Table 2. 
b For size classification, we distinguish between companies with up to 999 employees (small-medium), those with 
up to 99,999 employees (large), and those with 100,000 or more employees (super large). This classification into 
three size classes guarantees that each company size has at least 50 trigger events. 

  
6.3.3 Hazard model specification. Based on the Bayesian information criterion, the 

Weibull distribution best describes our time spell data (see Appendix H). Hence, we use this 

distribution as underlying distribution for the hazard model. Following our prior logic, we cal-

ibrate the model only on the 495 firms in the holdout sample (in the period 2016–2017). Let tik 
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be the time spell between trigger events for event k of firm i. We estimate the following model 

on a weekly, rolling window basis:  

																												f(t789) = 	 (λ78p)	(λ78t)	:+'	 exp(−(λ78t)<,					for	t78 , λ78 , 𝑝	 > 0                   (7) 

with λ78	 = exp[−(𝑎 + 𝒃′	𝑻𝒉𝒓𝒆𝒔𝒉789=>?@ + 𝑐	𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝐸𝑣𝑒𝑛𝑡𝐼𝑛𝑇ℎ𝑒𝑃𝑎𝑠𝑡789)], 

where f(t78)	denotes the density of the time spell between trigger events, λ is the location pa-

rameter, p is the scale parameter that characterizes the moments of the distribution, and a, b, 

and c denote the parameter vectors to be estimated. 𝑻𝒉𝒓𝒆𝒔𝒉789=>?@ is a vector that consists of 

three indicator variables, which take the value of 1 if the threshold was exceeded in the preced-

ing 12 weeks and 0 otherwise. The underlying ‘alert index’ variable is the predicted probabil-

ity	𝑃𝑟𝑜𝑏789 using the focal XGB algorithm that changes from week to week. Hence, we esti-

mate model 7 with a time-varying co-variate (Petersen 1986). Finally, we add the dummy var-

iable 𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝐸𝑣𝑒𝑛𝑡𝐼𝑛𝑇ℎ𝑒𝑃𝑎𝑠𝑡789 to our model, which indicates whether the focal firm i has 

been involved in a trigger event since 2007. The trigger event history is probably an important 

structural characteristic that separates firms from each other. 

6.3.4 Results of the hazard model. Table 11 summarizes the estimation results. If a firm 

and its associated event probability exceeds the industry-specific (−1.095, p < .01), firm size–

specific (−.949, p < .01), or region-specific (−.545, p <.05) threshold within the past 12 weeks, 

it has a significant negative effect on the survival duration. Firms that have been associated 

with trigger events in the past also have significantly shorter survival durations (−3.634, p < 

.01).  
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Figure 3 illustrates the application of the early warning system based on the estimates 

from the hazard model and for firms that experienced a past trigger event3 in the period 2007–

2015. In the base scenario, it takes more than a year until the next trigger event is expected to 

occur for these firms with a probability of 80%. 

Figure 3: Estimated Duration until Next Trigger Event with a Given Probability of 80% 
 
 
 
 
 
 
 
 
 
 
 
 

Notes: We simulated the effects by setting the respective threshold variable to 1 if passed, keeping the other vari-
ables at their empirical mean. 
 

This time window reduces systematically when one, two, or all three firm-specific thresh-

olds are passed. A trigger event is likely to occur after 7–9.5 months depending on which single 

	
3 The time spells for firms that have not experienced a trigger event, yet, are significantly longer. Most of these 

firms (91%) also do not face a trigger event in our holdout observation period (2016–2017). 

Table 11: Results of the Hazard Model  
Coefficient S.E. 

Constant (baseline) 8.379 *** .167 
Trigger event in the past (Yes = 1, No = 0) −3.634 *** .187 
“Alert” index passed threshold of …    
    Industry  −1.095 *** .211 
    Region  −.545 ** .249 
    Firm size  −.949 *** .235 
1/Weibull scale parameter  1.21 *** .044 
Log likelihood  −3,354 
Number of firms 495 
Number of observations 44,812 
Notes: To determine the duration until the next trigger event, we set a threshold (dummy variable) to 1 if the 
firm-relevant threshold was passed at least once in the proceeding 12 weeks. We use the first 12 weeks for ini-
tialization of the variables, and thus, exclude them from the investigation which reduces the holdout sample size 
to 44,812 observations. 
** p < .05, *** p < .01 (two-sided t-test). 
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threshold is passed. A combination of two passed thresholds reduces the time window further to 

4.5–6 months. However, if all three thresholds are passed, there is an 80% chance that the next 

trigger event happens within the next 3–4 months. 

 
7 Discussion 

Negative media coverage of unethical corporate practices or product defects can trigger a 

serious corporate crisis with severe financial consequences. We introduce an ML-based predic-

tion model that successfully predicts the probability of facing such a trigger event. The results 

stem from a rich and unique data set of 3,271 companies across the globe and various data 

sources. 

The model performance we achieve with the extreme gradient boosting algorithm is im-

pressive. Applying our cost-optimal classification threshold, the model correctly identifies 8.6 

out of 10 trigger events per week with a balanced accuracy of about 85.5%. This performance 

compares very well with ML-based models in earthquake prediction that rarely achieve a bal-

anced accuracy rate better than 75% (Mignan and Broccardo 2020).   

7.1 Contributions to Theory and Practice 

Our study offers practical, substantive, and methodological contributions that extend vari-

ous literature streams. We add to the large field of research that deals with the social responsi-

bility of firms and with corporate unethical or questionable behavior that often results into firm 

crises. While many important questions have been studied so far, they almost exclusively deal 

with the consequences of firm crisis events (e.g., Gao et al. 2015; Van Heerde, Helsen, and 

Dekimpe 2007). There is an obvious need to better understand the conditions from which these 

events arise and how to predict them. Our study offers an important contribution to satisfy this 

need. While we do not claim to have modeled causal drivers of the occurrence of trigger events, 

the prediction model is a relevant first step into this direction and offers high practical value. 

The implications from the large body of existing event studies on the effects of negative firm 
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events related to ESG and product issues provide valuable insights for investors but they are 

not directly actionable. We offer an actionable model that investors can use to revise and fine-

tune their investment strategies. The weekly model predictions help avoiding financial losses. 

But the model could also serve as a basis for developing active investment strategies. 

In addition, we have demonstrated how the weekly prediction outcome can be integrated 

into a an early-warning system for management. Prior research has suggested various measures 

and practices that firms should follow to reduce the likelihood of firm scandals and crises (e.g., 

Rubel, Naik, and Srinivasan 2011). We cannot derive recommendations for specific firm ac-

tions based on our study. However, the proposed pre-warning system provides a valuable diag-

nostic tool for firms. It helps them to anticipate the future risks on a quantitative basis via the 

probabilistic long-term forecasts. In addition, management should learn from monitoring the 

alert index over time. The evolution of the predicted weekly trigger event probability helps 

managers to better understand the conditions under which the company is exposed to a higher 

negative publicity risk, for example, by actively searching for explanations for an observed 

increasing trend. The transparency created by our model offers a ground for connecting new 

and possibly overseen strands of interpretation. The alert index is also an easy instrument to 

communicate potential risks within the organization. 

Methodologically, we add to the research on predicting rare events. Our findings on the 

importance of the event history as source for the predictions is very much in line with findings 

from prediction models across disciplines as different as earthquakes, customer churn, and 

crimes. We find that XGB is the most promising approach for our extremely imbalanced pre-

diction task, as it outperforms all other methods. This insight confirms previous studies that 

also identify gradient boosting as the most powerful prediction approach in many application 

cases (e.g., Olson et al. 2018). However, we do not want to generalize this finding as other 

prediction tasks might be better addressed with other approaches such as neural networks that 
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are the dominant ML approach used in earthquake prediction. We rather recommend to test a 

variety of alternative models including simpler models such as logistic regression, which turns 

out to be second-best in our application. 

Substantively, we conclude that without any history, it is probably hard to come up with a 

good prediction – a fact, which is quite well known from other prediction tasks. Prediction 

models for burglary and robbery crimes, as an example, are not easily transferable to districts 

that are not known for a high crime intensity (e.g., Johnson et al. 2007). Our model shares this 

limitation and is probably best suited for a constantly rising number of firms that already faced 

a trigger event. Nevertheless, we identified several other important predictors that do not de-

pend on the event history and improve the evaluation and prediction of potential risks. 

Among those variables are variables that allude to the popularity of firms which correlates 

with their size, competitive strength, and marketing power and which is reflected in online 

searches for the firm. Marketing investments in brand (advertising budget) and customers (re-

lationship equity) turn out to have a side effect as they increase the marketing power of the firm 

but also increase its attraction to those who look for signs of firm behavior that violates ethical 

principles and norms. This finding is in line with prior research on the mechanisms of the media 

business and that provides a theoretical explanation for drivers of media coverage of negative 

firm behavior (Stäbler and Fischer 2020). It also suggests that the disclosed trigger events do 

not necessarily must have an evidence base. Our study thus adds to the emerging stream of 

research that tries to understand how marketing and firm relevant information propagate within 

and across the various media channels (e.g., Shi, Liu, and Srinivasan 2022). 

7.2 Limitations and Further Research Avenues  

Limitations of this paper offer fruitful research opportunities. First, while our study uses a 

wide range of variables to precisely predict the occurrence of a trigger event, we do not provide 

causal evidence on the direction of their effect. Although the surrogate model provides initial 
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indications of how the predictors drive the probability of the XGB, future research should also 

investigate how managers can influence potential drivers to diminish the likelihood of trigger 

events and accompanying corporate crises. These analyses do not have to be limited to struc-

tured data, as in our case; unstructured data in the form of text and image analyses could also 

be considered.  

Second, our research indicates that users may determine an individual threshold that clas-

sifies the predicted risk index into zeros and ones. The question that then arises is how investors 

may decide on a threshold – which has not been investigated in the literature. Future research 

could explore the underlying mechanisms on how investors identify a threshold and quantify 

the perceived error costs. 
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APPENDIX PAPER 1 

APPENDIX A: REPRISK’S RESEARCH SCOPE 

The data provider RepRisk covers 28 issues (RepRisk 2023). These issues can be catego-

rized as environment, social, governance, and cross-cutting issues as illustrated in Table A1. 

Every negative news incident covered by RepRisk is linked to at least one of these 28 issues. 

According to RepRisk the issues are “selected and defined in accordance with the key interna-

tional standards related to ESG issues and business conduct, such as the World Bank Group 

Environmental, Health, and Safety Guidelines, the IFC Performance Standards, the Equator 

Principles, the OECD Guidelines for Multinational Enterprises, the ILO Conventions, and 

more” (RepRisk 2023). 

Table A1: 28 Issues Covered by RepRisk 

Environment Social Governance 
Environmental Foot-
print Community Relations Employee Relations Corporate Governance 
    

Climate change, GHG 
emission, and global pollu-
tion 

Human rights abuses and 
corporate complicity 

Forced labor Corruption, bribery, ex-
tortion, money launder-
ing 

Local pollution Impacts on communities Child labor Executive compensation 
issues 

Impacts on landscapes, 
ecosystems, and biodiver-
sity 

Local participation issues Freedom of association 
and collective bargain-
ing 

Misleading communica-
tion 

Overuse and wasting of re-
sources 

Social discrimination Discrimination in em-
ployment 

Fraud 

Waste issues  Occupational health and 
safety issues 

Tax evasion 

Animal mistreatment  Poor employment con-
ditions 

Tax optimization 

   Anti-competitive prac-
tices 

Cross-cutting Issues 
Controversial products and services 
Products (health and environmental issues) 
Supply chain issues 
Violation of national legislation 
Violation of international standards 
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In addition, RepRisk uses different topic tags, which complement the 28 issues. These topic 

tags are more specific than the broader issues and they refer to a concrete theme. Every topic 

tag can be linked to multiple issues. In contrast to the 28 issues, the topics tags are dynamic, 

which means that the list of topics expands over time in response to emerging trends. Table A2 

overviews the topic tags. 

 
 

 

 

 

Table A2: Topic Tags of RepRisk 
Abusive/Illegal 
fishing 

Agricultural 
commodity 
speculation  

Alcohol Animal trans-
portation 

Arctic drilling 

Asbestos Automatic and 
semi-automatic 
weapons  

Cluster muni-
tions 

Coal-fired 
power plants 

Conflict miner-
als 

Coral reefs Deep sea drill-
ing 

Depleted ura-
nium munitions 

Diamonds Drones 

Endangered spe-
cies 

Forest burning Fracking Gambling Genetically 
modified organ-
isms (GMOs) 

Genocide/Ethnic 
cleansing 

High conserva-
tion value for-
ests 

Human traffick-
ing 

Hydropower 
(dams) 

Illegal logging 

Indigenous peo-
ple 

Involuntary re-
settlements  

Land grabbing Land mines Migrant labor 

Monocultures Mountaintop re-
moval mining 

Negligence Nuclear power Oil sands 

Palm oil Pornography  Predatory lend-
ing  

Privacy viola-
tions 

Protected areas 

Rare earths Sea-bed mining Soy Tobacco Water scarcity 
Notes: Illustrated topic tags refer to the analyzed time window between 2007-2017. As these topics are dy-
namic the list is constantly updated by RepRisk. In 2023, the list contained 74 topics (RepRisk 2023). 
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APPENDIX B: PERFORMANCE ASSESSMENT CRITERIA 

The performance metrics used in our study are all based on the confusion matrix resulting 

from a binary classification. Table A3 represents this matrix (see Davis and Goadrich 2006 for 

a detailed explanation). Binary classifications produce true positive (TP) predictions when an 

event is correctly predicted and true negative (TN) predictions when an event is correctly not 

predicted. In addition, two different errors occur: a false positive (FP) result occurs when an 

event is falsely predicted and a false negative (FN) result occurs when an event is falsely not 

predicted. 

Table A3: Outcomes for a Binary Classification Task 
 Actual class 

Trigger event No trigger event 

Predicted  
class 

Trigger event True positives False positives 

No trigger event False negatives True negatives 

 
The classification from Table A3 forms the basis for all performance metrics used in the 

study. Table A4 shows the metrics addressed in the study and their formula. Note that different 

formulas exist for some metrics (e.g., for the F1-score). 

Table A4: Overview Performance Metrics 
Accuracy = (TP + TN) / (TP + TN + FP + FN)  
Sensitivity/Recall (TPR) = TP / (TP + FN)  
Specificity (TNR) = TN / (TN + FP) 
Precision = TP / (TP + FP) 
R score = sensitivity + specificity – 1 
Balanced accuracy = (sensitivity + specificity) / 2 
F1-score = 2 X ((Precision x Recall) / (Precision + Recall)) 
False positive rate (FPR) = FP / (FP + TN) 
False negative rate (FNR) = FN / (FN + TP) 

Notes: True Positives = TP; False Positives = FP; True Negatives = TN; False Negatives = FN; 
TPR = True Positive Rate; TNR = True Negative Rate; FPR = False Positive Rate;  
FNR = False Negative Rate. 

 

In addition, we analyze the area under the curve (AUC) of the receiver operating charac-

teristic curve (ROC) curve and the precision recall (PR) curve. The ROC curve is an evaluation 
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metric for binary classification problems (Lantz 2019, p. 312). It is a probability curve that plots 

the True Positive Rate (TPR) against the False Positive Rate (FPR) (1 – specificity) at various 

threshold values. Figure A1 shows the ROC curve of our XGB algorithm for the holdout sam-

ple. The different colors represent the different threshold values. 

Figure A1: ROC Curve and AUC Value for the XGB Prediction 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
The ROC AUC measures the entire two-dimensional area underneath the ROC curve. 

Thus, it provides an aggregate measure of performance across all possible classification thresh-

olds. The metric is considered as classification-threshold-invariant, because it measures the 

quality of the model’s predictions irrespective of what classification threshold is chosen. 

The maximum possible AUC value is 1 (100%) and the lowest value is 0 (0%). The higher 

the AUC, the better the model is at predicting 0 classes as 0 and 1 classes as 1. A model with 

100% wrong predictions has an AUC of 0. A model whose predictions are 100% correct 
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achieves an AUC of 1. An AUC value of  .5 means the model has no class separation power at 

all (random classification). In case the AUC value of the model is lower than .5, the model 

performance is worse than randomly assigning the classes.  

The PR curve and the corresponding AUC value are comparable to the ROC curve. How-

ever, this graph plots the Precision against the Recall like illustrated in Figure A2 (Boyd et al. 

2012).  

Figure A2: PR Curve and AUC Value for the XGB Prediction 
 

 

 

 

 

 

 

 

 

 

 

 

 

This metric is specifically useful when data is heavily imbalanced (see Saito and Rehmsmeier 

2015) since PR AUC focuses mainly on the positive class and cares less about the frequent 

negative class.  

Unlike the ROC curve, the AUC value for a random classification is not automatically .5, 

but is based on the skewness of the binary target variable. For example, if the target variable 

contains 20% 1 and 80% 0, then the AUC corresponds to the PR curve .2 for a random 
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classification (see for example Boyd et al. 2012). In this scenario, if an algorithm achieves a 

value higher .2, then it classifies better than a random classifier. Recall that in our study, the 

trigger events represent only 1.45% of all observations in the holdout sample. Thus, a random 

classifier would achieve a PR AUC value of .0145. 
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APPENDIX C: WEATHER DATA 

Table A5: Weather Variables 
 
 

 

 

 

 

 

 

 

 

 

The weather data contains 12 different variables shown in Table A5. These variables describe the weather situation at the headquarter location 

of the company, which is stated in Compustat. In case there is no weather data available for the concrete location, we collect the weather data from 

the closest possible location to the headquarter available. More information is provided here: https://www.visualcrossing.com. 

 

 

Variable Operationalization Source Unit measure Temporal 
interval 

Number of 
time lags used 

Mean Median SD 

Weather con-
ditions 

Weather conditions at 
headquarter location  
- mean temperature  
- maximum temperature  
- minimum  temperature 
- snow depth  
- wind speed  
- wind chill  
- wind gust  
- visibility  
- relative humidity  
- precipitation  
- heat  
- cloudiness 

Visual-
crossing 

 
 
in celsius 
in celsius 
in celsius  
in centimeters 
in kilometers per hour 
in celsius 
in kilometers per hour 
in kilometers 
ratio in %    
in millimeter 
in celsius 
ratio in %    

weekly 
 

1-2  
 

14.92 
23.41 
7.48 

167.00 
21.48 

.67 
54.92 
14.34 
67.42 
3.13 

31.36 
38.37 

 
 

15.69 
24.80 
8.00 

23.07 
21.03 
2.53 

53.60 
14.47 
68.72 
1.31 

30.15 
36.69 

 
 

9.18 
9.02 

10.23 
206.51 

6.31 
6.89 

17.78 
5.30 

12.34 
5.58 
4.01 

23.21 
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APPENDIX D: DESCRIPTION OF ALGORITHMS 

Table A6: Applied Machine Learning Approaches 

Approach Model explanation Exemplary sources 

Artificial neural 
network1 

- Models the relationship between a set of input signals and an output signal using a model derived 
from how a brain responds to stimuli from sensory inputs. 

- A typical artificial neuron with n inputs is represented by: 

𝑦(𝑥) = 𝑓 jC(𝑤7𝑥7)
A

7-'

l. 

- The w weights define how much each of the n inputs, (x), contributes to the sum of all input 
signals. The net total is used by the activation function f(x) and the resulting signal, y(x), is the 
output axon. 

- We use the resilient backpropagation with weight backtracking as algorithm (Riedmiller 1994). 
- We use a sigmoid function as an activation function for the neural network: 

𝑓(𝑥) =
1

1 + 𝑒+B 
- Our artificial neural network includes two hidden layers. The first hidden layer consists of 12 

hidden neurons and the second layer consists of 2 hidden neurons.  

Lantz 2019;  
Kuhn and Johnson 
2013; 
Riedmiller 1994 

Random forest2 

- Group of un-pruned classification made by randomly selecting samples and predictors of the 
training data. 

- “classifier consisting of a collection of tree-structured classifiers {h(x, Ѳk ), k = 1, . . .} where 
the {Ѳk} are independent identically distributed random vectors and each tree casts a unit vote 
for the most popular class at input x” (Breiman 2001, p. 6). 

- Ensemble-based method, in which final prediction is made by a majority vote of trees. 
- Most relevant tuning parameter is the number of randomly selected predictors to choose from at 

each split (in our case = 10). We train 500 trees in our random forest model. The minimum size 
of terminal nodes equals 5 and the maximum number of terminal nodes trees in the forest can 
have equals 10. 
 

Breiman 2001;  
Lantz 2019 
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Table A6: Applied Machine Learning Approaches 

Approach Model explanation Exemplary sources 

XGBoost3 

- Scalable tree boosting system that achieves best prediction performance for many classification 
problems: For example, XGBoost is a superior tool for the development of credit risk models 
(Chang, Chang, and Wu 2018). 

- In contrast to random forest, the trees are not trained independently but each tree incrementally 
incorporates and corrects the error produced by the previously trained tree. 

- Demands for tuning of several parameters, which may impact the performance. We apply a ran-
dom search approach to identify the optimal combination of parameter values. Although grid 
search and manual search are the most widely used strategies for hyperparameter optimization, 
randomly chosen trials may be more efficient (Bergstra and Bengio 2012). 

Bergstra and Bengio 
2012; Chen and 
Guestrin 2016; 
Chang et al. 2018;  
Olson et al. 2018 

Notes: 1 https://cran.r-project.org/web/packages/neuralnet/neuralnet.pdf leads to the R package used for the neural network. 
2 https://cran.r-project.org/web/packages/randomForest/randomForest.pdf leads to the R package used for the random forest. 
3 https://cran.r-project.org/web/packages/xgboost/xgboost.pdf leads to the R package used for the XGBoost. 
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APPENDIX E: CONFUSION MATRIX FOR THE DIFFERENT MODELS 

Table A7, Table A8, Table A9, and Table A10 present the confusion matrices for the four 

model classifications applying the optimal thresholds that maximize the weighted F1-scores to 

the holdout sample. Table A11, Table A12, Table A13, and Table A14 overview the results 

applying the optimal thresholds that maximize the weighted balanced accuracy measure. Table 

A15 – Table A18 show the classification for a threshold value of 50%. 

Table A7: Confusion Matrix for the XGB Classification (F1-score Maximization) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 274 736 1,010 

No trigger event 464 49,278 49,742 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 74.93%. 
 

Table A8: Confusion Matrix for the ANN Classification (F1-score Maximization) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 286 1,122 1,408 

No trigger event 452 48,892 49,344 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 97.27%. 
 

Table A9: Confusion Matrix for the Random Forest Classification (F1-score Maximization) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 228 1,243 1,471 

No trigger event 510 48,771 49,281 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 99.53%. 
 

Table A10: Confusion Matrix for the Logit Classification (F1-score Maximization) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 345 1,253 1,598 

No trigger event 393 48,761 49,154 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 98.78%. 



	

	
	
	 74 

 
Table A11: Confusion Matrix for the XGB Classification (Bal. Accuracy Maximization) 

 Actual trigger event  
Trigger event No trigger event Sum 

Predicted 
trigger 
event 

Trigger event 636 7,597 42,519 

No trigger event 102 42,417 8,233 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 43.68%. 
 

Table A12: Confusion Matrix for the ANN Classification (Bal. Accuracy Maximization) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 655 12,399 13,054 

No trigger event 83 37,615 37,698 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 32.59%. 
 
 
 
Table A13: Confusion Matrix for the Random Forest Classification (Bal. Accuracy 
                     Maximization) 

 Actual trigger event  
Trigger event No trigger event Sum 

Predicted 
trigger 
event 

Trigger event 693 15,547 16,240 

No trigger event 45 34,467 34,512 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 32.58%. 
 

 

Table A14: Confusion Matrix for the Logit Classification (Bal. Accuracy Maximization) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 659 10,985 11,644 

No trigger event 79 39,029 39,108 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 36.63%. 
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Table A15: Confusion Matrix for the XGB Classification (50%-Threshold) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 621 6,612 7,233 

No trigger event 117 43,402 43,519 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 50.00%. 
 

 

Table A16: Confusion Matrix for the ANN Classification (50%-Threshold) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 636 9,085 9,721 

No trigger event 102 40,929 41,031 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 50.00%. 
 

 

Table A17: Confusion Matrix for the Random Forest Classification (50%-Threshold) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 673 12,248 12,921 

No trigger event 65 37,766 37,831 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 50.00%. 
 

 

Table A18: Confusion Matrix for the Logit Classification (50%-Threshold) 
 Actual trigger event  

Trigger event No trigger event Sum 
Predicted 
trigger 
event 

Trigger event 625 7,738 8,363 

No trigger event 113 42,276 42,389 
 Sum 738 50,014 50,752 

Notes: Classification threshold = 50.00%. 
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In Table A19, we present the classification results using different performance metrics. All 

of these results base on the confusion matrices shown in Table A7 - Table A18. 

  Table A19: Different Performance Metrics for the Model Classifications 
Thresholds that maximize the weighted F1-score 

           XGB ANN Random  
forest Logit 

Accuracy 97.64% 96.90% 96.55% 96.76% 
Sensitivity/Recall 37.13% 38.75% 30.89% 46.75% 
Specificity 98.53% 97.76% 97.52% 97.50% 
Precision 27.13% 20.31% 15.50% 21.59% 
Balanced accuracy 67.83% 68.26% 64.21% 72.12% 
F1-score 31.35% 26.65% 20.64% 29.54% 

Thresholds that maximize the weighted balanced accuracy  

 XGB ANN Random  
forest Logit 

Accuracy 84.83% 75.41% 69.28% 78.20% 
Sensitivity/Recall 86.18% 88.75% 93.90% 89.30% 
Specificity 84.81% 75.21% 68.92% 78.04% 
Precision 7.73% 5.02% 4.27% 5.66% 
Balanced accuracy 85.50% 82.00% 81.41% 83.67% 
F1-score 14.18% 9.50% 8.16% 10.64% 

Traditional threshold of 50% 

 XGB ANN Random  
forest Logit 

Accuracy 86.74% 81.90% 75.74% 84.53% 
Sensitivity/Recall 84.15% 86.18% 91.19% 84.69% 
Specificity 86.78% 81.84% 75.51% 84.53% 
Precision 8.59% 6.54% 5.21% 7.47% 
Balanced accuracy 85.46% 84.01% 83.35% 84.61% 
F1-score 15.58% 12.16% 9.85% 13.74% 
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APPENDIX F: COST-BENEFIT ANALYSIS FOR INVESTORS 

Table A20 overviews the two scenarios and the calculations. In the baseline scenario (Sce-

nario 1 in Table A20), we assume that our forecasting method is not applied. The shareholders 

are therefore not able to predict trigger events. On average, the abnormal stock returns (AR) in 

weeks with trigger events equals –2.72%.  Stockholders would be exposed to this negative stock 

market development, as they would not predict the trigger events.  
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Table A20: Value Added for Investors: Simulation of Cumulated Financial Loss Across 495 Firms in Period 2016–2017 
 Scenario 1: No risk forecast used Scenario 2: Risk forecast used 

Information needed   
Number of missed trigger events 738 102 
Number of falsely predicted trigger events 0 7,597 
Average abnormal stock return [AR] of 
missed trigger events 

–2.72% –3.08% 

Average abnormal stock return of falsely pre-
dicted trigger events 

- 0.29% 

Average abnormal stock return of weeks for 
which no trigger event is predicted 

- 0.18% 

Average market capitalization [MC] of a 
company 

US$35 billion US$35 billion 

Calculations   
Total costs of missing trigger events US$700 billion US$110 billion 

Calculation of total costs of missing trigger 
events 

738 trigger events x 2.72% [AR] x US$35 billion 
[MC] 

102 trigger events x 3.08% [AR] x US$35 billion 
[MC] 

Missed profits of falsely selling stocks US$0 US$771 billion 
Calculation of missed profits of falsely sell-
ing stocks  

 7,597 falsely predicted trigger events x 0.29% 
[AR] x US$35 billion [MC] 

Additional profits of reinvestments US$0 US$479 billion 
Calculation of additional profits of reinvest-
ments 

 7,597 x 0.18% [AR] x US$35 billion [MC] 

Total economic costs  US$700 billion US$402 billion 
Calculation of total economic costs US$700 billion + US$0 – US$0 US$110 billion + US$771 billion – US$479 billion 

Total cost reduction in % 42.57 
Notes: All figures used for the calculations refer to the holdout sample observations. 
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Multiplying this negative abnormal return by the average market capitalization (MC) of the 

companies of about US$35 billion (Note: for illustrative purposes we calculate with average 

market capitalization of a company within the MSCI index) and number of trigger events results 

in total economic costs of US$700 billion. 

In the second scenario, investors use the short-term prediction forecast. We exemplary ap-

ply the cost-optimal classification threshold of 43.68% from Table 7 using an error cost ratio 

of 2:1. At this threshold, only 102 of 738 trigger events are missed. These missed events lead 

to average negative abnormal returns of  –3.08% which results in costs of US$110 billion due 

to false negative classifications. However, a second error is known to occur, in which a trigger 

event is incorrectly predicted although no event occurs (i.e., false positives). In this case, the 

investor may sell the shares although there is no actual negative impact due to trigger news. 

Thus, the investor loses the profits due to the mis-selling. In our scenario, this is the case for 

7,597 observations. These cases show, on average, a positive abnormal return of .29% leading 

to missed profits of US$771 billion. 

Since a rational investor would reinvest the money withdrawn, additional profits will be 

realized with reinvestments. In fact, our classification proposes alternative investment for which 

no trigger events are expected. The average abnormal returns for these alternative investments 

with no trigger event expected in the focal week equals .18%. These reinvestments lead to ad-

ditional gains of US$479 billion. 

To sum up, applying our short-term forecasting method leads to losses of US$110 billion 

and missed gains of US$771 billion because of the two different classification errors but also 

to new profits of US$479 billion due to reinvestments. Thus, the total economic costs can be 

decreased by 42.57% from US$700 billion without using the prediction tool to US$402 billion 

(110 + 771 – 479). 
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APPENDIX G: VARIABLE SELECTION FOR THE SURROGATE MODEL 

Note that we do not impute missing values for the XGB approach because the algorithm 

can handle missing values. For the surrogate model (i.e., multiple regression), we use the pre-

dicted probability of the XGB from the training data set as dependent variable and the individual 

predictors as independent variables. However, since multiple regressions cannot handle missing 

values, we cannot include all predictor variables and need to make a selection. We only include 

the most important variables and the variables of special interest in the surrogate model. Oth-

erwise, the number of missing values over the large number of predictors and time lags would 

be too high. 

To help preselect the potentially most relevant variables, we use a feature of the XGB al-

gorithm to evaluate variable importance (Chen and Guestrin 2016). This feature measures how 

useful and valuable each predictor variable is in constructing the decision trees within the 

model. The more often an attribute is used to arrive at important decisions, the higher is its 

relative importance. The importance is explicitly calculated for each attribute in the dataset, so 

that the attributes can be ranked and compared. 

We consider the most important 25 pre-selected variables. Of these 25 variables, we ex-

clude weather data because they contain a particularly large number of missing values and are 

also not actionable for managers.  

Regardless of their importance for the XGB prediction, we include the four marketing var-

iables, the four news events history variables (two recency and two frequency variables) as well 

as the google search variable due to our special interest in their direction of influence on the 

trigger event probability.  

We only use the first time lag of each variable in case multiple time lags were used for the 

XGB. For example, we only used stock returns from the previous week in our multiple regres-

sion.  
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Further, we exclude profitability from the multiple regression because its VIF value is too 

high. In this way, we prevent multicollinearity between the independence variables from dis-

torting the estimates. The VIF values of the main effect variables in our final surrogate model 

are not higher than 7.5. The final surrogate model includes 14 main effect variables (4 news 

event history variables, 4 marketing-related variables, and 6 other important variables). 

In addition to these 14 variables, we consider two-way interactions between marketing-

related variables and the company-related variables that are measured on a yearly basis. Table 

A21 summarizes our procedure and the results for identifying relevant interaction effects. 

Table A21: Selection Process for Interaction Terms 
Step 1: Specification test for each two-way interaction separately (F test: F-value) 

Marketing-related 
variables: 

Company-related variables: 

 
Sales Firm size Market share Leverage 

Advertising budget 7,261.075 2,504.250 49.229 351.196 
Relationship equity 24.638 724.600 1,519.897 n.s. 
R&D expenditures 1,176.216 594.582 326.455 n.s. 
SG&A expenses 317.199 4,176.707 1,144.623 10.603 

Step 2: Collinearity check (Ö if VIF < 10)  
Sales Firm size Market share Leverage 

Advertising budget Ö Ö Ö Ö 
Relationship equity Ö Ö Ö - 
R&D expenditures Ö Ö Ö - 
SG&A expenses Ö Ö Ö Ö 
 Note: n.s. = not significant (p > .05).  

  
In total, we have 16 interactions (4 x 4) to test for. To keep the model parsimonious and 

reduce the influence of collinearity that plagues interaction variables by construction, we follow 

a stepwise procedure. We first add each interaction effect separately to our base model and test 

for this model extension using the F test. We then check whether the remaining candidate in-

teractions satisfy standard collinearity requirements (VIF < 10). This leaves us with 14 interac-

tions. One out of the 14 interaction terms (R&D expenditures x Firm size) does not contribute to 

the model including all other interactions terms. Thus, we remove this interaction term, which 

leaves us with 13 interactions in our final surrogate model. 
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APPENDIX H: DISTRIBUTION SELECTION OF SURVIVAL MODEL 

We tested underlying distributions of the survival function and come to the conclusion that 

the Weibull distribution outperforms the loglogistic, exponential, and lognormal distribution 

according to the information criterion AIC, the Bayes IC, and the Hannan Quinn. 

 
Table A22: Determination of the Underlying Distribution of the Survival Model 
Underlying distribution survival 
model Inf.Cr.AIC Bayes IC Hannan Quinn 

Weibull 7108.6 7152.1 7122.3 
Loglogistic 7142.4 7186.0 7156.1 
Exponential 7234.4 7269.3 7245.4 
Lognormal 7142.4 7186.0 7156.1 
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ABSTRACT 

There is an ongoing debate about the role of market share and market share-based compe-
tition for firms’ behavior and financial performance. This study contributes to this discussion 
by analyzing the relationship between the specific competitive situation of a company and its 
unethical behavior disclosure. Analyzing a global sample of 2,777 companies and following an 
empirics-first approach, the authors introduce new variables that reflect the competitive situa-
tion of a firm and identify which competitive constellations increase competitive pressure and 
force companies to act unethically. Information regarding three different factors is relevant to 
explain unethical behavior disclosure. These include the exact ranking-related position of a 
company within an industry, the market-share-based proximity of direct competitors, and dy-
namic changes in these constellations. Furthermore, the authors show how the disclosure of 
unethical behavior, in turn, affects the future competitive position and thus reveal potential dy-
namics between the firm’s competitive situation and unethical firm behavior disclosure. Alt-
hough the initial goal of the ethical misconduct is likely to strengthen the competitive position, 
findings show that the market share decreases by .82% per each additionally disclosed incidence 
of unethical behavior. Managers should be aware of this relationship when developing compet-
itive strategies and refrain from assuming that a market share orientation is infallible.   
 

Keywords: ESG-related corporate misconduct, corporate social irresponsibility, market share-
based competition, competitive pressure, empirics-first approach 
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1 Introduction 
 

On 12th of March, 2015, Martin Winterkorn, the former CEO of Volkswagen, stated that 

“The Volkswagen Group is increasing the pace. In 2015, we intend to take the next step towards 

the top. In other words, we are now getting ready to overtake.” (Volkswagen Group 2015). 

Indeed, a short time later, Volkswagen overtook Toyota and became the global market leader 

(Financial Review 2015). Only eight months later, the Volkswagen emissions scandal became 

public (Siano et al. 2017). As one consequence of the disclosed unethical firm behavior4, the 

market share of Volkswagen in Europe fell to its lowest level since the financial crisis (Financial 

Times 2016). This highlights how the company suffered a consumer backlash after the emis-

sions scandal. The example indicates the potential dynamic relationship between an intense 

market share-based competition (i.e., race for market leadership), disclosed unethical firm be-

havior (i.e., emissions scandal), and a resulting setback with regard to the competitive position 

(i.e., reduction of market share).  

Volkswagen is not the only company focusing on market share (i.e., firm unit sales or rev-

enues divided by market unit sales or revenues) as a key performance indicator. For many man-

agers, one of the top goals is to increase market share (Bhattacharya, Morgan, and Rego 2022; 

Farris et al. 2010). Management decisions aimed at evaluating performance in relation to com-

petitors can be referred to as competitor-oriented goals (Armstrong and Collopy 1996). 

However, a growing number of studies question the pursuit of higher market share as a 

panacea. A higher market share may relate negatively to customer satisfaction due to the diffi-

culty of pleasing larger and thus more heterogenous customer segments (Rego, Morgan, and 

Fornell 2013). Results from a meta-analysis by Edeling and Himme (2018, p. 4) question a 

competitive orientation of a firm that “focuses too strongly on retaining and increasing market 

	
4 Throughout this article, we consistently use the term (disclosed) unethical firm behavior to refer to “firm-induced 
incidents that appear to hurt the social good” (Kang, Germann, and Grewal 2016). Synonyms used in the literature 
are corporate social irresponsibility (e.g., Stäbler and Fischer 2020), corporate misconduct (e.g., Liu 2016), or ESG 
(environmental, social and governance)-related misconduct (e.g., Burke 2022). As we define later, we consider 
only unethical firm behavior that was disclosed. Undisclosed unethical firm behavior is not part of this study. 
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share as a business objective”. They show that the positive effect of a high market share on 

performance is lowest in the US, an economy characterized by strong competitive pressure. 

Armstrong and Collopy (1996) even suggest that firms should ignore their competitors when 

setting objectives and, instead, focus directly on profit maximization. Countering these articles, 

a recent study by Bhattacharya, Morgan, and Rego (2022) does not support a negative mediat-

ing role of competitor orientation within the market-share profit relationship, which adds to the 

“competitor-orientation puzzle”.  

This fierce debate about the role of market share and market share-based competition ori-

entation raises the question to what extent the effects of the Volkswagen example are general-

izable. Are there competitive situations of firms within one industry that influence the pressure 

on decision-makers in firms and trigger unethical actions and their disclosure? If yes, which 

specific situations of competitive performance exist and how do they drive unethical firm be-

havior disclosure? Can striving for an improvement of the competitive situation turn into a 

disadvantage and even backfire leading to a weakening of the competitive position?  

To answer these research questions, we introduce new competition-related variables that 

reflect the competitive situation of a firm and analyze the unethical behavior disclosure of 2,777 

international companies from 79 different industries in a time window from 2007 to 2017. Our 

analyses consider all types of unethical firm behavior independent of its geographical origin 

and are not limited to large corporate crises (such as the mentioned VW emission scandal). 

Importantly, we follow an empirics-first approach. This approach describes research that “(1) 

is grounded in (originates from) a real-world marketing phenomenon, problem, or observation, 

(2) involves obtaining and analyzing data, and (3) produces valid marketing-relevant insights 

without necessarily developing or testing theory” (Golder et al. 2023, p. 319f.). Since there are 

no concrete existing insights about our new competition variables in the established literature 

and theories suggest mainly conflicting expectations regarding the effect direction of these new 
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competition variables on disclosed unethical firm behavior, the application of an empirics-first 

approach is warranted (Golder et al. 2023, p. 330). 

By developing two distinct models, we shed light on potential dynamics between the spe-

cific competitive situation and the disclosure of unethical firm behavior. First, we model the 

effect of the competitive situation of a firm within one industry on the likelihood of future 

unethical behavior disclosure by conducting a hurdle negative binomial (HNB) regression. 

HNB models assume that the data are a mixture of two separate data generation processes: one 

generates only zeros, and the other is a negative binomial data-generating process (count val-

ues) that truncates zeros (Gurmu and Trivedi 1996; Mullahy 1986). Both processes can be mod-

eled independently. Secondly, we measure the impact of unethical firm behavior disclosure on 

future market share with a market share response model.  

Compared to existing research, our study differs in important ways: First, we introduce 

numerous new market share-related variables that describe the firm-specific competitive situa-

tion and proxy the competitive pressure of companies and their managers. Specifically, we an-

alyze the effect of a company’s global position within an industry, the situation regarding the 

local (direct) competition, and the dynamics of these two factors. In this way, we gain important 

insights into the influence of a company’s exact competitive situation within an industry on its 

unethical behavior.  

Second, although research has already extensively focused on the consequences of unethi-

cal firm behavior disclosure, (e.g., Kang, Germann, and Grewal 2016; Kölbel, Busch, and 

Jancso 2017; Stäbler and Fischer 2020), the drivers of irresponsible firm behavior are still rel-

atively unknown. To the best of our knowledge, no existing study analyzes the effect of the 

concrete competitive situation of a firm on unethical firm behavior as well as the potential neg-

ative feedback effects of unethical firm behavior disclosure on a firm’s market share.  

Our study provides important contributions to marketing research and practice: First, we 

contribute theoretically to the broad field of competition. We introduce several yet unstudied 
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market share-related variables that describe the competitive situation of a company within one 

industry. In this way, we shed light on the sparse research on industry structure and business 

performance in marketing research (Uslay, Altintig, and Winsor 2010) and also on the current 

reinvigorated discussion about market share as a dominant corporate goal and its positive and 

negative consequences for future firm performance (Bhattacharya, Morgan, and Rego 2022; 

Edeling and Himme 2018; Rego, Morgan, and Fornell 2013). 

Second, our study also contributes substantively to the extant research on unethical firm 

behavior. Although the topic has received growing attention from researchers in the last two 

decades (Borah and Tellis 2016; Cleeren, Dekimpe, and Helsen 2008), potential drivers of un-

ethical firm behavior and its disclosure are still relatively unknown. Our study fills this research 

gap to a significant extent by identifying certain competitive constellations that increase the 

likelihood of unethical firm behavior disclosure.  

Lastly, the findings contribute to managerial decision-making: Our study reveals that one 

additional unethical firm behavior disclosure leads to a relative decrease of the market share by 

.82%5 on average, and thus, results in an actual setback in the battle for a better competitive 

position. Hence, we show that managers’ attempt to strive for a better competitive situation by 

unethical means are not necessarily crowned with success. It can even be counterproductive 

and counteract an improvement of the competitive position. Based on these findings, companies 

should, for example, reevaluate the incentives for decision-makers and define other more sus-

tainable goals such as increasing brand equity or improving customer relationships, instead of 

the potentially detrimental market share maximization, for which some managers use ethical 

misbehavior as a shortcut. 

In addition, our findings imply that firms should include intra-industry competitive con-

stellations when implementing internal monitoring measures that warn of corporate 

	
5 Note that it is important to distinguish between percentage changes and percentage point changes when talking 
about market shares. For example, an increase in market share from 5% to 6% implies a 20% increase in market 
share, but only a one percentage point increase. 
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misconduct. Investors, especially those that consider ESG criteria (so-called “ESG investors, 

see McGee 2022) may use the new insights from our study to optimize their investment deci-

sions and to adapt their investment portfolio proactively by analyzing the competitive situations 

of firms they potentially invest in. 

The remainder of this work is structured as follows: Firstly, we provide an overview of 

relevant existing studies to position our study and gain inspiration from the relevant fields of 

research. Secondly, we derive new variables that proxy the competitive pressure and develop a 

conceptual framework. Note that the empirics-first approach does not demand an overarching 

theoretical foundation or concrete a priori expectations about the effect directions presented. 

Third, we describe the data set and the methodology. Lastly, we summarize and discuss the 

empirical results, and provide potential theoretical explanations for our findings as well as prac-

tical implications. 

2 Literature Review 
 

Two research streams are relevant to this study. The first research stream attempts to ex-

plore the real-world consequences of unethical firm behavior and its disclosure. The second 

research stream zooms in on the impact of competitive pressure on specific types of unethical 

behavior, both at an individual (employee) and at an aggregate (firm) level. In the following, 

we will summarize these relevant research streams and present representative findings. 

2.1 Literature on Unethical Firm Behavior (Disclosure) 

In line with the high practical relevance of unethical firm behavior for companies, research 

about the topic has grown to a major field over the last decades. Researchers studied various 

real-world consequences of unethical firm behavior as well as important mediators and moder-

ators of this process (e.g., Borah and Tellis 2016; Cleeren, Dekimpe, and Helsen 2008). 

Figure 1 highlights representative studies and the identified relationships. As shown, exist-

ing research focuses mainly on the analysis of the consequences of unethical behavior disclo-

sure on various outcome variables like the firm value (Flammer 2013; Kang, Germann, and 
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Grewal 2016), sales (Van Heerde, Helsen, and Dekimpe 2007; Zhao, Zhao, and Helsen 2011), 

or the marketing effectiveness (Liu and Shankar 2015).  

Figure 1: Representative Studies on Unethical Firm Behavior (Disclosure) 
 

 

 
 

In addition, numerous studies have identified moderators (Cleeren, Van Heerde, and 

Dekimpe 2013; Rubel, Naik, and Srinivasan 2011) and mediators (Berger, Sorenson, and Ras-

mussen 2010; Stäbler and Fischer 2020) of these relationships. There are also a few early at-

tempts to investigate antecedents of unethical firm behavior. In their study, Rubel, Naik, and 

Srinivasan (2011) initially analyze the time window before the event occurs (i.e., the product 

harm crisis is published in the media). The authors look at pre-event advertising levels that 

might be strategically used by management envisioning a crisis to moderate the negative con-

sequences.  

In addition, a recent study by Campbell and Shang (2022) uses machine learning to predict 

firms’ violations of rules and regulations issued by government institutions. However, the focus 

of that study is a prediction and not an explanation of unethical firm behavior. Also, there is a 

difference between unethical firm behavior and violations of regulations. Not every unethical 

action is also illegal.  
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2.2 Literature on Competitive Pressure and Unethical (Firm) Behavior 

We categorize prior studies on competitive pressure and unethical behavior along two di-

mensions (see Table 1): First, prior studies examine either aggregate competitive pressure (i.e., 

competition intensity within the whole industry or the whole company) or individual competi-

tive pressure (i.e., concrete entity-specific position or rank of a company within one industry or 

employee within one company).  

Second, the existing studies take either an intra-firm perspective or an inter-firm perspec-

tive. The intra-firm perspective examines the unethical behavior of individual employees of a 

company. The inter-firm perspective, on the other hand, examines the competitive interactions 

of companies. 

Table 1: Representative Studies on Competition and Unethical (Firm) Behavior 
    
  Organizational perspective 
  Intra-firm  Inter-firm 

Type of 
pressure 

Aggregate 
competitive 

pressure 

A 
 
Kulik, O’Fallon, and Salimath (2008) (T) 
Verbeke, Ouwerkerk, and  
Peelen (1996) (S) 

B 
 
Bennett et al. (2013) (F) 
Branco and Villas-Boas (2015) (T) 
Shleifer (2004) (T) 

   
Individual 
competitive 

pressure 

C 
 
Hegarty and Sims (1978) (E) 
Perry, Baranowski, and Parcel (1990) (F) 

D 
 

This study (F) 

    
Notes: (F) = Field study; (T) = Theoretical study; (E) = Experimental study; (S) = Survey study. 
 

 
For example, the studies by Kulik, O’Fallon, and Salimath (2008) and Verbeke, 

Ouwerkerk, and Peelen (1996) take an intra-firm perspective and analyze competitive pressures 

on an aggregated level (Cell A). Kulik, O’Fallon, and Salimath (2008) develop a grassroots 

model to describe structural factors that may influence the emergence and spread of an em-

ployee’s (un)ethical behavior in organizations by using the example of the company Enron. 

Verbeke, Ouwerkerk, and Peelen (1996) show how and when individual salespeople make un-

ethical decisions based on the organization’s environment and climate. 
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Bennett et al. (2013), Branco and Villas-Boas (2015), and Shleifer (2004) also examine the 

impact of aggregate competitive pressures, but these studies focus on the behavior between 

firms (Cell B). Bennett et al. (2013) show that competition can cause organizations to provide 

services that customers demand but violate government regulations, especially when price com-

petition is restricted. Firms with more competitors pass customer vehicles at higher rates and 

are more likely to lose customers whom they fail, suggesting that competition intensifies pres-

sure to provide illegal leniency. Branco and Villas-Boas (2015) theoretically show that the de-

gree of competition is negatively related to the extent to which firms invest in behaving accord-

ing to the rules of the marketplace. Using examples such as child labor and corruption, the study 

by Shleifer (2004) clarifies the potential negative (short-term) and positive (long-run) effects 

of competition in promoting unethical firm behavior (which the author terms “censured con-

duct”). 

Other studies explore the effect of individual competitive pressure and consider an intra-

firm perspective (Cell C). Hegarty and Sims (1978), for example, look at ethical decision-mak-

ing under different contingencies of reinforcement (e.g., knowledge of other performance or 

rank). A study by Perry, Baranowski, and Parcel (1990) distinguishes between type A and type 

B students. Type A students have been characterized by extremes of impatience, aggressiveness 

and hostility, competitive achievement striving, and time urgency that are evoked by a variety 

of environmental situations. The authors find that these students are more likely to cheat. 

Interestingly, to the best of our knowledge, no study exists that links individual competitive 

pressures to an inter-firm perspective. We fill this research gap by introducing several variables 

that describe the company-specific competitive situation and the resulting competitive pressure 

of firms within an industry and by analyzing how these measures affect unethical firm behavior 

disclosure on a company level. 
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3 Competitive Pressure as Driver of Unethical Decisions 
 

In the following section, we briefly present the categories of variables that are relevant to 

our analysis and show how we benefit from existing theories in deriving these variables. Note 

that after analyzing the data, we develop explanations for our empirical results. 

Analyses of established theories reveal that three different factors – which are all related to 

a company’s specific competitive situation – potentially influence competitive pressure: the 

global position of a firm within one industry, the direct local competition of a firm, and com-

petitive dynamics.  

3.1 The Comparative Position of Firms within One Industry 

Theoretical evidence indicates that the position of a firm within one industry influences 

competitive pressure. For example, tournament theory is useful for describing behavior when 

reward structures are based on relative ranks rather than absolute levels of output (Connelly et 

al. 2014; Lazear and Rosen 1981). The theory is often used to describe inter-firm competition. 

Researchers are also incorporating uncooperative behavior by showing that contestants may 

benefit not only from increasing their productivity but also from reducing the productivity of 

their competitors.  

Furthermore, based on social comparison theory (Festinger 1954), individuals and firms 

evaluate their performance compared to competitors (Armstrong and Collopy 1996; Greve 

2008; Kilduff 2019). The drive to obtain or retain a higher relative position is characterized by 

comparative concerns, which result in competitive behavior (Garcia, Tor, and Schiff 2013, p. 

635). Both, the insights from tournament theory and social comparison theory, indicate that the 

position of a firm within one industry plays an essential role for the competitive pressure and 

the resulting unethical behavior by decision-makers and companies.  

Note that we also include information on whether a firm is a market leader and a member 

of the top three companies in an industry. Research has already demonstrated the crucial role 

of the market leader and the three largest companies within one industry (Edeling and Himme 
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2018; Uslay, Altintig, and Winsor 2010). For example, Uslay, Altintig, and Winsor (2010) show 

that there are often three generalist firms controlling the market. 

3.2 Direct Competition 

Connelly et al. (2014) conclude that tournament theorists incorporate aspects of actor het-

erogeneity (Nippa 2011) by forming sub-contests. Within these sub-contests, participants com-

pete with a more homogeneous subgroup (Gomez-Mejia, Treviño, and Mixon Jr. 2009). Trans-

ferred to our research problem, this suggests that there may be subgroups of closer related firms 

within one industry. These subgroups may be specifically relevant for the competition orienta-

tion. We use the term direct local competition to describe the competitive situation within these 

subgroups.  

Social comparison theory states social comparison can generally be viewed in two direc-

tions and is, therefore, divided into upward and downward social comparisons (e.g., Brown et 

al. 2007). In upward comparison, one’s performance is compared with that of the better per-

former, i.e., the firm with the next better position. This often results in negative feelings, which 

in turn can lead to competitive behavior (Garcia and Tor 2007; Garcia, Tor, and Gonzalez 2006; 

Garcia, Tor, and Schiff 2013; Tesser 1988). In contrast, downward comparison involves com-

paring with someone worse off, i.e., the company with the next worse position within one in-

dustry. This downward orientation can also lead to competitive behavior as the drive to keep a 

higher relative position may result in competitive behavior (Garcia, Tor, and Schiff 2013). We, 

therefore, consider the direct upward and downward competition of firms in our analyses. 

3.3 Competitive Dynamics 

Based on the tournament theory researchers examine how behavior dynamically changes 

in sequential tournaments (Rosen 1986). The fight for market share can be seen as a sequence 

of yearly tournaments suggesting to include information about competitive dynamics, i.e., the 

change of the competitive situation from one time period to another time period, in our study. 
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Prospect theory (Kahneman and Tversky 1979) suggests that performance improvements 

are associated with an increase in aspirational reference points. If the market share deteriorates 

and the firm even falls in position, this can lead to emotional and psychological incentives to 

regain market share to improve the position again (Ferrier et al. 2002). In addition, prospect 

theory suggests that decision-makers who have experienced loss are more risk-seeking (Fieg-

enbaum and Howard 1988; Mishina et al. 2010), which is expected to influence the amount of 

unethical behavior disclosure. For this reason, we consider also dynamic changes in the com-

petitive situation (e.g., improvement or deterioration) as additional information.  

 
4 Conceptual Framework 
 

In the following section, we introduce the newly developed competition variables for the 

three previously identified categories. We describe our conceptual model as well as the depend-

ent variables (i.e., the disclosed unethical firm behavior and the market share) that are relevant 

to answer our research questions. Finally, we explain important additional control variables that 

enrich our models. 

4.1 Introduction of Competitive Pressure Variables 

Guided by theoretical insights, we create several variables for each of the three identified 

proxies of competitive pressure. Table 2 groups the individual variables into one of the three 

categories.  

Table 2: Measures of the Firm’s Competitive Pressure 
 

Position within industry 
(Global) 

Direct competition 
(Local) Competitive dynamics 

• Company is the market 
leader 

• Company belongs to the 
three largest companies in 
the industry 

• Market share rank 

• Difference in market shares 
between the company and 
the next smaller company  
(“market share lead”) 

• Difference in market shares 
between the company and 
the next larger company 
(“market share behind”)  

• Trend of market share rank 
• Trend of market share lead 
• Trend of market share be-

hind 
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The global position of a company within an industry can be characterized in terms of 

whether the company is a market leader, whether it belongs to the three largest companies in 

the industry, and which market share rank it occupies in the industry (see Table 4 for a detailed 

operationalization of the variables). The second category describes the direct competition be-

tween companies on a local level. This includes information on how close a company is to the 

next larger (“market share behind”) and the next smaller company (“market share lead”) in the 

industry with respect to its market share. The third category of variables covers dynamics. It 

includes the recent trend of the market share rank and the trend of the market share differences 

to the two closest competitors. 

Figure 2 shows our conceptual framework including these competition variables. In the 

first step, there are specific competitive situations, in which companies are under rising pressure 

to increase their market share or to at least keep it constant. In these situations, companies try 

to improve or at least maintain their competitive position. Corporate misbehavior could be one 

considered strategy to achieve these goals in the product marketplace. These considerations 

could lead then to an actual increase in the disclosure of unethical misconduct.  

In the second step, disclosed unethical firm behavior is expected to impact the future mar-

ket share. Identifying this relationship empirically will show if unethical behavior disclosure 

will decrease the market share which is the opposite of what was initially intended in the first 

step. The initial goal of companies to compete and improve their situation through unethical 

behavior may ultimately fail and even, on the contrary, worsen the competitive situation. 
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Figure 2: Conceptual Framework 
 

 

 

 



	

	 98 

4.2 Disclosed Incidents of Unethical Firm Behavior 

The Switzerland-based ESG data science firm RepRisk provides data on news coverage of 

companies regarding unethical firm behavior (RepRisk 2023). The database has been used by 

prior international strategy research (Dinner, Kushwaha, and Steenkamp 2019; Kölbel, Busch, 

and Jancso 2017) and is well established in practice as a leading ESG information source for 

various organizations from fields such as banking, hedge fund, and governments.  

RepRisk screens a broad range of over 100,000 media, stakeholders, and other third-party 

sources in 23 languages (more than 95% of the world’s GDP) to identify unethical firm behavior 

incidents. The media screened by RepRisk include print and online media (including local, re-

gional, national, and international), communication from NGOs, government bodies, regula-

tors, and think tanks as well as newsletters and social media including Twitter and blogs, and 

other online sources.  

RepRisk identifies the very first news report on all potential issues that threaten corporate 

reputation. These news reports cover more than 70 different issues and topics which relate to 

unethical firm behavior. Examples cover child labor, fraud, poor employment conditions, waste 

issues, supply chain issues, water scarcity, and privacy issues. A full list of all topics included 

is given in Appendix A. 

RepRisk does not restrict itself to a pre-defined sample of firms. Specifically, RepRisk does 

not search for specific companies in the media but identifies news that cover negative issues 

and topics, and based on this, includes all companies that are associated with these topics in its 

database. Consequently, the data set contains companies from all over the world, and any ex-

isting company (publicly listed or not) has the potential to be included in the RepRisk data set 

as soon as the company receives bad media coverage. 

RepRisk covers more than 205,000 companies from all industries and countries. 33% of 

the firms are from Asia, 26% from Europe, 24% from North America, and 17% from other 

areas. 7% of the included companies are publicly listed.  



	

	 99 

As a measure of the actual unethical behavior of firms, the data provided by RepRisk is 

biased to some degree because of two main reasons. First, if the unethical firm behavior was 

never disclosed, it is not included in our analyses. Note that any research in the field on uneth-

ical firm behavior using observational data faces this issue. This bias could only be corrected 

with laboratory studies, in which, however, the complex realistic decisions of companies cannot 

be represented. Our study with observational data covering many companies from 79 industries 

ensures a high external validity. Second, disclosed incidents by RepRisk include accusations 

without evidence, rumor, or fake news. These incidents do not represent actual unethical firm 

behavior. However, data from previous research reveal a high correlation (= .920) between 

actual evidence-based unethical firm behavior and incidents without evidence (Stäbler and 

Fischer 2020), which strongly reduces the influence of this bias. 

4.3 Controls 

We include key financial measures such as leverage, profitability, and company size, but 

also marketing-specific factors such as the advertising budget, relationship equity, google 

search volume, and expenditures on research and development (R&D) as controls. The financial 

health of a firm is a predictor of risks such as credit default and bankruptcy (e.g., Barth et al. 

1998; Lin, Ansell, and Andreeva 2012). If management envisions such risks, it increases the 

pressure to avoid them which might involve a higher propensity to engage in unethical and 

controversial behavior such as reducing costs by environmental pollution (Duanmu, Bu, and 

Pittman 2018; Dupire and Zali 2018). We measure the financial health of a company in terms 

of the firm’s profitability and leverage.  

In addition, we also control for the absolute size of companies in terms of revenues. Firm 

size may influence the likelihood of unethical decisions. Larger firms with many operations in 

different parts of the world increase the pool of employees engaged in unethical behavior just 

by the numbers. In addition, large firms are more likely to be monitored and covered by the 

media (Stäbler and Fischer 2020). 
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Investments in customer relationships, R&D, and advertising might improve marketing 

performance in terms of strong brands and a valuable customer base, which increases the sali-

ence and presence of companies and their brands (e.g., Rust et al. 2004). This in turn increases 

media attention and the likelihood that ethical misbehavior will be uncovered (e.g., Stäbler and 

Fischer 2020). At the same time, successful marketing performance may increase the pressure 

on managers to maintain the success (Mishina et al. 2010), which might influence the occur-

rence of unethical firm behavior and its disclosure. We include receivables investments as a 

proxy for relationship equity (Frennea, Han, and Mittal 2019), R&D investments as a proxy for 

innovation and product quality improvements, and advertising investments as a proxy for 

brand-building activities (Srinivasan, Lilien, and Sridhar 2011). 

In addition, we control for the general industry concentration within an industry and past 

unethical behavior disclosure of companies. As our literature review has shown that less con-

centrated industries should be more competitive and that higher general competition could trig-

ger unethical firm behavior (e.g., Bennett et al. 2013; Branco and Villas-Boas 2015; Shleifer 

2004). Furthermore, a recent study by Campbell and Shang (2022) shows that the history of 

unethical behavior is a helpful predictor of future unethical behavior.  

5 Data Description 
 
5.1 Population of Firms  

We create a unique panel data set including variables from the multiple data sources Re-

pRisk, Compustat, Google Trends, and Kantar. Merging these data sets yields a rich sample of 

20,063 yearly observations from 2,777 different companies from 61 countries active in 79 in-

dustries covering a time window from 2007 to 2017. Our sample of firms consists of all com-

panies that are listed in Compustat (North America and Global) and are included the Kantar’s 

Ad$pender data set at the same time. Consequently, all firms from our sample are listed on the 

stock market.  
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Importantly, only 61.36% of the companies (= 1,704) are included in the RepRisk data set, 

which indicates that the other share of companies (= 1,073) in our sample did not face disclosure 

of unethical firm behavior in the observed time period. Since RepRisk collects data issue-based 

and not company-based, it is reasonable to conclude that the companies which are not included 

in the RepRisk data set, did not face any unethical firm behavior incident in the observed time 

window. We keep these companies without a single incident in the data set so that the models 

developed are also transferable to new companies that have not been exposed to any unethical 

behavior before.  

Google Trends data is available for all 2,777 companies in the analyzed time window. 

5.2 Descriptives of Disclosed Incidents of Unethical Firm Behavior 

We aggregate news reports about unethical firm behavior on a yearly basis and create a 

count variable that measures how often a company is exposed to negative news reports about 

unethical behavior in a year over the time period from 2007–2017.   

Table 3: Distribution of Unethical Firm Behavior Disclosure Over Time 

Year Number of disclosed uneth-
ical firm behavior events 

Growth rate of disclosed un-
ethical firm behavior events 

2007 1,363 - 
2008 2,585 .897 
2009 2,101 –.187 
2010 3,226 .536 
2011 4,190 .299 
2012 6,284 .500 
2013 7,723 .229 
2014 10,622 .375 
2015 10,626 .000 
2016 9,158 –.138 
2017 11,114 .214 
Total: 68,992 7.154 

 

Table 3 provides an overview of the number of disclosed unethical firm behavior incidents 

per year and the resulting growth rate. In total, our data set includes 68,992 disclosed unethical 

firm behavior incidents. The strong increase over the years (overall growth rate of 715% from 

the year 2007 to the year 2017) underpins the growing practical importance of the topic within 
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the media landscape. On average, a company faces 2.5 unethical firm behavior incidents per 

year. The number of incidents per year varies between 0 and 385 per company. 75.25% of all 

firm-year observations contain no unethical firm behavior event so the count variable consists 

to a large extent of zeros. 

Figure 3 shows the distribution of the count variable graphically. The variable exhibits overdis-

persion, with a variance much larger than the mean, which we account for with a negative bi-

nomial hurdle model (see Methodology section below). 

Figure 3: Distribution of Disclosed Unethical Firm Behavior Events per Year 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: For illustrative purposes, the figure is limited to a maximum of 25 unethical firm behavior 
incidents. The actual maximum value equals 385 events per year. The distribution refers to the  
entire data set before missing values are deleted. 
 

5.3 Competition within Homogeneous Groups of Firms  

We use North American Industry Classification System codes to cluster the companies into 

subsectors (NAICS Association 2017). We are aware that across different business-related re-

search fields there exist various approaches to divide companies into homogeneous clusters, 
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e.g., Standard Industrial Classification (SIC), North American Industry Classification System 

(NAICS), or Text-based Network Industry Classifications (TNIC) (e.g., Bhojraj, Lee, and Oler 

2003; Hoberg and Phillips 2010).  

TNIC, however, is limited to a specific selection of companies (“database is based on all 

publicly traded firms (domestic firms traded on either NYSE, AMEX, or NASDAQ) for which 

we have COMPUSTAT and CRSP data.”) (Hoberg and Phillips 2010, 2016). Recall that the 

setting of our study is global. 

From a marketing research perspective, the division into industries based on SIC codes is 

widely established (e.g., Frennea, Han, and Mittal 2019; Steenkamp et al. 2011). However, 

NAICS aims to improve the SIC “by using a production-based framework throughout to elim-

inate definitional differences; identifying new industries and reorganizing industry groups to 

better reflect the dynamics of our economy; and allowing first-ever industry comparability 

across North America” (Saunders 1999, p. 37). Classifications based on NAICS are also in-

creasingly used in marketing research (e.g., Uslay, Altintig, and Winsor 2010). Thus, for our 

study, it is reasonable to use 3-digit NAICS codes to classify the firms into homogenous indus-

tries. 

All in all, our data set includes 79 different industries. On average, each of these industries 

in the data set contains 40.43 companies. Figure 4 shows how the average number of disclosed 

unethical firm behavior events for one company in one year differs between exemplary indus-

tries. We report the figures for all industries in Appendix B. From the selected industries, the 

industry “Rail Transportation” appears to have the greatest risk of unethical behavior disclo-

sure. On average, a company belonging to this industry has 3.42 unethical incidents per year.  

 

 

 

 



	

	 104 

Figure 4: Number of Unethical Behavior Incidents per Company and Year for  
                 Exemplary Industries 
 

Notes: Figure 4 shows exemplary industries. Figures for all included industries are shown in Appendix B. 
The number of unethical firm behavior events is relative to the number of companies belonging to the industries 
to allow comparability. The numbers refer to the entire data set before missing values are deleted. 

 
 
Interestingly, the risk varies greatly between industries (we account for these differences 

by including industry-specific random effects in our model specifications). However, the graph 

does not reveal any information about how a company’s particular situation within these indus-

tries drives the risk of unethical behavior disclosure. 

5.4 Descriptives and Variable Operationalization 

As displayed in Table 2, we develop eight market share-related variables from three varia-

ble categories (i.e., global position within the industry, direct local competition, and competitive 

dynamics) that describe the competitive situation of a firm. The denominator of our market 

share metric is the total annual sales figures (converted to US$ if otherwise stated in Compustat) 
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of a NAICS 3-digit subsector within Compustat North America and Compustat Global. The 

market share of a company then represents its share of sales in these subsector total sales.  

The average market share in our data set equals .91% with a minimum of 0% and a maxi-

mum value of 100%. We include a market leader dummy, a dummy that measures if a company 

belongs to the three largest companies within one industry in a given year, a rank variable (i.e., 

1 = market leader, 2 = company with the second largest market share, and so forth) as well as 

two variables measuring the market share distance to the next larger (market share behind) and 

next smaller (market share lead) company.  

Analogously to the market share calculation, the basis for calculating each of the competi-

tion variables is the total of all companies from Compustat North America and Compustat 

Global. However, the descriptive figures reported in Table 4 refer only to the companies in-

cluded in our analyzed data set.  

In 1.4% of our yearly observations, the company is a market leader and in 4.2% of the cases 

the company belongs to the three largest companies in the industry. The average rank of a com-

pany in our data set is 378 (Recall that this variable is calculated using every available company 

included in Compustat North America and Global).  

We describe the detailed operationalization of the variables in Table 4. As the data is char-

acterized by extreme values, we also report the median as well as the 5%-trimmed mean (mean 

of a variable after excluding the 5% smallest and 5% largest values) in addition to the mean, 

minimum, and maximum values.  
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Table 4: Variable Operationalization and Descriptives 

Variable Category Variable Operationalization Source Mean Median SD Min Max 
5% 

trimmed 
mean 

Dependent variables Disclosed unethical 
firm behavior  

Number of disclosed incidents related to unethical firm 
behavior per year 

RepRisk 
 

2.478 0   11.848 0 385 .717 

 Market share Sales divided by total sales of industry Compustat .910x10–02 .110x10–02  .034 0 1.000 .442x10–02 
Competitive situation1          
   Position within  
   Industry (Global) 

Market leader Dummy indicating whether company is the market  
leader in industry 

Compustat .014 0 .116 0 1 .000 

 Top 3 Companies Dummy indicating whether company belongs to the  
group of the three biggest companies in industry 

Compustat .041 0 .198 0 1 .000 

 Market share ranking Variable indicating the rank of the company within  
one industry, 1 = market leader 

Compustat 378.257 113 642.590 1 3,806 276.567 

   Direct competition  
   (Local) 

Market share lead Absolute difference in market share of the company  
and the closest company with a lower market share 

Compustat .214x10–2 .880x10–05 .024 0 1.000 .239x10–03 

 Market share behind Absolute difference in market share of the company  
and the closest company with a higher market share 

Compustat .170x10–2 .747x10–05 .013 0 .395 .199x10–03 

   Competitive  
   dynamics 

Trend market share 
ranking 

Absolute difference between the rank of the year t–1  
and the year t0  

Compustat –4.072 0 99.204 –2,505 1,809 –1.890 

 Trend market share  
lead 

Absolute difference between market share lead  
of the year t–1 and the year t0 

Compustat –.142x10–05  0 .005 –.238 .208 –.219x10–05 

 Trend market share  
behind 

Absolute difference between market share behind  
of the year t–1 and the year t0  

Compustat –.119x10–03 0 .012  –.997 .233 .125x10–07 

Control variables Relationship equity Receivables/receivables of industry Compustat .098 .015 .192 0 1.000 .065 

 Firm size Total sales in $1m Compustat 6,636.799 859.239 22,213.070 –5.074 470,171.000 3,026.281 

 R&D expenditures R&D expenditures/R&D expenditures of industry Compustat .056 .320x10–04 .176 –6.455 1.000 .026 
 Leverage (Long-term debt + debt in current liabilities)/total assets Compustat 1.193 .177 44.879 0 4,665.500 .199 

 Profitability EBIT/total assets Compustat –.352 .057 9.621 –591.000 1.632 .043 
 Industry Industry based on 3-digit NAICS classification Compustat 79 different industries 

 Industry  
concentration 

Herfindahl index (sum of all squared market shares  
within one industry) 

Compustat .037 .023 .044 .007 1.000 .031 

 Advertising Spending Yearly advertising budget in 000 US$ Kantar Media 1,173.909 .200 6,837.604 0 131,959.000 157.395 
 Google search  Yearly google online search volume of a firm Google trends 27.020 1.750 195.451 0 3424.241 4.620 

Notes: The numbers refer to the data set without the observations lost due to time lags and missing values as these observations are relevant for our final models. As we consider outliers in our models, we report the minimum, maximum, and mean 
values in Table 4 although they are partly misleading and influenced by wrongly reported figures from data providers. 
1 Competition variables are calculated with all available companies from Compustat. This is the reason why, for example, the mean market share rank equals 378 although there are, on average, only 40 firms in each industry in the analyzed data. 
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Since the developed competition variables are all based on the market share of a company, 

there is a potential risk that (some of) the variables are highly correlated with each other. Table 

5 addresses this concern and shows the correlations between the relevant competition variables 

and company size. 

Table 5:  Correlation Between Competition Variables and Company Size 
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Company size 1         
Market leader .378 1        
Top 3 companies .495 .570 1       
Market share rank –.164 –.070 –.122 1      
Market share behind .130 –.013 .365 –.064 1     
Market share lead .231 .391 .340 –.051 .089 1    
Trend ranking .009 .004 .007 .080 .004 .003 1   
Trend market share  
behind 

.000 –.040 .013 .001 .449 –.022 –.001 1  

Trend market share lead –.004 –.043 –.005 –.001 –.009 .108 .000 –.085 1 
Notes: Bold figures indicate a significant correlation at the .01 level. 

 
Some competition variables show a significant correlation. However, the correlation only 

exceeds .5 in one single case: Naturally, the fact that a company is the market leader correlates 

with the top 3 companies variable. Although the correlations are quite low in general, we keep 

a potential correlation issue in mind and address it later in the results section of the study. 

 

6 Methodology 

6.1 Hurdle Negative Binomial Model 

 To analyze the relationship between a firm’s competitive position and its unethical behav-

ior disclosure, we develop two models: First, we examine the influence of different variables 

describing the competitive position of firms on their unethical behavior disclosure. Since the 

dependent variable is a count variable characterized by overdispersion and zero inflation, we 

adopt a hurdle negative binomial (HNB) model. HNB models provide a powerful way to model 

this type of situation (Gurmu and Trivedi 1996; Mullahy 1986). Note that zero-inflated negative 
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binomial models (Greene 1994; Lambert 1992) may offer an alternative way to analyze the 

data. However, zero-inflated negative binomial models differentiate between two types of ze-

ros, structural zeros (arising due to the specific structure of the data) and sampling zeros (in the 

counting process). In terms of our application case, this means that we analyze companies that 

generally do not face unethical firm behavior disclosure (structural zeros) and potentially un-

ethical companies that, however, have years with 0 unethical behavior disclosure (sampling 

zeros). We assume that every firm has the potential to act unethically and to face disclosure 

meaning that there is only one source for zero unethical firm behavior disclosure (sampling 

zeros). Recall that RepRisk covers all companies worldwide and reports their unethical behav-

ior incidents (Appendix A).  

Formal test results that support overdispersion in our data are presented in Appendix C. 

We also compared the model performance of alternate models like a poisson and a negative 

binomial model with the performance of the HNB model (Appendix C). The HNB model per-

forms best according to the AIC and BIC values. 

HNB models assume that the data are a mixture of two separate data generation processes: 

one generates only zeros, and the other is a negative binomial data-generating process (count 

values) that truncates zeros (Gurmu and Trivedi 1996; Mullahy 1986). Both processes can be 

modeled independently: A binomial regression models the zeros and a zero-truncated negative 

binomial (ZTNB) regression models the count process:  

											P(Y = y) = o	 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜋)																				𝑓𝑜𝑟			𝑦 = 	0
ZTNB	(𝜇)	𝑤𝑖𝑡ℎ	(1 − 𝜋)									𝑓𝑜𝑟			𝑦 = 1, 2, . . . 		,																																		(1)	 

Y represents the number of disclosed unethical firm behavior events, 𝜋 is the probability of 

zero counts, (1 – 𝜋) is the probability that the hurdle is crossed, and 𝜇 measures the number of 

unethical firm events when Y > 0. 

In our context, a logit model identifies the years, in which companies generally do not face 

disclosure. The negative binomial regression then analyzes which factors determine the number 
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of unethical firm behavior-related events if there is at least one disclosed misconduct. Note that 

even if a company faces many incidents over several years, there can be a year without any 

unethical firm behavior disclosure. We do not differentiate between firms without disclosure 

and firms with disclosure but we differentiate between years with zero incidents and with at 

least one incident. 

The logit part of the HNB model can be written as: 

																															P(zero	incidents	|	G, φ, δ, ν, γ, , u) = 	 &3"/

'(&*3"/
,                                  (2) 

G!1 = φC +CφDE	X!1+',D

F

D-'

+	Cφ*G	Y!1+',*

,

*-'

	

																					
											+	δG&HI + νJ/$:H0% + γ!06KL1I% +	u!1, 

 
where P measures the probability of having zero unethical firm behavior events. G represents 

the collection of all included independent variables, whereas X represents all focal competition 

variables and Y represents the remaining control variables. i is an index for the company and t 

is an index for the year. k ∈ K and l ∈ L are indices for the independent variables. u measures 

the error term. δG&HI measures the year-fixed effects. Equation 1 also includes two random error 

terms,	νJ/$:H0% and γ!06KL1I%, which we assume to be normally distributed with zero mean and 

a variance to be estimated. By incorporating these error components, we account for unobserved 

effects that are specific to the company (ν) and the industry (γ). φ are the estimates of the logit 

model. We use a log link for the logit model. 

For the negative binomial model, we specify the following model using the same notation 

and the same set of independent variables as in the logit part (2): 

																																				Count!1 =		 ρC +	CρDE	X!1+',D

F

D-'

+	Cρ*G	Y!1+',*

,

*-'

																																		(3)	

																				 
	+	δG&HI + νJ/$:H0% + γ!06KL1I% +	q!1, 

 
where ρ are the estimates of the negative binomial part and q measures the error term. 
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For the analysis, we delete all observations with at least one missing value in one of the 

variables considered. The final data set in the HNB model contains 20,063 observations from 

2,777 companies belonging to 79 different industry sectors. 

In line with the marketing literature, the independent variables are lagged by one year as 

already presented in the conceptual framework (see Germann, Ebbes, and Grewal 2015 for a 

detailed explanation of using time-lagged independent variables to reduce a potential endoge-

neity issue).  

6.2 Market Share Response Model  

Controlling for company size, leverage, R&D expenditures, advertising spending, profita-

bility, industry concentration, relationship equity, google search, as well as year effects to ac-

count for unobserved heterogeneity, we develop the following market share response model: 

						MS!1 = βC + 	β'	UNETHIC!1+'	+	βM	SIZE!1+'+	βM	LEV!1+'	+		βN	PROF!1+' 

																																		+	βO	ADV!1+'	+	βP	GS!1+' 	+ βQ	RE!1+' 	+ βQ	RD!1+' + βQ	ICON!1+'										(4) 

																												+	δG&HI + νJ/$:H0% + γ!06KL1I% + z!1, 

where 

MSit  =  Market share of firm i in year t, 
UNETHICit  =  Number of unethical firm behavior events, 
SIZEit       = Company size, 
LEVit        = Leverage, 
PROFit   =  Profitability, 
ADVit       =  Advertising spending, 
GSit  =  Google search, 
REit  =  Relationship equity, 
RDit       =  R&D expenditures, 
ICONit       =  Industry concentration, 
β       =  unobserved parameter vectors, 
z!"       = stochastic error term. 

 
Again, δG&HI measures the year-fixed effects. Equation 4 also includes two random error terms,	

νJ/$:H0% and γ506KL1I% to account for unobserved effects that are specific to the company (ν) and 

the industry (γ).  

6.3 Addressing Potential Endogeneity 

In our study, we do not claim to identify strict causal relationships between the specific 

competitive situation of a company within an industry and disclosed unethical firm behavior as 
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well as the future market share. Recall that we use observational data that make it almost im-

possible to identify causal effects. However, we make a high effort to rule out alternate sources 

of unethical firm behavior disclosure. In the following section, we describe these efforts. 

When analyzing observation data, there can be the problem that the focal variables (i.e., 

competition variables) correlate with the error term. This endogeneity issue would lead to bi-

ased estimates and the validity of the results would not be assured. Germann, Ebbes, and Grewal 

(2015) summarize various sources of endogeneity that are common and offer potential reme-

dies. We subsequently describe these issues and explain how we address them in our study. 

First, it is likely that disclosed unethical firm behavior is not only the result of the compet-

itive situation of a company within one industry but also driven by other factors which are 

correlated with the competitive situation (e.g., financial pressure, firm size). We enrich our 

models with numerous control variables to tackle this source of endogeneity. 

Second, unobservable time-invariant firm-specific effects such as specific characteristics 

of employees and executives could present another source of variable omission bias. To capture 

these and other unobserved time-invariant firm-specific effects, we exploit the advantages of 

panel data and estimate firm-specific random effects. 

Third, there might be unobserved time-varying effects that impact both unethical firm be-

havior and the competitive situation of a company, e.g., higher efforts by media to identify 

unethical firm behavior. This should lead to serially correlated measures. By including the 

lagged dependent variable (and other control variables), we effectively control for such firm-

specific time-varying unobserved influences.  

Fourth, there may also be concerns that estimation results are affected by a simultaneity 

bias, for example, when a higher amount of anticipated unethical firm behavior disclosure in a 

given year influences the competitive situation of a company. To control for such simultaneity 

effects, the models include lagged values of the predictor variables. In addition, the competitive 

situation of a firm within one industry is a relative measure (see operationalization of 



	

	 112 

competition variables). The focal variables are all based on the market share, which is a relative 

measure per definition. The final firm-specific situation as measured by our variables is the 

comparison between the situation of the focal firm and all other firms in that industry, and thus, 

again, a relative measure. This minimizes this potential simultaneity because the focal firm 

would need to anticipate the competitive situation and outcomes of each competitor to adjust 

its own situation. Note also that the number of sales (which is the main component of market 

share) is an intermediate performance variable that cannot be changed as directly as advertising 

expenditures or prices. 

 
7 Empirical Results 
 
7.1 Results of the Hurdle Negative Binomial Model 

The results of the Hurdle negative binomial model are divided into two parts: The zero 

component contains logit coefficients for predicting non-zeros along with their standard errors 

and significance levels (left side of Table 6). The coefficients reflect how much the log odds of 

a non-zero change if covariates change by one unit. The results of the count component show 

how the independent variables affect the concrete number of disclosed unethical firm behavior 

incidents (right side of Table 6). The parameter values of the negative binomial regression in-

dicate the effect of the independent variables on the log(number of disclosed unethical behavior 

incidents).  

For both components of the HNB model, we report a main effects model. This model al-

lows us to obtain information on the main effects of the focal variables. To obtain additional 

valuable information about potential moderators, we enrich the model with interactions. Spe-

cifically, we investigate whether the influence of the market share behind and the market share 

lead is moderated by the position of the company within an industry (i.e., ranking).  
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Table 6:  Results of the HNB Model 

 

Zero inflation component 
Dependent variable1: At least one unethical behavior  
                                     disclosure in the respective year 

 Count component  
 Dependent variable: Number of unethical behavior  
                                    disclosures in the respective year 

Main effects Interaction effects Main effects Interaction effects 
 Estimate  (SE) Estimate  (SE) Estimate  (SE) Estimate  (SE) 
Focal Competition Variables:             
Global position:             
    Market leader –.335  (.410) –.109    (.413) .165 * (.090) .242 *** (.092) 
    Top 3 companies .285  (.262) .500   * (.265) .111 * (.066) .135 ** (.066) 
    Market share ranking –.002 *** (.133x10–03) –.002   *** (.132x10–03) –.001 *** (.153x10–03) –.001 *** (.151x10–03) 
Local direct competition:             
    Market share lead –7.031 *** (2.002) –15.540   *** (3.500) .729  (.873) -3.002 ** (1.355) 
    Market share behind 3.008  (2.707) –23.670   *** (6.299) 1.231 ** (.610) -3.609 * (2.030) 
Competitive dynamics:             
    Trend ranking .146x10–03  (.362x10–03) .141x10–03    (.360x10–03) .370x10–04  (.257x10–03) .353x10–03  (.256x10–03) 
    Trend market share lead –1.002  (7.049) –15.930   ** (7.674) –.509  (1.345) –1.687  (1.391) 
    Trend market share behind 4.809 ** (2.414) 4.343 * (2.484) –.197  (.445) -.211  (.445) 
Interactions:             
     Market share lead*Ranking    8.078 *** (2.674)    2.801 *** (.807) 
     Market share behind*Ranking    11.370   *** (2.531)    2.373 ** (.935) 
Controls:             
    Company size2 42.830 *** (2.937) 39.300   *** (2.937) 2.734 *** (.381) 2.851 *** (.380) 
    Leverage –.007  (.015) –.007    (.013) –.069  (.145) –.061    (.144) 
    Profitability –.003  (.010) –.003    (.010) .432 ** (.195) .415 ** (.194) 
    Advertising2 9.923 *** (1.746) 9.539 *** (1.727) 1.784 *** (.352) 1.684 *** (.351) 
    Google search2 1.224  (.760) 1.245 * (.757) 1.388 *** (.428) 1.465 *** (.425) 
    Relationship equity 1.023 *** (.197) .947   *** (.197) .671 *** (.140) .626 *** (.140) 
    R&D –.129  (.208) –.111    (.206) .168 * (.091) .163 * (.091) 
    Industry concentration –.604  (.385) –.486    (.384) –.414 * (.236) –.309  (.236) 
    Previous unethical behavior .521 *** (.028) .520   *** (.028) .009 *** (.001) .009 *** (.001) 
    Yearly fixed effects Yes Yes Yes Yes 
    Industry and company  
    random intercepts Yes Yes Yes Yes 

Balanced Accuracy in %  
Pseudo R2 (squared correlation) 

83.314 
– 

83.319 
– 

– 
.550 

– 
.563 

AIC value 37,766 37,721 37,766 37,721 
Notes: 1 We change the dependent variable so that it measures if there was at least one disclosure of unethical behavior to ensure simpler interpretability of estimates. 
2 We normalized the control variable between 0 (minimum value) and 1 (maximum value). 
Number of observations = 20,063; number of industries = 79; number of years = 9; number of companies = 2,777. 
*** p < .01     ** p < .05     * p < .1  (two-sided tests). 
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7.1.1 Zero component. Among the variables that describe the global position within the 

industry, only the ranking has a significant effect on the likelihood to have at least one unethical 

firm behavior-related incident (coefficient = –.002, p < .01). In other words, it is more likely 

that a company with a lower ranking – indicating a relatively larger company – faces at least 

one disclosure at all in a specific year.  

Among the local competition variables, while we do not find a significant main effect for 

our market share behind variable, a significant effect emerges for the market share lead variable 

(coefficient = –7.031, p < .01). Firms that are leading their followers by only a small margin 

have a higher risk of facing unethical firm behavior disclosure.  

Conversely, regarding our trend variables, the only significant variable in the HNB main 

effects model is the trend in market share behind (coefficient = 4.809, p < .05). Put differently, 

the trend in market share behind increases the probability of at least one disclosed event of 

unethical firm behavior in a given year. This means that if the distance to the next larger com-

pany increases – i.e., the focal company falls further behind – then the probability that there 

will be at least one disclosed incidence increases. Hence, losing ground leads to a higher ten-

dency for unethical firm behavior disclosure than tightening the race.  

Concerning control variables, larger companies and a higher advertising budget, higher 

relationship equity, and a higher number of previous unethical behavior events significantly 

increase the likelihood of at least one unethical incident in a year. 

Interestingly, the interaction effects model reveals that the influence of direct competition 

is moderated by the ranking. The impact of a large distance to the next larger or smaller firm 

on the likelihood to have at least one unethical firm behavior incident is more pronounced if 

the ranking of the firm is high (coefficientbehind*rank = 11.370, p < .01; coefficientlead*rank = 8.078, 

p < .01). This means in reverse that a tighter race at the top of an industry increases the likeli-

hood of unethical firm behavior disclosure. 
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We already analyzed the correlation of the focal variables (see Table 5 again). To rule out 

the possibility that multicollinearity is a problem, we further analyze the resulting VIF values. 

The values of the focal variables in the main models are all below 2 and a multicollinearity 

problem is unlikely to exist (Appendix D). 

7.1.2 Count component. As with the zero component, the main effects model in Table 6 

shows the direct main effects of the focal variables on the number of disclosed annual unethical 

firm behavior incidents. All three global position-related variables have significant coefficients. 

A market leader has an expected log(number of disclosed unethical behavior incidents) of .165 

higher than that of a non-market leader (p < .10). Thus, the fact that a company is a market 

leader increases the expected number of unethical firm behavior events by 17.94% ((e.165 – 1) 

*100). 

The two other variables describing the global position of a company are also significant. 

An increase in ranking by one unit – indicating a reduction of the market share size – reduces 

the number of unethical firm behavior disclosure by .10% ((e–.001 – 1) *100, p < .01). This find-

ing supports the insights about the effect of the ranking gained from the zero component of the 

HNB. In addition, if a company belongs to the group of three largest companies in an industry, 

the number of disclosed unethical incidents increases further by 11.74% ((e.111 – 1) *100, p < 

.10). Note that this increase is the incremental effect of being a top three company. A market 

leader logically also belongs to the group of the three largest companies and is subject to both 

this effect and the incremental effect of market leadership. 

Regarding direct competition variables, we find that in contrast to the zero component, the 

variable market share behind has a significant effect on the number of disclosed unethical inci-

dents in the coming year. Interestingly, this effect is positive. A larger distance to the next larger 

competitor significantly increases the number of unethical behavior disclosure. One additional 
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percentage of market share distance to the next larger company increases the number of inci-

dents by 2.43% (((e1.231 – 1) *100)/100, p < .05). 

We find no significant impact of competitive dynamics on the number of unethical firm 

behavior disclosure. However, both included interaction effects are significant. Confirming the 

insights from the zero component of the HNB, the market share difference to both competitors, 

the next larger and the next smaller one, is significantly moderated by the market share ranking 

of a company (coefficientbehind*rank = 2.373, p < .05; coefficientlead*rank = 2.801, p < .01). Thus, 

a tighter race at the top of an industry increases not only the likelihood that a firm faces disclo-

sure at all but also the number of disclosed unethical firm behavior events per year.  

Figure 5 illustrates the effect strength of the significant competition variables in the count 

component. For the two continuously measured variables ranking and market share, we show 

how the number of disclosed unethical behavior changes due to one standard deviation change 

of the competition variables.  

Figure 5: Effect Strength of Significant Competition Variables (Count Component) 
 

 

 

 

 

 

 

 

 
Consistent with the zero component model, we find that a larger firm size, a higher adver-

tising budget, higher relationship equity, and more unethical firm behavior events in the past 

relate positively to unethical firm behavior. A higher industry concentration significantly de-

creases the number of unethical firm behavior events in the upcoming year. This effect shows 

that firms in more competitive industries (i.e., the market is not dominated by a few large 
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companies) have on average more unethical firm behavior events confirming previous findings 

(e.g., Bennett et al. 2013). 

7.2 Results of the Market Share Response Model  

We find that unethical firm behavior disclosure reduces a company’s market share (coef-

ficient = –.0075, p < .01). As shown in Table 7, one additional unethical firm behavior incident 

reduces the market share in the next year by .0075.  

This effect size seems to be relatively small. However, it is relevant to evaluate the effect 

size in relation to the average market share size of .91% (see Table 4). An additional unethical 

firm behavior disclosure, therefore, decreases this market share by .824% (.0075/.91)*100). On 

average, a company faces 2.478 disclosures per year resulting in a yearly market share reduction 

of 2.042% (.824%*2.478).  

Table 7: Results of the Market Share Response Model 
Dependent variable: Market share    

 Estimate  (SE) 
Focal Variable:    
Previous unethical firm 
behavior 

–.749x10–02 *** (.759x10–03) 

Controls: 
Company size  

 
.438x10–04 

 
*** 

 
(.752x10–06) 

Leverage  –.916x10–06  (.132x10–03) 
Profitability .483x10–04  (.265x10–03) 
Advertising spending .150x10–04 *** (.274x10–05) 
Google search 
Relationship equity  

.106x10–03 
1.068 

 
*** 

(.990x10–04) 
(7.076) 

R&D .114 ** (.054) 
Industry concentration .061  (.051) 
Yearly fixed effects Yes 
Industry and company 
random intercepts 

Yes 

Pseudo R2  
(squared correlation) 

.969 

Notes: Market share is scaled between 0 and 100. 
Number of observations = 22,845. 
*** p < .01     ** p < .05     * p < .1  (two-sided tests). 
 

Recall that the number of unethical firm behavior incidents variable is characterized by an 

inflation of zeros, which reduces also the mean of the variable. Considering only years with at 

least one unethical firm behavior disclosure, the average number of incidents increases to 
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13.420. This would lead to a yearly market share reduction of 11.058% (.824%*13.420) on 

average. A company with an exemplary market share of 10% would suffer from a market share 

reduction that results in a market share of 8.894% (10% – (.11058*10%)) in the upcoming year. 

A market share reduction weakens a firm’s competitive situation, as the competitive vari-

ables are all based on market share. The initial goal of firms to become more successful in 

competing against other companies by unethical measures cannot be achieved as the market 

share becomes smaller (note that the market share is a relative metric that already controls for 

the performance of the firm’s competitors in the same time period). 

 
8 Discussion 
 
8.1 Summary  

Analyzing a rich and unique data set of 2,777 international companies and 68,992 disclosed 

unethical firm behavior-related incidences by applying an empirics-first approach, we show 

that certain competitive situations lead to an increase in disclosed unethical firm behavior. This, 

in turn, worsen the competitive situation for the company.  

Our findings contribute theoretically to the literature on unethical firm behavior. Although 

the relationship between competitive pressure and unethical misconduct within a business con-

text has already been shown (e.g., Bennett et al. 2013; Branco and Villas-Boas 2015; Shleifer 

2004), there has been no theoretical derivation of the effect of the specific competitive situation 

of companies within one industry. In addition, marketing research is particularly sparse when 

it comes to understanding the general drivers of unethical firm behavior and its disclosure.  

In our study, we derive three categories of factors – the global position of a firm within one 

industry, local competition, and competitive dynamics – that influence the pressure on decision-

makers in companies and can thereby encourage unethical practices. All three factors describe 

the specific situation of a company within one industry. Like that, for the first time, we present 

the joint effect of several new competition variables on disclosed unethical firm behavior.  
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We also show how unethical behavior disclosure, in turn, affects the competitive position 

by reducing the market share by 2.04% per year on average and thus reveal potential dynamics 

between competitive pressure and disclosed unethical firm behavior. We see that the disclosure 

of unethical behavior sets back companies in the competitive arena. It inevitably follows that it 

is not useful to beat competitors by unfair means because it weakens the situation of one’s own 

company relative to the competitors. By identifying these relationships, we contribute to the 

currently prevailing debate on the role of market share and market share-based competitive 

orientation.  

8.2 Theoretical Explanations 

Following the empirics-first approach, we aim to provide theoretical explanations for our 

findings. Importantly, we are not limited to one all-encompassing theory, but rather rely on 

“multiple angles” (Golder et al. 2023, p. 323). 

8.2.1 The concept of unethical pro-organizational behavior. Several fundamental theories 

(e.g., tournament theory, competitor orientation theory, or social comparison theory) highlight 

the relevance of psychological mechanisms at an individual level to explain the decisions of 

managers. Conversely, our study explores unethical behavior disclosure at a company level and 

not at an individual level. Recall that we analyze unethical behavior disclosure from an inter-

firm perspective, not at the individual employee level. However, key individuals, such as top 

managers, play a crucial role in making important (unethical) decisions in companies (e.g., 

Johnson, Sutton, and Theis 2020). Hence, it is necessary to shed light on the psychological 

mechanisms underlying their decision-making. The question arises if it is possible to explain 

the influence of company-related competitive pressure (i.e., market share maximization) with 

the psychological processes of individual decision-makers within that company. Can the com-

petitive pressure the company as an organization is facing also affect the perceived pressure of 

the individual decision-making employees of that company so that they act unethically?  
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The concept of unethical pro-organizational behavior (UPB) provides an answer to this 

question. UPB is a well-established construct that describes the fact that managers and their 

employees act unethically on behalf of the organization (Mishra, Ghosh, and Sharma 2022; 

Umphress and Bingham 2011). UPB can be defined as “actions that are intended to promote 

the effective functioning of the organization or its members (e.g., leaders) and violate core so-

cietal values, mores, laws, or standards of proper conduct” (Mishra, Ghosh, and Sharma 2022, 

p. 622). A great body of scientific evidence confirms that employees conduct unethical behav-

iors on behalf of the organization (e.g., Ashforth and Anand 2003; Pinto, Leana, and Pil 2008).  

Based on UPB, it is reasonable to look for theories explaining individual behavior and 

psychological processes (e.g., social comparison theory by Festinger 1954) to explain unethical 

misconduct caused by increased competitive pressure at a company level.  

8.2.2 Explanations for the impact of the global competitive position. Table 8 summarizes 

the findings of the HNB model (main effects). The global position of a company within an 

industry plays an outstanding role in explaining the unethical behavior disclosure of companies. 

All three variables from this category have a significant influence on the occurrence of unethical 

firm behavior events. Recall that these effects are not due to company size effects, as we addi-

tionally control for company size in our models.  

Managers conduct cost-benefit analyses regarding the decisions and weigh the perceived 

benefits of unethical actions against potential costs (Barsky 2008; Kilduff et al. 2016; Mishina 

et al. 2010; Schweitzer, Ordóñez, and Douma 2004). Considering the cost side, research about 

unethical misbehavior has shown that firms face the risk of negative consequences from being 

caught, such as a decline in marketing effectiveness or a decrease in the stock market value 

(e.g., Flammer 2013; Van Heerde, Helsen, and Dekimpe 2007). While unethical behavior dis-

closure can lead to these negative consequences, the likelihood of adopting unethical behavior 

grows when the value and attractiveness of the potential benefit rise (Barsky 2008; Kilduff et 
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al. 2016; Schweitzer, Ordóñez, and Douma 2004). According to the cost-benefit analysis al-

ready successful firms have more to lose when acting unethically. For smaller firms at the bot-

tom of the industry, the benefit of unethical behavior may be greater than the costs because they 

have less to lose.  

Table 8: Summary of the Main Effects  

 
 
However, a company with a larger market share is associated with stronger social compar-

ison concerns and competitive behavior (e.g., Chen et al. 2012; Garcia and Tor 2007; Garcia, 

Tor, and Gonzalez 2006; Garcia, Tor, and Schiff 2013; Poortvliet et al. 2009; Vriend, Jordan, 

and Janssen 2016). Better positions are intensified by intrinsic (e.g., feelings of power and sta-

tus) and extrinsic (e.g., economies of scale) values, which could trigger an increase in compet-

itive orientation (Edelman and Larkin 2015; Vriend, Jordan, and Janssen 2016). In line with 

 Zero-inflation component Count component 
Competition variable:   
 
Global position: 

  

   Being the market leader n.s. More unethical events 

   Belonging to the Top 3 
   companies 

n.s. More unethical events 

   A better ranking Higher chance of at least one 
unethical event 

More unethical events 

   
Local competition:   
   Larger distance to the next    
   smaller company (market   
   share lead) 

Lower chance of at least one 
unethical event 

n.s. 

   Larger distance to the next   
   larger company (market share   
   behind) 

n.s. More unethical events 

   
Competitive dynamics:   
   Trend of ranking is increasing n.s. n.s. 

   Trend of distance to the next  
   larger company is increasing 

Higher chance of at least one 
unethical event 

n.s. 

   Trend of distance to the next    
   smaller company is increasing 

n.s. n.s. 

Notes: n.s. = non-significant relationship. 
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this argumentation, a higher rank may also decrease unethical firm behavior disclosure. Our 

empirics-first approach shows that the argument that smaller companies do not have anything 

to lose and are therefore exposed to an increased risk of unethical behavior disclosure seems to 

be incorrect.  

Tournament theory explains the large prize differential at the highest level of a sequential 

tournament, such as for CEO pay in an internal promotion contest (Rosen 1986). This illustrates 

the special role of the winner in a competition. Transferring these insights to the results of our 

study, the market leader of an industry has significant strategic advantages over all of its com-

petitors. For example, market leaders benefit from strategic advantages due to economies of 

scale, economies of scope, and learning curve effects (e.g., Edeling and Himme 2018; Jacobson 

and Aaker 1985; Ross 1986). All these advantages indicate that the relative competitive pres-

sure on the market leader decreases and consequently, the unethical behavior disclosure should 

decrease. Our empirical findings show that this argumentation is wrong. Market leaders appear 

to be in a situation in which unfair means are still needed to survive in competition and defend 

their outstanding position. One potential explanation for the increase in disclosure risk may be 

that market share leaders, as holders of the position of power, should be highly motivated to 

maintain their outstanding position as they benefit from the highest intrinsic value of status and 

the highest extrinsic value such as leader compensation and reputational benefits for the firm 

(e.g., Vriend, Jordan, and Janssen 2016).  

In addition, we confirm previous findings that the three largest companies within one in-

dustry play a special role (Uslay, Altintig, and Winsor 2010). Marketing literature suggests that 

most industries are characterized by the dominance of three large companies (coined the “Rule 

of Three” by Sheth and Sisodia 2002). As our empirical results suggest, it is fair to argue that 

these three large “generalists” compete particularly strongly for market leadership to benefit 
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from its strategic advantages (e.g., Ross 1986). If a company belongs to the three largest com-

panies, this leads to an increase in the number of disclosed unethical firm behavior events.  

8.2.3 Explanations for the impact of local direct competition. We also find that direct com-

petition is important for unethical corporate behavior disclosure (Table 8). A large body of 

research in social psychology shows that similarity between competitors can heighten social 

comparison pressures and raise the impact of the competition on their identities and thus en-

hance psychological involvement and objective threat (Chen, Su, and Tsai 2007; Garcia, Tor, 

and Schiff 2013; Kilduff 2019; Kilduff, Elfenbein, and Staw 2010; Tesser 1988). Hence, it can 

be inferred that leaders and the firms they run experience social comparison pressure vis-à-vis 

those who are similar regarding one particular performance dimension (e.g., market share). This 

may influence their competitive behavior and ultimately the likelihood to improve the current 

position by making use of unfair means. Thus, smaller differences in market shares between 

the focal company and the next smaller or the next larger company should increase unethical 

firm behavior. 

We show indeed that if the distance to the following company is large, the probability that 

the company will behave unethically decreases. Thus, a large lead seems to reduce competitive 

pressure. With respect to the distance to the next larger company, however, the effects are sur-

prising. We find that a large distance to the next larger company increases the number of dis-

closed unethical firm behavior events. It appears that the situation in which companies have to 

catch up a lot to come closer to the next larger competitor encourages unethical behavior. This 

may be explained by psychological mechanisms leading managers to evaluate the company’s 

performance relative to that of competitors (Armstrong and Collopy 1996). As the relative per-

formance equals the absolute performance of one’s own company minus the absolute perfor-

mance of the competitor (Harris and Bromiley 2007), the relative performance becomes worse 

if the distance to the next larger company increases. Harris and Bromiley (2007) show that the 



	

124 

worse the relative performance, the higher the probability of accounting fraud, which is in line 

with our result that the probability of unethical misconduct is higher for more negative values 

of relative performance.  

8.2.4 Explanations for the impact of competitive dynamics. Concerning the dynamics, we 

only find that an increasing trend of distance to the next larger company relates to a higher 

chance of at least one unethical behavior disclosure per year. If the market share deteriorates 

and the firm even falls in rank, this can lead to psychological motivation to maintain and in-

crease the market share and rank (Ferrier et al. 2002). Decision-makers who have experienced 

loss are more risk-seeking (Fiegenbaum and Howard 1988; Mishina et al. 2010), which serves 

as one potential explanation for the higher chance of unethical behavior (disclosure). 

8.3 Implications 

8.3.1 Implications for management. Besides the theoretical contribution, the findings are 

of great practical value for managers. Previous studies show the strong negative impact of un-

ethical corporate behavior on a wide range of metrics (e.g., Kang, Germann, and Grewal 2016; 

Kölbel, Busch, and Jancso 2017; Stäbler and Fischer 2020). These consequences underpin the 

practical relevance of unethical firm behavior and its disclosure for managers. The disclosure 

of unethical behavior has the potential to trigger an enormous corporate crisis (see the initial 

Volkswagen example). It should therefore be of utmost interest to a company’s managers to 

prevent unethical behavior or at least mitigate the consequences. 

Managers can use the insights from our study to improve internal corporate risk manage-

ment: First, they may reduce the risk that unethical decisions are made in general. For example, 

firms may implement internal monitoring measures that warn of corporate misconduct based 

on our newly introduced competitive constellations.  

Second, in periods of higher risk (e.g., when the company falls back compared to the larger 

competitor) they can plan (or initiate) appropriate actions in response to the (potential) unethical 



	

125 

firm behavior disclosure to reduce negative consequences of unethical misconduct. For exam-

ple, if managers are not able to find questionable activities early on, managers could consider 

the strategic launch of other neutral or positive brand news to diminish the occurrence of neg-

ative news in time periods of increased risk (Stäbler and Fischer 2020). Managers may also 

adjust their marketing plan and invest more heavily in advertising to restore trust, as advertising 

elasticities decrease in times of crisis (Landsman and Stremersch 2020).  

In addition, corporate risk management may strive to prevent unethical behavior by deci-

sion-makers through communication strategies: It is important to convince managers that po-

tential unethical behavior tends to set back the company in the competitive arena. Unethical 

decisions are counterproductive and increase the pressure on managers. We show instances 

when competitive pressure increases the risk of unethical behavior disclosure and that these 

situations create a negative feedback effect: Although the initial goal of the unethical behavior 

is actually to strengthen the competitive position, this position is weakened as the market share 

per additional unethical firm behavior event decreases on average. Managers should be aware 

of this paradoxical relationship when developing competitive strategies and should not assume 

that a market share orientation is infallible. Based on our findings, companies can, for example, 

rethink the incentives for decision-makers and define other more sustainable goals than short-

term focus on competition which triggers unethical means. 

8.3.2 Implications for other stakeholders. This study has value for shareholders and poli-

cymakers. Unethical firm behavior events are likely to hurt the stock market performance of 

companies (e.g., Flammer 2013). Investors may use the new insights to optimize their invest-

ment decisions and to adapt their investment portfolio proactively by analyzing the competitive 

situations of firms they potentially invest in. If they want to avoid potential share price losses 

due to unethical behavior, investors should, for example, avoid stocks of market leaders or top 
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three companies and take the intensity of the industry battles (i.e., the proximity of the respec-

tive market shares) into account. 

Besides this relevance for short-term stock trading, our study also generates added value 

for managers of long-term investment portfolios. The global financial market has experienced 

exponential growth in sustainable investing, an investment approach that considers environ-

mental, social, and governance-related factors in portfolio selection and management (e.g., Av-

ramov et al. 2022). Recall that ESG events are exactly the issues our models explain. So-called 

ESG investors are often very uncertain about the true ESG profile of a firm because of an ab-

sence of a reliable measure of the true ESG performance (Avramov et al. 2022, p. 643). Con-

sequently, our work is also of high relevance for this stakeholder group as it offers one addi-

tional information criterion that can be used to make long-term investment decisions. 

Political and other public institutions like federal regulatory agencies also have a major 

interest in understanding the emergence of unethical corporate behavior (see Campbell and 

Shang 2022). Using the findings of our study, they can better identify and monitor companies 

with a high risk of acting unethically.  

Finally, we suggest new metrics (global competitive position, direct local competition, and 

competitive dynamics) that antitrust regulators (e.g., FTC) should consider when they deter-

mine the detrimental effects of “monopoly power” within a market. 

8.4 Limitations and Further Research Avenues  

The limitations of this paper offer fruitful avenues for future research. The first limitation 

goes along with the operationalization of unethical behavior in our study. As previously men-

tioned, only the unethical behavior of a company that has become public can be explained. 

Unethical behavior that has not been disclosed is not captured in the data set. However, this 

limitation concerns any research with observational data on unethical corporate behavior. Since 

the RepRisk data set includes any reporting of misconduct, no matter how small, and we 
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additionally control for the company-specific random effects in our models (and thus also, for 

example, for the company-specific management ability to keep unethical behavior secret), dis-

closed unethical behavior is a suitable proxy. However, as the processes within the firm are 

inferred but not directly observed, future research could further investigate our suggested mech-

anism by collecting internal firm data or conducting controlled laboratory studies (e.g., con-

fronting managers with different competitive situations and asking for their aptitude for uneth-

ical behavior). 

Secondly, we focus on market share as the performance indicator managers aim to maxim-

ize. Market share gain is a key organizational objective and a measure of relative strength which 

managers often believe to be associated with better performance (Armstrong and Collopy 1996; 

Ferrier et al. 2002). However, performance is a multidimensional construct and future studies 

could analyze the effect of the competitive situation on unethical firm behavior based on other 

performance dimensions. 
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APPENDIX PAPER 2 

APPENDIX A: REPRISK’S RESEARCH SCOPE 

 
The RepRisk data set has already been analyzed and described in detail in Paper 1 of this 

dissertation. To avoid repetition, see Appendix A of Paper 1 for a description of RepRisk’s 

research scope. 
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APPENDIX B: NUMBER OF UNETHICAL BEHAVIOR INCIDENTS PER COMPANY AND YEAR 
 

Table A1 reports the number of unethical behavior incidents per year and company for all 

industries. Note that Table A1 includes more than the 79 industries analyzed as we lose indus-

tries after deleting missing values. 

 
Table A1: Number of Unethical Behavior Incidents per Company and Year 

Industry 
Number of Unethical 
Behavior Incidents 

Rental and Leasing Services .50 
Merchant Wholesalers, Durable Goods .55 
Broadcasting (except Internet) .56 
Miscellaneous Manufacturing .57 
Professional, Scientific, and Technical Services .57 
Water Transportation .58 
Machinery Manufacturing .59 
Textile Product Mills .59 
Motor Vehicle and Parts Dealers .65 
Wood Product Manufacturing .68 
Web Search Portals, Libraries, Archives, and Other Infor-
mation Services 

.75 

Accommodation .76 
Construction of Buildings .78 
Administrative and Support Services .84 
Food and Beverage Retailers .86 
Freight Transportation On The Great Lakes-st. (SIC) .97 
Insurance Carriers and Related Activities .98 
Heavy and Civil Engineering Construction .99 
Hospitals 1.04 
Apparel Manufacturing 1.08 
Computer and Electronic Product Manufacturing 1.10 
Administrative and Support Services 1.10 
Nonmetallic Mineral Product Manufacturing 1.12 
Transit and Ground Passenger Transportation 1.16 
Miscellaneous Store Retailers 1.22 
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Table A1: Number of Unethical Behavior Incidents per Company and Year 

Industry 
Number of Unethical 
Behavior Incidents 

Deep Sea Domestic Transportation Of Freight (SIC) 1.23 
Chemical Manufacturing 1.27 
Merchant Wholesalers, Nondurable Goods 1.30 
Plastics and Rubber Products Manufacturing 1.38 
Paper Manufacturing 1.56 
Health and Personal Care Stores 1.67 
Telecommunications 1.67 
Mining (except Oil and Gas) 1.72 
Building Material and Garden Equipment and Supplies Deal-
ers 

1.88 

Food Services and Drinking Places 1.89 
Clothing and Clothing Accessories Stores 1.95 
Electrical Equipment, Appliance, and Component Manufac-
turing 

2.45 

Food Manufacturing 2.51 
Nonstore Retailers 2.52 
Air Transportation 2.60 
Beverage and Tobacco Product Manufacturing 2.71 
Securities, Commodity Contracts, and Other Financial Invest-
ments and Related Activities 

2.82 

Nonclassifiable Establishments (SIC) 3.05 
Couriers and Messengers 3.05 
Oil and Gas Extraction 3.24 
Rail Transportation 3.42 
Credit Intermediation and Related Activities 4.09 
Support Activities for Mining 4.12 
Leather and Allied Product Manufacturing 4.19 
Utilities 4.38 
Primary Metal Manufacturing 5.61 
Transportation Equipment Manufacturing 7.46 
Wholesale Trade 8.11 
Trucking And Courier Services, Except Air (SIC) 8.82 
General Merchandise Stores 11.57 
Pipeline Transportation 13.95 
Petroleum and Coal Products Manufacturing 32.26 
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APPENDIX C: TESTS FOR ZERO INFLATION, OVERDISPERSION, AND  
ALTERNATE MODEL TYPES  

 
In the first step, we check our model for overdispersion. Overdispersion occurs when the 

observed variance is higher than the variance of a theoretical model. For Poisson models, vari-

ance increases with the mean and, therefore, variance usually (roughly) equals the mean value. 

If the variance is much higher, the data are “overdispersed”. If the dispersion ratio is close to 

one, a Poisson model fits well to the data. Dispersion ratios larger than one indicate overdisper-

sion, thus, a negative binomial model fits better to the data. A p-value < .05 indicates overdis-

persion (Gelman and Hill 2007, p. 115).  

We fit a Poisson model to check for overdispersion. Results are shown in Table A2. Over-

dispersion is detected for both cases, excluding and including zeros, and thus, a negative bino-

mial model fits better to our data. 

Table A2: Check for Overdispersion  
 Including the zeros Excluding the zeros 

dispersion ratio 148.669 1.962 
Pearson’s Chi-Squared 2,978,732.732 10,686.139 
p-value < .001 < .001 

 
  

In the second step, we test for zero inflation. Note that the existence of many zeros in our 

dependent variable is not necessarily proof of zero inflation (Warton 2005). If the number of 

observed zeros is larger than the number of predicted zeros, the model is underfitting zeros, 

which indicates a zero inflation in the data. In such cases, it is recommended to use a zero-

inflated model. We detect a slight zero-inflation as the model includes 14,589 zeros and predicts 

14,028 zeros showing that the data has more zeros than expected.  

As we assume that there is only one potential source for zero observations, we fit a hurdle 

negative binomial model. As the model shows only a slight zero inflation, we also checked if 

the HNB model outperforms an ordinary poisson and a negative binomial. The hurdle negative 
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model also produces a lower AIC (main model = 37,766) value, i.e., a better model fit, than 

other model types further supporting the hurdle negative binomial model (see Table A3 for AIC 

and BIC values). If the difference in AIC values of the two models is larger than 10, there is 

strong evidence to prefer the model with the smaller AIC value (Burnham and Anderson 2004).  

Table A3: Comparison of Model Fits (Main Models) 

Type of model AIC value BIC value 
Hurdle negative binomial 37,766.0 38,216.7 
Negative binomial 38,240.7 38,470.0 
Poisson 43,679.1 43,900.5 
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APPENDIX D: VIF VALUES 
 

Multicollinearity might pose a concern for the HNB. Variance inflation factor (VIF) values 

indicate how high the risk is that multicollinearity is an issue. Table A4 presents the VIF values 

of the HNB model, whereas Table A5 shows the VIF values of the market share response 

model. All values of the relevant competition are well below 10. A commonly used rule of 

thumb is that a VIF of 10 or more is evidence of severe multicollinearity (Cohen et al. 2003, p. 

423; Kutner et al. 2004, p. 387). We note that in the count component model, previous unethical 

behavior and the yearly fixed effects show VIF values slightly above 10. As these are only 

control variables and both have a significant impact on unethical firm behavior, we keep them 

in our models. Note that a model without excluding one of the two variables also leads to worse 

model performance.  
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Table A4: VIF Values for the Main HNB Model 

 
 

 

 

 

 

 

 

 

 

 

 

 

Table A5: VIF Values for the Market Share Response Model 
 VIF values  
Focal Variable:  
Previous unethical firm 
behavior 

1.10 

Controls: 
Company size  

 
1.14 

Leverage  1.07 
Profitability 1.07 
Advertising spending 1.09 
Google search  
Relationship equity  

1.02 
1.05 

R&D 1.01 
Industry concentration 1.09 

 

 

 

 
VIF values 

Zero component Count component 

   
Focal Competition Variables:   
Position within industry:   
    Market leader 1.36 1.22 
    Top 3 companies 1.60 1.21 
    Ranking 1.00 1.07 
Direct competition:   
    Market share lead 1.31 1.41 
    Market share behind 1.27 2.23 
Competitive dynamics:   
    Trend ranking 1.00 1.02 
    Trend market share lead 1.05 1.19 
    Trend market share behind 1.03 1.83 
Controls:   
    Company size 1.40 1.89 
    Leverage 1.27 1.13 
    Profitability 1.27 1.22 
    Advertising 1.06 1.37 
    Google search 1.01 1.34 
    Relationship equity 1.13 1.09 
    R&D 1.10 1.07 
    Industry concentration 1.12 1.41 
    Previous unethical behavior 1.18 10.21 
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PAPER 3: MACHINE LEARNING IN MARKETING – A REVIEW OF RECURRING 
PROBLEMS AND HOW TO SOLVE THEM  

	
 

Author: Lars Gemmer  

 

ABSTRACT 

Machine learning is an increasingly applied methodology to make classifications in mar-
keting research. A large number of studies underpin the relevance and complexity of machine 
learning-driven methods. The challenges that marketing researchers face when applying ma-
chine learning methods are often comparable. For example, highly skewed (or imbalanced) data 
that involve only a few observations within one of the classes are quite common (e.g., within 
churn prediction, prediction of unethical firm behavior, and business failure). A few existing 
marketing-related machine learning reviews pertain to the analysis of the research problem or 
the applied algorithms. This literature review adds to these studies by identifying several recur-
ring machine learning-based challenges in the field of marketing such as imbalanced target 
variables, cost-sensitive learning, or the selection of performance metrics and offering potential 
solutions. Thereby, marketing-related research questions are combined with insights from com-
puter science. As the presented challenges are independent of the actual research question, the 
insights from this literature review can be easily transferred to other research problems. Hence, 
this study does not only provide value for future research but also for the practical application 
of machine learning in companies. 
 

Keywords: Machine learning in marketing, review, imbalanced target variable, feature selec-
tion, performance metrics, hyperparameter tuning, cost-sensitive learning, interpretable ma-
chine learning 
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1 Introduction 

	
According to Mitchell (1997, p. 2), machine learning can be described as follows: “A com-

puter program is said to learn from experience E with respect to some class of tasks T and 

performance measure P, if its performance at tasks in T, as measured by P, improves with ex-

perience E”. In other words, machine learning is the process of mathematical algorithms learn-

ing patterns or trends in recorded data and then making predictions for future data observations 

(Kirasich, Smith, and Sadler 2018). Nowadays, machine learning is typically considered a sub-

field of artificial intelligence (Kumar et al. 2021).  

Machine learning-based methods have been established in the scientific context for dec-

ades (Rumelhart, Hinton, and Williams 1986; Quinlan 1986). However, the currently observa-

ble trend towards the increasing application of machine learning methods in research and ana-

lytics departments of companies is mainly driven by easier access to large amounts of data, 

higher computing power of computers, and the continuous development of machine learning-

based algorithms (Lantz 2019).  

Thereby, the application possibilities of machine learning are not limited to specific the-

matic fields but can provide solutions across various research areas. Cross-disciplinary appli-

cation examples for machine learning in science can be found in earthquake prediction (Asim 

et al. 2018; Mignan and Broccardo 2020), medical diagnosis (Kononenko 2001), crime predic-

tion (Jordan and Mitchell 2015; Wang, Gerber, and Brown 2012), or bankruptcy prediction 

(Devi and Radhika 2018; Wang 2017). Regardless of the application field and the specific re-

search question or business problem, machine learning aims to make predictions or classifica-

tions.  

Increased relevance of machine learning applications is also observed in marketing science, 

though it has to be noted that in the field of marketing, machine learning is still at an early stage 

(Ma and Sun 2020). However, an increasing number of marketing researchers apply machine 
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learning-based methods in their studies. Lemmens and Croux (2006) and Lemmens and Gupta 

(2020), for example, show how machine learning can be implemented to predict customer 

churn. Churn prediction is generally one of the most important marketing tasks for the applica-

tion of machine learning approaches.  

In line with this academic importance, machine learning is also taking an essential role in 

marketing-related decisions in companies (Ngai and Wu 2022). As Ma and Sun (2020) illus-

trate, machine learning affects practical decision-making processes across the whole marketing 

mix. As digitization has enabled companies access to large amounts of data that can be ana-

lyzed, they invest heavily in machine learning to enhance their marketing capabilities. Ngai and 

Wu (2022) elaborate on the prominent role of machine learning for businesses in their compre-

hensive literature review of machine learning applications in marketing. There are no signs that 

the methodology will lose any of its relevance within marketing in the future (Rust 2020).  

Both, in marketing science and marketing practice, adopters of machine learning methods 

are frequently confronted with several recurring challenges. The above-introduced example of 

churn prediction highlights some of these challenges: The classification problem usually in-

volves the prediction of rarely occurring events – the customer churns – which causes a high 

imbalance of the target variable (Lemmens and Croux 2006). Forecasting these very rare events 

often requires certain approaches to successfully enable a satisfying classification.  

Moreover, existing studies dealing with churn prediction elaborate on two other recurring 

challenges: first, they highlight the role of interpretable machine learning (Lemmens and Croux 

2006), and second, they introduce cost-sensitive machine learning to the classification task 

(Lemmens and Gupta 2020). For these hurdles, there exists a multitude of potential problem-

solving approaches in computer science, which are often difficult for users to overview. 

As mentioned, several recent studies already underpin the theoretical and practical rele-

vance of the topic by comprehensively reviewing existing machine learning literature from the 
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marketing field (Ma and Sun 2020; Ngai and Wu 2022). In contrast to these existing reviews 

on the general role of machine learning in marketing, this study aims to present potential ap-

proaches to solve recurring machine learning-based problems occurring in typical marketing 

tasks, such as imbalanced target variables, cost-sensitive learning, interpretable machine learn-

ing, as well as the selection of the performance metrics. Based on the initial identification of 

frequently occurring challenges of machine learning applications in marketing, this study over-

views various approaches to solve these obstacles. In this way, the study guides both, research-

ers and users from the practice within the field of marketing and beyond. 

The existing reviews on the machine learning literature highlight the complexity and multi-

faceted nature of the topic. To reduce this complexity, the following work focuses on the chal-

lenges of classification tasks and proposes solutions. Challenges within regression problems 

are not covered. Classification tasks are very common in marketing (Lemmens and Croux 2006) 

and thus specifically relevant for marketing research and practice but also for other disciplines 

(e.g., Viaene and Dedene 2005). The solution approaches outlined in this review are mainly 

limited to the handling of structured data. However, it cannot be ruled out that they can also be 

applied to the analysis of unstructured data, such as text, images, audio, and video.  

My study obtains important methodological and practical contributions. From a methodo-

logical viewpoint, the study overviews (methodological) solutions for researchers to overcome 

common challenges in machine learning. In this way, the review facilitates scientific working 

by providing methodological guidance for researchers. Additionally, the study contributes to 

marketing research, as it combines relevant machine learning-based problems from the market-

ing field with methodological solution approaches from computer science. Note that the termi-

nology in marketing and computer science differs. Since my study links research from both 

fields, it is important to clarify the terminology. I explain relevant machine learning expressions 

in Appendix A to enable a better understanding of the subsequent study. 
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From a practical point of view, companies can benefit from the approaches presented in 

this study. My findings enable companies to apply machine learning more efficiently and ef-

fectively. In this way, the analytical foundation of marketing mix decisions can be improved, 

which creates additional monetary value for companies (e.g., through cost-sensitive machine 

learning or the selection of the right performance metrics). 

The remainder of this paper is organized as follows. I develop the conceptual model based 

on a summary of important classification tasks in marketing and their accompanying challenges 

in section 2. Next, section 3 presents an overview of potential solutions for these challenges. 

Section 4 concludes by summarizing the main findings and limitations of this study and giving 

an outlook for future research.	

	

2 Conceptual Framework 

2.1 The Basic Learning Process 

Regardless of whether the learner is a human or a machine, the basic learning process is 

similar. As shown in Figure 1, it can be divided into three main components (Figure retrieved 

from Lantz 2019, p. 10): The data input, the abstraction, and the generalization. I use this gen-

eral learning process and its three components as a guiding framework to categorize the ma-

chine learning-based challenges and to develop a conceptual model. 

The data input component represents the factual basis for future decisions (see Lantz 2019 

for more details). It includes observations, memory, and recall. In this first step of the learning 

process, raw input data is the quintessential task for a learning algorithm. Before this point, the 

data has no meaning. The abstraction component involves the translation of the input data. 

During this step, a meaning is assigned to the data. When the (machine learning) model has 

been trained, the data has been transformed into an abstract form that summarizes the original 

information. Within the generalization, the abstracted data form a basis for action. The learning 
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process is not complete until the learner can use its abstract knowledge for future action. The 

final step in the generalization process is to evaluate the model’s performance. Note that this 

basic learning approach is a simplified description presented by Lantz (2019). There exist much 

more complex learning processes (e.g., Gentile, Groves, and Gentile 2014). However, these 

complex descriptions of learning can also be broken down into the three above-described main 

components. 

Figure 1: The Basic Learning Process 
 

Notes: Figure from Lantz (2019, p. 10). 

 
2.2 Identification of Machine Learning-Based Challenges within the Field of Marketing 

I use the three components of the learning process to classify the machine learning-based 

problems that frequently arise in the field of marketing research. Table 1 provides an overview 

of these marketing-related studies which deal with machine learning-based challenges. Based 

on the presented literature, I identify six different challenges (see also Figure 2). For each chal-

lenge, the studies are a representative selection to illustrate the complexity and relevance of the 

specific challenge for marketing research. In addition to the information about the authors, the 

journal, and the publication date, Table 1 summarizes the concrete marketing-related business 

problem the studies deal with as well as the applied solution approach. Note that there remain 

other less frequently occurring issues (e.g., the selection of the machine learning algorithm), 

but they are beyond the scope of this study and may be addressed in future research. 



	

	 148	

Table 1: Representative Marketing Studies Dealing with Recurring Challenges of Machine Learning 

Type of challenge Authors Journal,  
publication year 

Marketing-related business 
problem 

 

    Degree of imbalance 
Data-based: Imbal-
anced target varia-
ble 

Donkers, Franses, and 
Verhoef 

Journal of Marketing Re-
search, 2003 

Churn prediction 2.5% 

Lemmens and Croux Journal of Marketing Re-
search, 2006 

Churn prediction 1.8% 

Neslin et al.  Journal of Marketing Re-
search, 2006 

Churn prediction 1.8% 

Berger and Magliozzi Journal of Direct Marketing, 
1992 

Direct marketing for household 
tools 

.75% 

    Feature selection approach 

Data-based: Fea-
ture selection 

Buckinx and Van den Poel European Journal of Opera-
tional Research, 2005 

Churn prediction Conceptual derivation 

Idris, Rizwan, and Khan Computers & Electrical En-
gineering, 2012 

Churn prediction Principle component analysis, 
Fisher’s ratio, F-score, minimum 
redundancy, and maximum rele-
vance  

Huang, Kechadi, and Buck-
ley 

Expert Systems with Appli-
cations, 2012 

Churn prediction Conceptual derivation 

Lalwani et al. Computing, 2022 Churn prediction Gravitational search algorithm 
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Table 1: Representative Marketing Studies Dealing with Recurring Challenges of Machine Learning 

Type of challenge Authors Journal,  
publication year 

Marketing-related business 
problem 

 

    Cost-sensitive learning ap-
proach 

Abstraction-based: 
Cost-sensitive 
learning 

Lemmens and Gupta Marketing Science, 2020 Churn prediction Profit-Based loss function 

Cui, Wong, and Wan 
 

Journal of Management In-
formation Systems, 2012 

Direct marketing Sampling 

Coussement European Journal of Market-
ing, 2014 

Churn prediction Direct minimum expected cost 
(DMEC), metacost,  thresholding,  
and weighting 
 

Bahnsen, Aouada, and Otter-
sten 

Expert Systems with Appli-
cations, 2015 

Churn prediction Cost-sensitive machine learning 
algorithm 

    Tuning method 
Abstraction-based: 
Hyperparameter 
tuning 

Coussement and Van den 
Poel 

Expert Systems with Appli-
cations, 2008 

Churn prediction Grid search 

Kumar, Rao, and Soni Marketing letters, 1995 Decisions by supermarket buyers 
whether to add a new product to 
their shelves or not 

Trial and error 

Sarkar and De Bruyn Journal of Interactive Mar-
keting, 2021 

Direct marketing Bayesian optimization 

Sana et al. PLoS ONE, 2022 Churn prediction Grid search 
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Table 1: Representative Marketing Studies Dealing with Recurring Challenges of Machine Learning 

Type of challenge Authors Journal,  
publication year 

Marketing-related business 
problem 

 

    Approach 

Generalization-
based: Interpreta-
ble machine learn-
ing 

Lemmens and Croux Journal of Marketing Re-
search, 2006 

Predicting customer churn Relative feature importance, Par-
tial dependence plot 

Campbell and Shang Management Science, 2022 Predicting corporate misconduct Feature importance 

Coussement and Van den 
Poel 

Expert Systems with Appli-
cations, 2008 

Churn prediction Feature importance 

Wang et al.  
 

Information Systems Re-
search, 2022 

Marketing campaigns e.g., SHAP 

Naumzik, Feuerriegel, Wein-
mann 

Marketing Science, 2022 Predicting business failure Feature importance 

   Applied performance met-
rics 

Generalization-
based: Selection of 
performance met-
ric 

Campbell and Shang Management Science, 2022 Predicting corporate misconduct Pseudo-R2, ROC AUC 

Lemmens and Croux Journal of Marketing Re-
search, 2006 

Predicting customer churn Top-Decile lift, gini coefficient, 
error rate 

Naumzik, Feuerriegel, Wein-
mann 

Marketing Science, 2022 Predicting business failure ROC AUC, balanced accuracy, 
F1-score, specificity, sensitivity 

Lemmens and Gupta Marketing Science, 2020 Churn prediction Gini coefficient, top-decile lift 

 Buckinx and Van den Poel European Journal of Opera-
tional Research, 2005 

Churn prediction Percentage correctly classified 
(PCC), ROC AUC 

 Idris, Rizwan, and Khan Computers & Electrical En-
gineering, 2012 

Churn prediction Sensitivity, specificity, and ROC 
AUC 
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 Figure 2 overviews the six challenges and shows to which components of the general 

learning process the challenges belong. The data input component includes the issue of an im-

balanced target variable and the variable selection process. Both challenges are related to the 

data used to train the algorithms. The abstraction process deals with cost-sensitive learning and 

the tuning of the algorithm-specific hyperparameters (see Abstract 1 for definitions). The gen-

eralization component includes interpretable machine learning and the overview of different 

metrics for the evaluation of the model performance.  

 
Note that the classification of these challenges into the learning process components is not 

always completely sharp. For example, an imbalanced target variable also affects the choice of 

a corresponding performance metric or the cost-sensitive learning process. Nevertheless, the 

origin of the problem lies in the structure of the data (e.g., the occurrence of a rare event) and 

therefore the classification of the problems in Figure 2 is still reasonable. However, it should 

be viewed with the appropriate amount of flexibility.  

In the following section, I explain the six machine learning-based challenges by referring 

to the selected marketing literature. Then, I overview potential solution approaches for these 

challenges. 

 
 
	
	
	
	

Figure 2: Challenges of Machine Learning Tasks within the General Learning Process 
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3 Review of Recurring Challenges 

3.1 Data-Based Challenges  

3.1.1 Imbalanced target variable. Many classifications task in marketing are characterized 

by a highly imbalanced target variable meaning that the class distribution (e.g., 0 and 1) is 

extremely unequal with one class occurring very rarely. One of the most frequently classifica-

tion tasks in marketing is the prediction of customer churners. Customer churn describes the 

decision of a current customer to leave the current company (Lemmens and Croux 2006). A 

way to manage customer churn is to predict which customers are most likely to churn and then 

target incentives to those customers to make them stay (Neslin et al. 2006). This approach en-

ables the firm to focus its efforts on customers who are likely to churn and it potentially saves 

money that would be wasted in providing incentives to customers who do not need them. How-

ever, the approach assumes that customer churn can be predicted with acceptable accuracy. 

Most machine learning algorithms work best when the number of samples in each class is 

equal. The reason for the problem of an imbalanced target variable is that the minority class 

occurs very rarely in the training sample (Branco, Torgo, and Ribeiro 2016). The actual prob-

lem can be described by the following two assertions: First, the machine learning applicant 

assigns more importance to the predictive performance on the minority class (e.g., identifying 

the customer churns is more important than identifying the non-churners). Second, the classes 

that are more important for the applicant are poorly represented in the training set, which can 

cause non-optimal models (Branco, Torgo, and Ribeiro 2016). In other words, if the target var-

iable is imbalanced then the machine learning models may achieve a very high classification 

accuracy just by predicting the majority class (e.g., no customer churn, no business failure), but 

they fail to predict the minority class (e.g., customer churn, business failure), which is the main 

goal of the model in the first place. 
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3.1.2 Feature selection. Users of machine learning methods face the challenge of identify-

ing an optimal subset of possible features to be used in the models. Recall that in machine 

learning, a feature refers to a variable that describes some aspect of individual data objects and 

represents the input data to generate the prediction output (Dong and Liu 2018). Data in ma-

chine learning-based classifications are often multidimensional, which may be challenging for 

the analysis of the data (Cai et al. 2018; Sarkar and De Bruyn 2021).  

Feature selection has been proven in both theory and practice effective in processing high-

dimensional data and in enhancing learning efficiency (Blum and Langley 1997; Cai et al. 2018; 

Guyon and Elisseeff 2003). Feature selection describes the process of obtaining a subset from 

an original feature based on selection criteria to remove the irrelevant features. Feature selection 

techniques can pre-process learning algorithms, and good feature selection results can improve 

learning accuracy, reduce learning time, and simplify learning results (Cai et al. 2018; Kohavi 

and John 1997; Langley 1994; Zhao et al. 2010).  

There are three main objectives of selecting a subset of features: First, feature selection can 

increase the prediction performance of the predictors. Second, a subset of features can provide 

faster and more cost-effective predictors. Lastly, feature selection can generate a better under-

standing of the underlying process that generated the data (Guyon and Elisseeff 2003). 

Since machine learning users usually face the problem of deciding which features to in-

clude in their classification models, feature selection is also a recurring challenge in the field 

of marketing-related classifications (see Kohavi and John 1997, p. 275ff. for more details about 

the underlying problem of feature selection). 

3.2 Abstraction-Based Challenges 

3.2.1 Cost-sensitive learning. Cost-sensitive learning takes different costs, such as the dif-

ferent misclassification costs, resulting from a classification into consideration. It is one of the 

most active research areas in machine learning, and it plays an important role in real-world data 
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mining applications (Domingos 1999; Ling and Sheng 2011), and thus, also for marketing tasks 

(e.g., Lemmens and Gupta 2020). The main aim of cost-sensitive learning is not to maximize 

the classification performance (e.g., the classification accuracy) but to minimize the resulting 

costs which are caused by the misclassification (Viaene and Dedene 2005). In that way, users 

are enabled to make cost-benefit-wise optimal decisions. 

I explain the basic idea of cost-sensitive learning with the help of a churn classification. 

Table 2 overviews the misclassification costs for every potential outcome of the classification. 

In case of a correct classification (i.e., an actual churner is detected or a non-churner is classified 

as a non-churner), there are no misclassification costs. However, if an actual churner is classi-

fied as a non-churner, the company loses profits as it is not able to prevent the customer quits 

the business. In case a non-churner is classified as a churner, the company loses profits because 

it invests in unnecessary measures to prevent the churn (e.g., direct marketing activities). Both 

misclassification costs are of different sizes. 

Table 2: Misclassification Costs for a Churn Classification 
 Actual churn 

Churn No churn 

Predicted  
churn 

Churn No misclassification 
costs 

Costs of falsely pre-
dicting a churn 

(e.g., unnecessary ac-
tions to make the cus-

tomer stay) 

No churn 

Costs of missing an 
actual churn 

(e.g., losing profits be-
cause a customer 

churns) 

No misclassification 
costs 

 
 
Note that there is a strong relationship between imbalanced problems and cost-sensitive 

learning (Elkan 2001) as both result from the non-uniform preference biases of the user. How-

ever, a cost-sensitive problem may not be imbalanced if the more relevant cases (e.g., churners) 
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are sufficiently represented in the data. This means that an imbalanced problem always involves 

unequal costs of the different misclassification errors, but the opposite is not always true 

(Branco, Torgo, and Ribeiro 2016). There is a variety of methodological ways to incorporate 

the different levels of misclassification costs to produce cost-optimal results (see Table 1).  

3.2.2 Hyperparameter tuning. Most machine learning models have hyperparameters that 

require tuning (e.g., Snoek, Larochelle, and Adams 2012). Hyperparameters are those parame-

ters within a model that are determined by the user to influence the learning process (see Ap-

pendix A). Hyperparameters have the potential to improve the learning of the model, and thus, 

they are determined before starting the learning process of the model (Kuhn and Johnson 2013). 

Examples of hyperparameters are the number of hidden units in a neural network, the batch 

size, the train-test split ratio, or the number of trees in a random forest (see Sarkar and De Bruyn 

2021; Luo 2016, p. 2 for an overview of different hyperparameters for various machine learning 

approaches). 

The process of selecting the best hyperparameter combination is called hyperparameter 

tuning (Goodfellow, Bengio, and Courville 2016). The challenge of identifying the optimal 

hyperparameter values is relevant for all machine learning-based applications and therefore also 

for the field of marketing research (e.g., Htet and Sein 2020; Sarkar and De Bruyn 2021). The 

parameter optimization procedure plays an important role for the predictive performance. For 

example, Coussement and Van den Poel (2008) show that the parameter-selection procedure 

matters for the identification of the machine learning algorithm with the highest prediction per-

formance. 

The number of hyperparameters as well as their range increase (e.g., Sarkar and De Bruyn 

2021). As a consequence, the search space for the optimal hyperparameter combination be-

comes extremely large, which makes a manual search process challenging. In addition, the tun-

ing process often requires knowledge of machine learning algorithms and the appropriate 
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hyperparameter optimization solutions (Yang and Shami 2020). There is a wide range of meth-

odological solutions available for identifying the best hyperparameter settings. 

3.3 Generalization-Based Challenges 

3.3.1 Interpretable machine learning. The core objective of machine learning is to predict 

as accurately as possible. So-called black-box (e.g., deep neural networks) algorithms are often 

used to maximize the prediction performance. A disadvantage of these black-box models is the 

fact that it is difficult or even impossible for the user to understand how the algorithm arrives 

at its final result (Burkart and Huber 2021; Marcinkevičs and Vogt 2023). However, to be able 

to make appropriate recommendations for action, it is often necessary to understand the rela-

tionships between the features and the target variable. Machine learning users usually need to 

trade-off between algorithms that are less complex and predict less well, but are easier to inter-

pret (e.g., a logit model), and algorithms that predict very well but deliver less transparent re-

sults (e.g., random forest, deep neural networks) (e.g., Lundberg and Lee 2017; Rudin 2019).  

In the context of interpretable machine learning, users are now seeking to understand how 

the algorithm arrived at its results. This is especially important for the field of marketing as this 

field constantly aims to produce findings that offer actionable value for managers (e.g., Burkart 

and Huber 2021, p. 250; Lemmens and Croux 2006; Naumzik, Feuerriegel, Weinmann 2022). 

3.3.2 Performance metrics. Many different measures to evaluate the performance of a ma-

chine learning model exist (e.g., Branco, Torgo, and Ribeiro 2016). Certain measures reveal 

information about certain aspects of the machine learning model’s performance. For rare 

events, as Morrison (1969) notes, the simple error rate or accuracy is often misleading. In ad-

dition, there are performance metrics that evaluate a binary classification independent of a pre-

defined classification threshold (e.g., ROC AUC, PR AUC). These metrics measure the classi-

fication performance for all possible thresholds between 0 and 100 percent. Note that I define 

all performance metrics in detail in the subsequent solution section about the performance 
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metrics. Other metrics, such as precision or recall, evaluate model performance with a focus on 

one of the existing classes of the target variable.  

Applicants of machine learning algorithms face the challenge to identify the metric that fits 

best to their research problem and their individual preferences. Table 1 illustrates the complex-

ity of the selection process by showing how numerous the different performance metrics in the 

marketing discipline are. 

4 Review of Potential Solutions 

4.1 Approaches for Imbalanced Target Variables 

An imbalanced target variable often poses difficulties for machine learning applications. 

Many existing studies aim to tackle this problem. An all-encompassing literature review of 

every single approach is beyond the scope of this paper (see Bonas et al. 2021; Branco, Torgo, 

and Ribeiro 2016 for exemplary literature reviews). Hence, various methodological options 

provide an effective way of addressing an imbalanced target variable. Branco, Torgo, and Ri-

beiro (2016) identify four different types of solution strategies (Table 3).  

Data pre-processing is one potential way of handling imbalanced target variables. Here, 

the distribution of the data is changed before it is analyzed by the machine learning algorithm, 

or different weights are assigned to the individual classes in accordance with user preferences 

(e.g., Zadrozny, Langford, and Abe 2003). Changing the distribution of the data can be done in 

two ways: Upsampling artificially increases the number of observations with the minority class 

(e.g., Bonas et al. 2021; Elkan 2001). Downsampling, on the other hand, reduces the number 

of observations of the majority class. Note that it is not automatically optimal to keep the num-

ber of observations of each class the same, but there is an optimal proportion of observations 

with the respective classes which corresponds to users’ preferences (Lemmens and Croux 

2006). 
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Table 3: Solution Strategies for Imbalanced Target Variables by Branco, Torgo, and   
               Ribeiro (2016) 
Data pre-processing Special-purpose learning 

methods 
Prediction 
post-processing 

Hybrid methods 

• Distribution 
change (e.g., 
down- or upsam-
pling). 

• Weighting the 
data space (when 
cost-sensitive 
learning is ap-
plied). 

• Solutions that modify ex-
isting algorithms to pro-
vide a better fit to the 
user preferences (e.g., as-
signing different penal-
ties to false negatives 
and false positives). 

• Various solutions for dif-
ferent machine learning 
algorithms. 

• Threshold 
Method 

• Cost-sensi-
tive post-
processing 

• Selection of 
performance 
metricsa 
 

• Try to capitalize on 
some of the main 
advantages of the 
different approaches 

• Combine the use of 
pre-processing ap-
proaches with spe-
cial-purpose learn-
ing algorithms. 

Notes: Classification based on Branco, Torgo, and Ribeiro (2016). There is an overlap between solutions 
for imbalanced target variables and cost-sensitive learning approaches because both challenges are 
closely related. 
a I added this point to the overview of Branco, Torgo, and Ribeiro (2016). 

 
 
Special-purpose learning methods change the machine learning algorithms to learn from 

imbalanced target variables (Branco, Torgo, and Ribeiro 2016). For example, the magnitude of 

the penalties that the algorithm assigns to the misclassifications of the individual classes could 

be changed so that it corresponds to the preferences of the machine learning users. This strategy 

requires a high level of knowledge about the algorithms and also the preferences of the users. 

Furthermore, there is a high overlap with approaches for cost-sensitive learning. 

The third solution strategy for imbalanced target variables, prediction post-processing, 

does not change the data or the algorithm but incorporates the users’ preferences in the final 

predicted probabilities. For example, the chosen classification threshold (see Appendix A) can 

be changed in accordance with the preferences of the user (Sheng and Ling 2006). Varying the 

threshold value enables the user to decide on the trade-off between false positive and false 

negative classifications. In addition, the results of the “standard” evaluation metrics like the 

accuracy will not measure the performance of the model on these rare cases (Branco, Torgo, 

and Ribeiro 2016, see also section about performance metrics). Thus, it is essential to select the 

“right” performance metric if users face a classification task including an imbalanced target 
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variable. I describe potential metrics for imbalanced data sets in the section about performance 

metrics. 

Hybrid methods combine the advantages of the first three types of solutions for imbalanced 

target variables. For a more detailed overview of each solution strategy including its advantages 

and disadvantages as well as a review of relevant studies, see Branco, Torgo, and Ribeiro 

(2016). 

4.2 Feature Selection Methods 

In general, feature selection methods are divided into two overarching categories: filter 

methods and wrapper methods (Kohavi and John 1997; Michalak and Kwasnicka 2006). Wrap-

per methods evaluate feature sets based on the performance of a machine learning algorithm. 

Filters, on the other hand, consider only the characteristics of the features to identify the optimal 

subset of features (see Kohavi and John 1997, p. 280ff. for a review of different approaches). 

The most general approach to narrow down the set of potentially relevant features for ma-

chine learning models is to look for conceptual relationships (e.g., Buckinx and Van den Poel 

2005, Campbell and Shang 2022 for marketing-based examples). By examining the existing 

academic literature, users may identify features that are likely to affect the classification of the 

target variable. Another common method to limit the number of features is to analyze the cor-

relations between the features (e.g., Michalak and Kwasnicka 2006).  

Guyon and Elisseeff (2003, p. 1159) propose a heuristic checklist in which they summarize 

the steps that may be taken to solve a feature selection problem. This checklist includes ten 

questions and recommendations for action shown in Table 4 and offers a valuable point of 

orientation for users. 
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Table 4: Heuristic Checklist for Feature Selection by Guyon and Elisseeff (2003) 

Question Recommendation for feature selection 
1. “Do you have domain knowledge?” “If yes, construct a better set of “ad hoc” features.” 

2. “Are your features commensurate?” “If no, consider normalizing them.” 

3. “Do you suspect interdependence of features?” “If yes, expand your feature set by constructing conjunctive features or products of features, 
as much as your computer resources allow you […].” 

4. “Do you need to prune the input variables (e.g., for 
cost, speed or data understanding reasons)?” 

“If no, construct disjunctive features or weighted sums of features (e.g., by clustering or 
matrix factorization […]).” 

5. “Do you need to assess features individually (e.g., to 
understand their influence on the system or because 
their number is so large that you need to do a first fil-
tering)?” 

“If yes, use a variable ranking method […]; else, do it anyway to get baseline results.” 

6. “Do you need a predictor?” “If no, stop.” 

7. “Do you suspect your data is “dirty” (has a few mean-
ingless input patterns and/or noisy outputs or wrong 
class labels)?” 

“If yes, detect the outlier examples using the top ranking variables obtained in step 5 as 
representation; check and/or discard them.” 

8. “Do you know what to try first?” “If no, use a linear predictor. Use a forward selection method […] with the “probe” method 
as a stopping criterion […] or use the ℓo-norm embedded method […]. For comparison, 
following the ranking of step 5, construct a sequence of predictors of same nature using 
increasing subsets of features. Can you match or improve performance with a smaller sub-
set? If yes, try a non-linear predictor with that subset.” 

9. “Do you have new ideas, time, computational re-
sources, and enough examples?” 

“If yes, compare several feature selection methods, including your new idea, correlation 
coefficients, backward selection and embedded methods […]. Use linear and non-linear 
predictors. Select the best approach with model selection […].” 

10. “Do you want a stable solution (to improve perfor-
mance and/or understanding)?” 

“If yes, subsample your data and redo your analysis for several “bootstraps” […].” 

Notes: Checklist from Guyon and Elisseeff (2003, p. 1159). See study from Guyon and Elisseeff (2003) for more details about individual methods mentioned in Table 4. 
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4.3 Making Classifications Cost-Sensitive 

Various methods exist to make the classification cost-sensitive (Sheng and Ling 2006). 

Figure 3 classifies the different methods into cost-sensitive learning algorithms and cost-sensi-

tive meta-learning methods. Cost-sensitive learning algorithms incorporate the different mis-

classification costs in the machine learning algorithm (Turney 1995, summarized in Sheng and 

Ling 2006). For example, Lemmens and Gupta (2020) implement a profit-based loss function 

in their algorithm to maximize the campaign profit for a churn prediction. 

Figure 3: Types of Cost-Sensitive Learning Techniques Based on Sheng and Ling (2006) 
 

Notes: Classification from Sheng and Ling (2006). 

 
Cost-sensitive meta-learning algorithms are insensitive to the different costs. They incor-

porate the costs by pre-processing the data or by post-processing the predicted output (i.e., the 

predicted class probability). Within this category of methods, a further distinction can be made 

between sampling-based and non-sampling-based methods. Sampling-based cost-sensitive 

learners increase the proportion of one class in the training data set to improve prediction per-

formance by duplicating one class (upsampling) or randomly deleting the other class 

(downsampling) (Elkan 2001; Viaene and Dedene 2005). Recall that this strategy is also applied 
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in case of an imbalanced target variable. Sampling-based approaches have several disad-

vantages (Elkan 2001). For example, they distort the distribution of target classes, which may 

affect the performance of some classification algorithms. In addition, downsampling reduces 

the data available for training and upsampling may increases the learning time of the algorithms. 

Within the type of non-sampling-based cost-sensitive learner, machine learning literature 

differentiates between relabeling, threshold adjusting, and weighting. Relabeling reassigns the 

class labels, e.g., churner or non-churner, of the individual observations by applying the direct 

minimum expected cost criterion that assigns an observation to the target class with the lowest 

misclassification costs (Viaene and Dedene 2005). As Coussement (2014) points out this can 

be done in the post-training phase (e.g., direct minimum expected cost classification, Duda, 

Hart, and Stork 2001) or in the pre-training phase (e.g., metacost algorithm by Domingos 1999). 

Weighting assigns different weights to the classes depending on misclassification costs with the 

aim that the algorithm favors the class with the higher weight (Ting 1998). Threshold adjusting 

searches for the cost-optimal threshold value on the training set. The threshold, which mini-

mizes the misclassification costs of the training data, is then applied to the holdout sample 

(Sheng and Ling 2006). 

4.4 Hyperparameter Optimization Techniques 

Manual testing is a traditional way to tune hyperparameters (Bergstra and Bengio 2012; 

Yang and Shami 2020). As mentioned, the identification of the optimal hyperparameter com-

bination is increasingly complex and manual tuning is very time-consuming. For this reason, 

the process is automated. The main aim of hyperparameter optimization is the automatization 

of the tuning process which enables machine learning users to solve prediction tasks effectively 

(Elshawi, Maher, and Sakr 2019; Yang and Shami 2020). Using an automatic selection method, 

the user of machine learning can skip the manual and iterative process of selecting a combina-

tion of hyperparameter values, which is labor intensive and requires a high skill set in machine 



	

163 

learning (Luo 2016). Luo (2016) offers a valuable review of automatic selection methods for 

hyperparameter values. 

In general, automated hyperparameter tuning techniques can be classified into black-box 

optimization techniques and multi-fidelity optimization techniques (Elshawi, Maher, and Sakr 

2019). Figure 4 overviews the different sub-techniques in these two main categories. 

Figure 4: Types of Automated Hyperparameter Tuning Techniques Based on  
                 Elshawi, Maher, and Sakr (2019) 
 

Notes: Classification from Elshawi, Maher, and Sakr (2019). 

 
A detailed explanation of each technique is beyond the scope of this study. A useful overview 

and explanations with reference to the relevant literature are provided in the study by Elshawi, 

Maher, and Sakr (2019) and Luo (2016). I focus on discussing the grid search, the random 

search method as well as bayesian optimization as three exemplary optimization approaches.  

Grid search is a simple and one of the most widely used methods for hyperparameter op-

timization (Bergstra and Bengio 2012; Elshawi, Maher, and Sakr 2019). It involves the evalu-

ation of all possible combinations of hyperparameters. Hence, this approach is computationally 

expensive as the number of potential combinations can become extremely high (e.g., Bergstra 

and Bengio 2012; Elshawi, Maher, and Sakr 2019). 
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Compared to grid search, random search is a more efficient approach to identify the right 

hyperparameter constellations (Bergstra and Bengio 2012). Random search samples hyperpa-

rameter combinations at random until a particular budget (e.g., number of trials, amount of 

computational time) is exhausted. Under this budget constraint, random search tends to find 

better solutions than grid search. The main reason why random search approaches are more 

efficient than grid search is that not all hyperparameters are equally important and grid search 

allocates many trials to dimensions that do not matter (see Bergstra and Bengio 2012 for details 

about hyperparameter importance). 

Bayesian optimization is a sequential process that provides hyperparameters iteratively 

based on a loss function and previous hyperparameter performances which are then updated 

(see Shahriari et al. (2015) and Snoek, Larochelle, and Adams (2012) for a detailed explanation 

and a formal definition; Sarkar and De Bruyn 2021 apply the method in a marketing context). 

As Feurer, Springenberg, and Hutter (2015) state sequential model-based bayesian optimization 

is a successful hyperparameter optimization method in machine learning, which leads to better 

performances than grid and random search (e.g., Snoek, Larochelle, and Adams 2012). 

Independent of the optimization technique, Yang and Shami (2020, p. 298) summarize the 

main steps of the hyperparameter optimization process as shown in Figure 5. 
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Figure 5: Hyperparameter Optimization Process Based on Yang   
                 and Shami (2020) and Luo (2016)   
 

 

 

 

 

 

 

 

 

 

 

Notes: Process from Yang and Shami (2020, p. 298) and Luo (2016).  
ML = Machine learning.  
 

4.5 Interpretation of Machine Learning-Based Classifications 
 

As shown in Table 5, two different types of interpretability can be distinguished (Burkart 

and Huber 2021; Lundberg, Erion, and Lee 2018). On the one hand, there is global interpreta-

bility, which tries to investigate the machine learning models as a whole, i.e., on a model level. 

This includes the feature importance, the partial dependence plots, and the surrogate models. 

Local interpretability aims to explain a single prediction of the model, i.e., on an observational 

level (Ribeiro, Singh, and Guestrin 2016b). On a local level, Shapley additive explanation 

(SHAP) and Local interpretable model-agnostic explanations (LIME) may be applied 

(Lundberg and Lee 2017; Ribeiro, Singh, and Guestrin 2016b). 

 

 



	

166 

Table 5: Types of Interpretation within Machine Learning 

Global interpretation Local interpretation 

• Feature importance • Shapley additive explanation 

• Partial dependence plot • Local interpretable  
model-agnostic explanations 

• Surrogate models  

 
 

 

4.5.1 Global interpretability. Breiman (2001) introduced the feature importance analysis 

in his paper on random forests. A feature is considered as important if it contributes to the 

model’s performance. The application of feature importance analysis is already widely used in 

the marketing literature (Lemmens and Croux 2006; Naumzik, Feuerriegel, Weinmann 2022). 

However, the knowledge about the feature importance does not reveal anything about the di-

rection of the effect of the individual features on the probabilities of the individual classes.  

A partial dependence plot gives a graphical depiction of the marginal effect of a variable 

on the class probability (Friedman 2001). Partial dependence plots allow the analysis of non-

linear relationships between the features and the target variable (Lemmens and Croux 2006). A 

partial dependence plot represents the impact of a predictor variable on the occurrence proba-

bility of one class (e.g., churn), conditional on all other predictors. Note that multicollinearity 

between features complicates interpretability and may bias results. Figure 6 provides an exem-

plary partial dependence plot from Lemmens and Croux (2006, p. 283). It shows how the churn 

probability changes when the consumption minutes of the customer increase or decrease.  
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Figure 6: Partial Dependence Plot from the Churn Prediction by              
                 Lemmens and Croux (2006) 
 

Notes: Figure from Lemmens and Croux (2006, p. 283). 

 
An additional approach to produce insights about the effect strength and the effect direction 

of features is a surrogate model (Booker et al. 1999; Burkart and Huber 2021). A surrogate 

model is a model which is simpler to interpret (e.g., a linear regression) than a black-box model. 

The predicted class probability from the black-box algorithm represents the dependent variable 

of the surrogate model. The features used in the black-box machine learning algorithm are in-

cluded as the independent variables. The beta coefficients of the surrogate model reveal insights 

about the effect size and the effect direction of the features on the predicted probability.  

4.5.2 Local interpretability. Shapley additive explanation (SHAP) values “attribute to each 

feature the change in the expected model prediction when conditioning on that feature” 

(Lundberg and Lee 2017, p. 4772f.). SHAP values can replace the global feature importance in 

the form of SHAP summary plots. In contrast to the feature importance analysis on the global 
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level, SHAP summary plots produce insights into the positive and negative relationships of the 

features with the target (Tékouabou et al. 2022). Figure 7 shows the exemplary SHAP summary 

plot from the churn prediction study by Tékouabou et al. (2022). 

Figure 7: SHAP Summary Plot by Tékouabou et al. (2022) 
 

 

 

 

 

 

 

 

 

 

Notes: Figure from Tékouabou et al. (2022, p. 12). 

 
For example, Figure 7 reveals that an increase in age (red dots) is related to an increase in 

the churn probability. In addition, if the customer has a long-term relationship with the company 

(red dots for the “tenure” feature), this decreases the churn probability. Each colored dot of the 

individual features in Figure 7 represents one single observation of the training set. 

In addition, SHAP dependence plots provide an alternative to partial dependence plots that 

better capture interaction effects (see Lundberg, Erion, and Lee 2018 for definitions, further 

explanations, and visualization examples).  

Local interpretable model-agnostic explanations (LIME) aim “to identify an interpretable 

model over the interpretable representation that is locally faithful to the classifier” (Ribeiro, 

Singh, and Guestrin 2016a; Ribeiro, Singh, and Guestrin 2016b, p. 93). In their study, Ribeiro, 
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Singh, and Guestrin (2016a) offer a formal definition of LIME and present graphical toy exam-

ples. 

4.6 Presentation of Different Performance Metrics 
 

Binary classification tasks (e.g., churn versus no churn, business failure versus no business 

failure) result in true positive predictions when a class, i.e., an event, is correctly predicted and 

true negative predictions when a class is correctly not predicted (see Table 6). In addition, two 

different errors may occur: a false positive result occurs when a class is falsely predicted and a 

false negative result occurs when a class is falsely not predicted (Branco, Torgo, and Ribeiro 

2016; Cook and Ramadas 2020). 

Table 6: Outcomes for a Churn Classification Task 
 Actual class 

Churn No churn 

Predicted  
class 

Churn True positives (TP) False positives (FP) 

No churn False negatives (FN) True negatives (TN) 
 

 
For the presentation of different performance metrics, I differentiate between metrics that 

are independent of a specific classification threshold and metrics that depend on a concrete 

threshold value. All of the presented performance metrics base on the confusion matrix in Table 

6. 

4.6.1 Threshold-dependent metrics. Table 7 (e.g., Branco, Torgo, and Ribeiro 2016) over-

views the threshold-dependent performance metrics and their equations. Note that different 

equations exist for some metrics (e.g., for the F1-score).  

The accuracy is a  commonly used performance criterion (Chawla et al. 2002; Mozer et al. 

2000). It compares the a posteriori probability of the class occurrence with the true class occur-

rence. The resulting confusion matrix (Table 6) is used to calculate the accuracy of the models. 

A disadvantage of this standard measure is that it is not very robust concerning the chosen 

threshold value for the predicted probabilities (e.g., Baesens et al. 2002). In addition, the 



	

170 

accuracy is poorly applicable to imbalanced target variables. For example, if a churn prediction 

contains only 1% churners, then an accuracy of 99% would be achieved by always classifying 

a non-churner. This is not in the interest of the machine learning applicants.  

Table 7: Overview of Performance Metrics 
Accuracy/ Percentage 
correctly classified = (TP + TN) / (TP + TN + FP + FN)  
Sensitivity/Recall (TPR) = TP / (TP + FN)  
Specificity (TNR) = TN / (TN + FP) 
Precision = TP / (TP + FP) 
R score = sensitivity + specificity – 1 
Balanced accuracy = (sensitivity + specificity) / 2 
F1-score = 2 x ((Precision x Recall) / (Precision + Recall)) 
False positive rate (FPR) = FP / (FP + TN) 
False negative rate (FNR) = FN / (FN + TP) 

Notes: True Positives = TP; False Positives = FP; True Negatives = TN; False Negatives = FN; 
TPR = True Positive Rate; TNR = True Negative Rate; FPR = False Positive Rate;  
FNR = False Negative Rate. 
 

 
Metrics that account for the specific distribution of the target variable are better suited to 

evaluate the performance on imbalanced data sets. For example, the balanced accuracy is use-

ful for the analysis of imbalanced target variables (Bonas et al. 2021; Branco, Torgo, and Ri-

beiro 2016). Note that there exist approaches to incorporate the different misclassifications 

costs directly into the performance metrics. For example, the Fβ-score enables a weighting of 

the different errors in accordance with the preferences of the user (Branco, Torgo, and Ribeiro 

2016). 

In addition to the metrics in Table 7, the top decile is one of the most managerially relevant 

success metrics (Sarkar and De Bruyn 2021). This evaluation measure focuses on the 10% 

events (e.g., churns) with the highest probability of occurrence (Lemmens and Croux 2006; 

Sarkar and De Bruyn 2021). Applied to the churn prediction example, the “proportion of real 

events in the top 10% most likely to churn is compared with the proportion of real events in the 

total dataset. This increase in density is called the top-decile lift” (Coussement and Van den 

Poel 2008, p. 317). 
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4.6.2 Threshold-independent metrics. Two relevant performance metrics evaluate the 

model performance independent of a chosen threshold. The receiver operating characteristics 

(ROC) curve summarizes the prediction performance in terms of true positive rate and false 

positive rate across each potential classification threshold value between 0% and 100% 

(Buckinx and Van den Poel 2005; Lantz 2019, p. 312). It is an evaluation metric for (mainly) 

binary classification problems.  

Figure 8: ROC Curve from Lantz (2019) 
 

 

 

 

 

 

 

 

Notes: Figure from Lantz (2019, p. 312). 

 
The area under the curve (AUC) of the ROC measures the entire two-dimensional area 

underneath the ROC curve. The metric is considered classification-threshold-invariant because 

it measures the quality of the model’s predictions independent of what classification threshold 

is chosen. The maximum possible AUC value is 1 (red line in Figure 8) and the lowest value is 

0. The higher the AUC, the better the model is at predicting 0 classes as 0 and 1 classes as 1. 

An AUC value of  0.5 indicates the model has no class separation power at all (black line in 

Figure 8). In case the AUC value of the model is lower than 0.5, the model performance is 

worse than randomly assigning the classes. The blue line in Figure 8 represents an exemplary 
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classifier that performs better than a random classification but still results in false predictions 

as it does not achieve an AUC value of 1. 

Although the ROC AUC value is a very popular and established measure to evaluate the 

performance of binary classifiers, the metric can be misleading in highly imbalanced classifi-

cation scenarios (Saito and Rehmsmeier 2015). Precision-Recall (PR) curves provide a more 

accurate impression of the classification performance since they also evaluate the fraction of 

true positives among all positive predictions. Thus, the application of PR curves has been sug-

gested for comparing models based on imbalanced data since PR AUC focuses mainly on the 

positive class and cares less about the frequently occurring negative class (Sofaer, Hoeting, and 

Jarnevich 2019).  

The PR curve and the corresponding AUC value are comparable to the ROC curve. How-

ever, this graph plots the precision against the recall as illustrated in Figure 9 (Boyd et al. 2012; 

Figure 9 from Cook and Ramadas 2020, p. 145). Unlike the ROC curve, the AUC value for a 

random classification is not automatically 0.5 but is based on the skewness of the binary target 

variable. For example, if the target variable contains 14,81% of observations representing the 

minority class (value from Figure 9), then the AUC equals 0.1481 for a random classification 

(Boyd et al. 2012; Cook and Ramadas 2020). In this scenario, an algorithm achieving a value 

higher than 0.1481, classifies better than a random classifier. Figure 9 shows a PR curve with 

an AUC value of 30,89% (Cook and Ramadas 2020, p. 144), which outperforms a random 

classifier. 
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Figure 9: PR Curve from Cook and Ramadas (2020) 
 

 

 

 

 

 

 

 

 

Notes: Figure from Cook and Ramadas (2020, p. 145). 

 

5 Conclusion 

5.1 Summary 

In this study, I have identified six recurring machine learning-based challenges that re-

searchers in the field of marketing frequently face. The challenges are rooted in the specific 

nature of the data or the selection of variables used for the classification, but also in the algo-

rithms applied and their configuration as well as their performance evaluation and the deriva-

tion of recommendations for action. 

Based on the general learning process, imbalanced target variables and feature selection 

are considered among the data-based challenges. Abstraction-based challenges include hy-

perparameter tuning and cost-sensitive learning. Interpretable machine learning and the selec-

tion of performance metrics belong to the generalization component of the learning process. 

After identifying the problems by analyzing representative marketing studies dealing with 
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machine learning-based classification tasks, the study presents and structures potential solu-

tions to each problem by reviewing literature from computer science.  

5.2 Contributions 

Linking the marketing discipline with computer science provides valuable contributions 

and guidance for machine learning users in academia and in practice. For example, the study 

provides methodological guidance for researchers and facilitates scientific work. Applicants of 

machine learning methods within marketing research and beyond certainly face several chal-

lenges identified in my study. While this study does not describe and explain in detail what 

each solution strategy looks like, it does structure and review different solution paths and point 

to relevant computer science literature that then provides further explanations. In this way, re-

searchers are relieved of the time-consuming process of dealing with numerous ways of solving 

machine learning-based problems, as my study guides to possible solutions drawn from com-

plex computer science literature.  

Furthermore, for researchers, performance evaluation of their developed (machine learn-

ing-based) models is one of the main aspects of their studies. However, my review emphasizes 

the variety of existing performance metrics with different advantages and disadvantages. 

Thereby, an improvement of one metric may lead to a decline of the other metrics (see trade-

off between false positive and false negative classifications in Table 6 and Table 7 again). Re-

searchers need to take the relevance of the choice of the performance metric into account. Dif-

ferent performance metrics provide information on different elements of the classifications and 

should be applied in certain situations. In the marketing literature, for example, the Precision-

Recall curve is rarely applied (see Table 1), although it is better suited for highly imbalanced 

data sets (Saito and Rehmsmeier 2015; Sofaer, Hoeting, and Jarnevich 2019). To obtain a ho-

listic evaluation of the classification quality, researchers need to justify their selection of met-

rics or report multiple metrics. 
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From a practical point of view, companies can benefit from the approaches presented in 

this study. My findings enable companies to apply machine learning more efficiently and ef-

fectively. In this way, the analytical foundation of marketing mix decisions can be improved, 

which creates additional monetary value for companies. Problem areas like cost-sensitive learn-

ing or the selection of the right performance metric exemplify this contribution: To be able to 

make cost-optimal recommendations for action, companies must not maximize an arbitrarily 

selected performance metric, but must also take the costs in the machine learning process into 

account. In this way, actual cost savings may be generated which lead to higher profits. The 

overview of different methods that my study provides enables companies to quickly select the 

solutions that are most suitable for them. 

5.3 Limitations and Future Research Avenues 

My study has several limitations that provide opportunities for fruitful future research. 

First, the identified challenges are prominent because of their high frequency in marketing stud-

ies. However, machine learning is a broad methodological field that constantly develops. Future 

research could identify further machine learning-based problems and provide solutions for 

them. For example, a large number of different machine learning approaches exist with differ-

ent strengths and weaknesses. Guiding machine learning users in their choice of the right ap-

proach would be of high value. In addition, this study focuses on classifications and the analysis 

of structured data. In other use cases (e.g., regressions or unsupervised machine learning), users 

face different challenges which need to be reviewed. 

Second, this study provides an overview of potential solutions for selected problems. How-

ever, these individual problem areas are complex and the corresponding literature is extensive. 

Future research can focus on individual problem areas to be able to address and present the 

computer science literature in even more detail.  
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Regardless of the limitations of this review, the study also generates ideas for future re-

search. For example, while it is already well established in the computer science discipline to 

control for the costs of misclassifications, the precise quantification of these costs is often com-

plex and difficult (Elkan 2001). Moreover, costs of different misclassifications are subjectively 

weighted by users (see prospect theory by Kahneman and Tversky (1979) which points out that 

losses are weighted differently than gains). Future research could, therefore, address how to 

measure the perceived costs of misclassifications (e.g., with a conjoint analysis) to enable cost-

optimal machine learning applications. 
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APPENDIX PAPER 3 

APPENDIX A: MACHINE LEARNING TERMINOLOGY 

The terminology in marketing and computer science may differ. Since my study links re-

search from both fields, it is necessary to clarify the machine learning terminology. Table A1 

“translates” the expression commonly used in machine learning into the “language” spoken by 

marketing researchers, when necessary, and defines the most important machine learning ex-

pression to enable a better understanding of the study.  
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Table A1: Machine Learning Terminology  
Expression (predomi-
nantly) used in computer 
science 

Expression (predomi-
nantly) used market-
ing research 

Explanation Exemplary source 

Target; label; output Dependent variable Output that is to be predicted or classified. Lantz (2019) 

Predictor; feature; input Independent variable Input data to generate the output (i.e., the target). Dong and Liu  (2018) 

Training  In the training process, the model produces a mathematical represen-
tation of the relationship between the input and the output (in the case 
of supervised machine learning). 

Lantz (2019) 

Training data Calibration data Subset of data from which the machine learning algorithm learns pat-
terns and relationships between the input and the output. 

Lantz (2019); Sarkar and 
De Bruyn (2021) 

Validation data1  Subset of data used to evaluate a model fit on the training dataset 
while tuning model hyperparameters. 

Lantz (2019) 

Testing data1 Holdout data Subset of data that is completely new to the model and is used to 
evaluate the machine learning model’s performance after it has been 
trained and validated. 

Lantz (2019) 

Baseline model  A simple model that acts as a reference for more sophisticated and 
complex machine learning models. 

Sarkar and De Bruyn 
(2021) 

Class  Values of discrete output variables (e.g., no churn vs. churn). Lemmens and Croux 
(2006) 

(Classification) Threshold  A cut-off value between 0% and 100% that transforms the predicted 
probability of each observation into one of the classes (e.g., no churn 
vs. churn). 

Branco, Torgo, and Ri-
beiro (2016) 

Notes: 1 The literature on machine learning often reverses the meaning of “validation” and “test” sets. 
The listed expressions represent a selection based on their relevance for this study. In addition, many other expressions are typically used in machine learning. See also 
https://developers.google.com/machine-learning/glossary for a collection of additional definitions that are less relevant for this study. 
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Table A1: Terminology of Machine Learning 

Expression (predomi-
nantly) used in computer 
science 

Expression (predomi-
nantly) used market-
ing research 

Explanation Exemplary source 

(Class-) Imbalanced data set  A data set with skewed class proportions. Branco, Torgo, and Ri-
beiro (2016) 

Downsampling;  
undersampling 

 Randomly removing observations from the majority  
class to make the data set less skewed. 

Branco, Torgo, and Ri-
beiro (2016) 

Feature importance Variable importance Measures how much each feature contributes to the model prediction. 
It determines the degree of usefulness of a feature for a model. 

Lemmens and Croux 
2006 

Hyperparameter  Hyperparameters are parameters whose values control the learning 
process and determine the values of model parameters that the algo-
rithm learns. 

Kuhn and Johnson 
(2013); Luo (2016); 
Sarkar and De Bruyn 
(2021) 

Interpretability; 
explainability 

 Degree to which machine learning users understand how the algo-
rithm makes predictions. 

Burkart and Huber 
(2021) 

Majority class  Classes that make up the larger proportion of the data set. Branco, Torgo, and Ri-
beiro (2016) 

Minority class  Classes that make up the smaller proportion of the data set. Branco, Torgo, and Ri-
beiro (2016) 

Overfitting  Model learns the details and noise in the training data to the extent 
that it negatively impacts the performance of the model on unknown 
data (i.e., holdout data). Model is not generalizable. 

Goodfellow, Bengio, 
and Courville (2016); 
Kirasich, Smith, and 
Sadler (2018); Sarkar 
and De Bruyn (2021)  

Oversampling; 
upsampling 

 Randomly increasing the number of observations from the  
minority class to make the data set less skewed. 

Branco, Torgo, and Ri-
beiro (2016) 

Notes: The listed expressions represent a selection based on their relevance for this study. In addition, many other expressions are typically used in machine learning. See 
also https://developers.google.com/machine-learning/glossary for a collection of additional definitions that are less relevant for this study. 
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Table A1: Terminology of Machine Learning 
Expression (predomi-
nantly) used in computer 
science 

Expression (predomi-
nantly) used market-
ing research 

Expression within machine learning Exemplary source 

Parameter  Estimated from the data during training as the algorithm maps the re-
lationship between the features and the labels. 

Alibrahim and Ludwig 
(2021) 

Performance metrics  Metrics that evaluate how well the model performs for the given data 
set.  

Branco, Torgo, and Ri-
beiro (2016) 

Supervised machine learning  Algorithm is trained with input data that has a particular output that 
needs to be predicted. 

Lantz (2019) 

Unsupervised machine learn-
ing (not covered in this study) 

 Algorithm clusters unlabeled observations without a predefined out-
put.  

Lantz (2019) 

Notes: The listed expressions represent a selection based on their relevance for this study. In addition, many other expressions are typically used in machine learning. See 
also https://developers.google.com/machine-learning/glossary for a collection of additional definitions that are less relevant for this study. 
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