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SEMI-DISCRETE ERROR ESTIMATES AND IMPLEMENTATION
OF A MIXED METHOD FOR THE STEFAN PROBLEM *

CH.B. Davis! AND SH.W. WALKER?

Abstract. We analyze a dual formulation and finite element method for simulating the Stefan problem
with surface tension (originally presented in [C.B. Davis and S.W. Walker, Int. Free Bound. 17 (2015)
427-464]). The method uses a mixed form of the heat equation in the solid and liquid (bulk) domains,
and imposes a weak formulation of the interface motion law (on the solid-liquid interface) as a constraint.
The computational method uses a conforming mesh approach to accurately capture the jump conditions
across the interface. Preliminary error estimates are derived, under reduced regularity assumptions, for
the difference between the time semi-discrete solution and the fully discrete solution over one time
step. Moreover, details of the implementation are discussed including mesh generation issues. Several
simulations of interface growth (in two dimensions) are presented to illustrate the method.
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1. INTRODUCTION

The Stefan problem describes a solidifying (or melting) interface and is a classic problem in phase transitions.
It consists of time-dependent heat diffusion in the solid and liquid phases, with surface tension effects at the
interface modeled by the Gibbs-Thomson relation with kinetic undercooling [44,45,61]. Derivation of the model
can be found in [32]. Applications range from modeling the freezing (or melting) of water to the solidification of
crystals from a melt and dendritic growth [17,33,39,53,54,60]. The mathematical theory of the Stefan problem
can be found in [14,27,37,41,47-50] as well as for the related Mullins-Sekerka problem [20, 23, 26,42, 51].

Many numerical schemes have been proposed to simulate the Stefan problem, such as phase-field meth-
ods [7,36,57] and level set methods [13,25,46,56]. The method we present uses a parametric approach where
the interface parametrization conforms to a surrounding bulk mesh. Other parametric methods for the Stefan
problem have also been given [2,5,35,36,52-55].

Our paper presents a mixed formulation of the Stefan problem, including the bulk heat equations [9], i.e.
the problem is formulated in a saddle-point framework, where the heat equation is in mixed form, and the
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interface motion law appears as a constraint in the system of equations with a balancing Lagrange multiplier
that represents the interface temperature. Our work recently appeared in [16], where we showed that our
method satisfies an a priori energy bound for the time semi-discrete and fully discrete cases. It also satisfies a
conservation law for the thermal energy.

In our method, the interface is represented by a surface triangulation that conforms to the bulk mesh and
deforms with the interface. Thus, we must do occasional re-meshing with the method in [64]. We emphasize
that we do not need to compute the intersection of meshes at adjacent time steps to transfer solution variables
from one mesh to the next (e.g. for computing L? projections from one mesh to another). This is facilitated by
a special ALE (Arbitrary-Lagrangian—Eulerian) mapping procedure (see Sect. 4.1.3).

The purpose of the current paper is to give more details on the implementation of the method in [16], as well
as derive preliminary (semi-discrete) error estimates between the time semi-discrete and fully discrete solutions
over one time step. We discuss the difficulties in obtaining a full error analysis at the beginning of Section 6.
A noteworthy aspect of the error analysis is that the interface geometry does not have to be smooth and the
solution variables may have low regqularity.

In Section 2, we describe the governing equations. Section 3 gives basic background information. Section 4
describes our weak formulation for the time semi-discrete Stefan problem and explains how the interface motion
is handled. We then do the same for the fully-discrete formulation (Sect. 5). Preliminary semi-discrete error
estimates and regularity assumptions are described in Section 6. Details on the implementation of the method
are given in Section 7 with numerical simulations in Section 8.

2. MODEL FOR THE STEFAN PROBLEM WITH SURFACE TENSION

The particular mathematical model we consider can be found in [6,16,32]. In this section, we present the
strong form of the Stefan problem in non-dimensional form.

2.1. Notation

Let {2 be a fixed domain in R? (for d = 2,3), with outer boundary 942, that contains two phases, liquid (£2)
and solid (§2), i.e. 2 = int(2U) and 2N = () (see Fig. 1). Furthermore, 92 partitions as 952 = Jp QUON?
such that Op2 N On2 =0 and |Op 2] > 0.

The solid-liquid interface is denoted I' = 2 N (% (a closed surface). The domains §2;, §%, and I" are time-
dependent, and we assume that I'(¢t) C {2 for all ¢. For convenience in writing the strong form of the Stefan
problem (Sect. 2.2), we assume I'(t) is smooth and let X(t) denote a parametrization of I'(t):

X(-,t): M —R?%  where M C R? is a given reference manifold, (2.1)

i.e. T(t) = X(M, t). Furthermore, we introduce fized reference domains 2, £ for the liquid and solid domains
such that 2 = int(ﬁl U f?s) and M = N £2;. We can extend X to all of 2 and such that (t) = X(f\Zl, t) and
02(t) = X(ﬁs, t). This is useful later when specifying the function spaces.

The surface I' has a unit normal vector v that is assumed to point into {2 (see Fig. 1). For quantities ¢ in
2 (§25), we append a subscript: ¢ (gs). The symbol x represents the summed curvature of the interface I" (sum
of the principle curvatures), and we assume the convention that k is positive when (2 is convex.

Table 1 summarizes the notation we use for the physical domain and the physical variables (e.g. temperature,
ete.). The non-dimensional parameters we use in the simulations are given in Table 2.
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FIGURE 1. Left: Domains in the Stefan problem. The entire “box” is §2 = int(£2,U(2) (contain-
ing two phases (2, {2) with Dirichlet boundary dp{2 denoted by the dashed line. A Neumann
condition is applied on the remaining sides On 2. The interface between the phases is I' = N2
with unit normal vector v pointing into (2. Right: Simulation using the method developed in
this paper (isotropic surface tension). Several time-lapses are shown to illustrate the evolution
with initial interface having a “star” shape. See Section 8 for more simulations.

TABLE 1. General notation and symbols.

Symbol Name Units
02, (2, Bulk Domains: Entire, Liquid, Solid -
o8 Boundary of 2 -
Op {2, OnS2 Partition of 82 = Op2 U On 12 -
I Interface between (2 and (25 phases -
X,V Interface (I") Parametrization and Velocity m, ms '
Uy, Us Temperature in 2 and (2 K (deg. Kelvin)
N, fs Heat sources in (2 and (2 Jm3s7!
Vr, Ar Surface Gradient and Laplace-Beltrami Operator m~!, m™?
v Unit Normal Vector of I” -
VriX=I-vev Projection onto Tangent Space of I" -
K, kU :=—ArX Summed Curvature and Curvature Vector of I’ m~!

TABLE 2. Nondimensional parameters.

Symbol Name Value
S Entropy coefficient 2
Bo Mobility coefficient 0.01
B Mobility function -
f(\l Liquid conductivity 1
I/(\s Solid conductivity 1

a Surface tension coefficient  0.0005
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2.2. Non-dimensional strong form

The Stefan problem is as follows. Find u : 2 x [0,7] — R and interface I'(t) C {2 for all t € (0,7, such that
u| g, = w, uln, = us, and the following bulk conditions hold:

Oyuy — KAy = 1, in (),
Ous — KsAug = fi, in (),
vo-Vu=0, on ON{2,
U = up, on Op{?2,
u(-,0) = uo, in 12, (2.2)

where ug is the initial temperature, and the following interface conditions hold:

uy — us = 0, on I'(t),

v- (f(\qul - I/{\SVUS) + §8tX v =0, on I'(t),
1 .
—oX -v+ak+Su=0, on I'(t),
Bv
X(+,0) —Xp(-) =0, on M,
I(0) = I, in 0, (2.3)

where I is the initial interface (parameterized by X) and X(-,¢) parameterizes I'(t). Note that u = T — Ty,
where T is the temperature in degrees Kelvin and Ty is the melting temperature at the interface I, and that u
is continuous across the interface. We assume throughout the paper that the non-dimensional coefficients satisfy

00 > E,K,aﬁ >0, oo> ﬁ(y) > ﬁ, >0, where B, is a constant.

3. PRELIMINARIES

3.1. Function spaces

Since the domain and interface deform in time, we define the function spaces using a reference domain [6].
For simplicity, we shall assume that 92 N 9 = 92 (see Fig. 1); thus, {2 C 2. We use standard notation for
denoting Sobolev spaces [1,58], e.g. L?({2) is the space of square integrable functions on (2. For any vector-
valued function n, if we write § € L?(§2), we mean each component of n is in L?(£2). Continuing, we have
HY(Q) = {u € L*(N2) : Vu € L?(2)} and H(div,2) = {n € L*(2) : V-n € L?(2)}. The norms on these
spaces are defined in the obvious way, i.e. HuH%z(Q) = [, [ul?, Hquql(m = ||u||2L2(Q) + ”qu%%Q)’ ||’I7H%I(div’9) =
10017200y + 1V - nll72(0)-

For a general function f : 2 — R, we denote its trace (or restriction) to a sub-domain X C {2 (of co-
dimension 1) by f|s. The trace of a function in H!(£2) is well-defined; for a function in L?(2), the trace is not
well-defined. Moreover, the trace of all functions (on X' C §2) in H'(£2) spans a Hilbert space, denoted H'/?(Y),
which is a proper dense subspace of L?(X). Referring to ([8], p. 48), the norm for H'/2(942) is defined by

[Vl 12 00) = weil?lf(ﬂ) wl[z1(2) = 10212 (3.1)
w|po=v

where 7 is the unique weak solution of —A? + v = 0 in {2, with o = v on 9f2. We also have H_l/z(ﬁﬂ), i.e. the
dual space of H'/?(9§2) with the dual norm,

0,V)o0
lollg-1/2(00) == sup _lgvion ; (3.2)
veH/2(00) H”||H1/2(arz)

where (-, )9 denotes the duality pairing between H~1/2(9£2) and H'/?(912).



ERROR ESTIMATES FOR STEFAN PROBLEM 2097

It is well known ([28], Thm. 1.7, [8], Lem. 2.1.1) that - v|sg is in H~1/2(00) for all 5 in H(div, 2) (vg is
the unit normal vector on 942). In fact, by ([28], (1.44)), we have that

Im-vilg-1200) < I0llHiv,0), foraln e H(div, £2). (33)
With this, one can show that [[v|| g1/2(5) has a dual norm realization.

Proposition 3.1.
lollisom = sup AT Vevloe,
neH (div,2) ||"7\|H(div,9)
Enforcing boundary conditions requires the trace. To this end, let H&D((Z) = {u € H' () : u|lppo = 0}. On

the reference domains (2 and (25, we introduce:

V=H(iv,2), V(g ={neV:n-vo—gqen=0,Vqge H&D(Q)},
Vi = H(div, ), Vi(g)={neVi:(n-vo—g,qoe=0, Vg H} ,(2)},

Vs = H(div, £2), (3.4)
where g is in H~1/2(912) (see [8], Rem. 2.1.3). We also have the spaces
Q=L*R), Q=L*), Q=L (35)
On the reference manifold M, we define [1]
M= HY?>(M,R), Y=HYM,R?), (3.6)

The norm for Y is [ V|31 ) = [ [V + [ [VrV[? (see Sect. 3.2 for V).

We use the following abuse of notation, similar to [6]. We identify functions #n; in V; with 1 0 X! defined
on (2(t) (recall (t) = X(f\Zl, t)), and denote both functions simply as 7;; similar considerations are made for
functions ns in Vy. Likewise, we identify V in Y with V o X! defined on I'(t), and denote both functions
as V; similar considerations are made for functions p in M. Along these lines, we have V| ~ H(div, {2),
Ve ~ H(div, %), Q@ ~ L*(2)), Qs ~ L?(§%), M ~ HY?(I'), Y ~ HY(I'), provided the mapping X is not
degenerate.

For technical reasons, we need two versions of the H'/?(I") norm related to 2, and £2,. Define

<nS : V,U>F

sup <"71 ‘v, U>F
nsHH(div,Qs)

T sup
mevi(0) Hm”H(div,Ql)

nS EVS

(3.7)

H’U”Hll/'z(l_,) = H’U||HS1/2(F) =

Basically, these norms are related to the “side” of I" on which we take the trace. We also define the H'/2 and
H~/2 norm on I" by

1 <Qa U>F
[0l g2y = 5 (HUH 12 py 1[0l gase ) o Mellg-vzry = sup e, (3-8)
e U PO ey el
To conclude this section, we define the dual norm for H—1(I"):
o,v)r
lollg—1(ry := sup (o, v) (3.9)

veH(T) ||UHH1(F)7

where (o, v) is understood to be the duality pairing between H~1(I") and H*(I').
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3.2. Curvature

We review some differential geometry and surface derivatives [19,38,65]. Given a function w : I" — R, defined
on a smooth surface I', we can extend it to a tubular neighborhood [18,65] that contains I" and define the
tangential gradient (or surface gradient) as Vyw = Vw — [(v - V)w]v. Given Y : I' — R3, we have V,Y =
(VrY1,VrY,, VrYs) (a3 x 3 matrix). Moreover, we have the tangential divergence V.Y := trace(VrY) and
the Laplace-Beltrami operator: Apw = V- Vw.

When I is a one-dimensional curve with oriented unit tangent vector 7, we have Vp = 705 and Ap = 852,
where O is the derivative with respect to arc-length. Therefore, taking X (-, t) to be a local parameterization of
I'(t), the vector curvature xv of I'(t) [19,38,65] is given by —ApX = kv, where & is the sum of the principle
curvatures.

In the rest of the paper, we take advantage of a weak formulation of the vector curvature [3,21,24,67]. If I’
is a closed C? manifold, then the following integration by parts relation is true:

/KZV-Y:/VFXZVFY, for all Y in Y, (3.10)
r r

where VX is a symmetric matrix that represents the projection operator onto the tangent space of I, i.e.
VrX =I-v®v. We use (3.10) in order to write the curvature term appearing in (2.3) in the weak form (4.6).

4. TIME SEMI-DISCRETE FORMULATION

We now partition the time interval (0,7") into subintervals of size At. We use a superscript i to denote a time
dependent quantity at time ¢;. Furthermore, let (-,-)sx denote the L? inner product on the generic domain X.
For a general domain X, let (-,-)x denote the duality pairing on X between H~'/2(%) and H'/?(X) or between
H=Y(X) and H*(X) (the context will make it clear).

4.1. Domain velocity
4.1.1. Map I'* to I''*!

We introduce the interface velocity V := 9;X as a new variable. Thus, we approximate the interface position
at time ¢;11 by a backward Euler scheme:

Xt = XP 4+ At VT where VIt 1 RS, (41)

Thus, knowing V**! and X’ we can update the parametrization of the interface and obtain the interface I"*!
at t;+1. Note that X%(-) = id(+) (the identity map) on I™.

Remark 4.1. We shall assume throughout this paper that Vi1 (for all i) is at least in W°°(I"?) in order for
the update (4.1) to make sense.

4.1.2. Map O, i to Qi Qi1

Clearly, the bulk domains (2, % follow the interface I". Given Vitl on I', it can be extended to the entire
domain (2 by a harmonic extension [24,67], i.e. if V’E+1 denotes the extension, then

vVittegi(2): —-AVEl =0, in U VII=VT on T Vil=0, on 0992, (4.2

In the following, we drop the E subscript and use V! to denote the extension. This induces a map ®;; :
2t — i1 for “updating” the domain:

D1 (x) = idgi (x) + AtVITH(x),  for all x € £2°. (4.3)

See [30,31] for similar constructions in an ALE (Arbitrary-Lagrangian—Eulerian) context.
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Note that @, is defined over both 2} and 27, and /"' := &; 1 (2}), Qi+ := &, 1 (2!) conform to I+,
Similarly as for (4.1), we assume VT1 (on 027) is at least in W1°°(£2%). Furthermore, we assume &@; ; is a
bijective map and det([Vx®P;+1(x)]) > 0. We note the following properties satisfied by ®;11 [34,59].

o If Yy = Q?H_l(x), then (Vyéz_jl o @H_l)(x) = [Vx¢i+1(x)]_1.
o If f: 271 = R, then [, f(y)dy = [ [(Pir1(x)) det([VxPis1(x)]) dx.

We use the map @;41 to transform the functions uf“

the solution to the next time step (see (4.7)).

uit! on 2¢ to new functions on 27! in order to advance

Remark 4.2 (Time step restriction). In order for (4.3) to remain bijective, At cannot be too large. In fact, it
depends on [[VVH|| L« (o) because det(V®;41) depends on VViFL,

4.1.8. Time deriwative: Eulerian vs. Lagrangian

Similar to (4.1), we use a backward Euler method to discretize the temperature time derivatives at each time
step:

i+1 i i+1 i
Uy ——w (Dyus) i+ ~ Us ~ — Us
At ° At

; (j =1,s) are defined on different domains (();, (2;71, respectively;

(atul)iJrl ~

But, because the domain is changlng, Z-H

see next section). This means u] must be transferred to the new domain in order to compute the (discrete)
Eulerian time derivative. The transference can be accomplished by an L? projection, for instance, but is not so
convenient for a numerical method.

Therefore, we make use of the material derivative [59]. Using the standard formula @; = dyu; +V - Vu;, and

— - —~1
introducing the flux variables o) := —K1Vuy, o5 := —KVus, we have @; = Oyu; — Ky V-0 for j =1 s. Thus,
we adopt the following discretization of dyuy and Ous:
i+1 i -1
) utt —ut o @ 1 ) )
(Opuy) ™+t = % + = (0}- V") o®; !, for j=1s. (4.4)

J

Note that we have treated the convective term explicitly, and (formally) taking At — 0 recovers the standard
material derivative formula. The advantage here is that computing u; ) 45;1 and (0'; -Vi) ) 45;1 (j =1s), in
the fully discrete method, is straightforward (see (5.3) and the discussion in Sect. 5.1.1).

2. Weak formulation

We give the time semi-discrete weak formulation of (2.2), (2.3) which was originally presented in our previous
work [16]. Let up(-,t) in H&’N(Q) ={u € HY(N) : ulsyn = 0}. Next, suppose the input data fi(-,t), fs(-,¢) in
H(£2), and initial data X(-,0) = Xo, us(+,0) = us,0, w1(-,0) = up0-

The derivation of (4.5), (4.6) follows by using the flux variables and multiplying by a test function and
integrating by parts on the current domain 2%, I'?, i.e. all L? inner products and duality pairings are written
on the current domain. However, the solution variables are posed at the next time step ¢;41 (i.e. a semi-implicit
method). Moreover, we apply (4.1) and (4.4) and set ub™ = up (-, tir1), i = fi tiv1), and fiH1 = fo(- tig1)
(the details can be found in [16]). Thus, we arrive at the following. At time #;, find o{™" in V{(0), oi*! in Vi,
ViFlin Y4, uitt in Qf, uit! in Q, )\ZH in M such that

?(Ufﬂ,m)n;‘ — (T Vem) g = (v AT = (- vasup o, forall g e Vi(0),

—(V-ol™ q) g — Zt(“f“ﬂ]l)m s La)or =~ ([ a)gs,  forall g e Q)
1 ) ) )
?( Z+1»"75) - (u;+1, V- nS)Qi +(ns - v, >‘Z+1>F’7 =0, foral nseV
1 ) )
_(V Z+1a Q<) At( H_lqu)Q + E(us aQ<) _(sz_la qS)Qéa fOI' au ds S Q;v (45)
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(B @YV LY b)) e+ AV VIV R Y )
+8(Y -V N p = —a(Vp XL VR Y) e, forall Y €Y
SV v ) p = (o™ v e+ (ol v ) =0, forall e M (4.6)

where the function spaces are defined over the current (known) domain §2¢, I'". Then we use (4.1) to obtain
the new interface position, which induces a map @;,1 : £2° — 21, Because of (4.4), the temperature from the
previous time index, uj (Z’ ' R, is mapped onto ()Z by

T im0 @ — Ata (0 - V') 0 @7, for j = Ls. (4.7)
J

Tterating this procedure gives a time semi-discrete approximation of (2.2), (2.3).

Remark 4.3 (How to start the method). From (4.7), it is clear we need V° to compute w1, u5°. However, we

start solving (4.5), (4.6) at ¢ = 0, which only gives V1 Hence we must do one of the following. (i) specify VY,

o, a2 (i) set VO =g = 00 = 0 (i.e. choose u°, 3" directly); (iii) or apply (ii) with a small time step to

obtain an approximation of V9 a'l , ol

4.3. Abstract formulation

In order to simplify notation, we shall drop the time index notation and remember that we are solving for
all variables on the current known domain 2 = ¢, I' = I'* with the current known normal vector v = v’. In
particular, we take

o' =0, ol =0, V=V, yt =, ufft=u, NT'=)

Z“ =f, ff'=f uf'=up, W=, =1, X=X, Vn=Vr
4.8.1. Bilinear and Linear forms

The bilinear forms are defined as follows:

1 1
a((nla nva)a (0'1, Os, V)) = ?(nla 0'1)91 + ?(T’Sv US)QS

1 s

+ (B W)Y v, Vo) + AtG(VPY, VeV, (48)

b((nlvnSaY)v (qlvqsvl’(‘)) = - (v <M, ql)Ql - (V : 7757QS)_QS
—(m-v,pyr+ ms-vmr + 8 (Y vi)r, (4.9)

1 1
C((Qlastﬂ)a(ulvusa)‘)) = Z(QIaul)(h At(qs’us)ﬂ (410)

t
The linear forms are given by
xX(m,ms,Y) == ((m-vo,up)oe + a(VrX,VrY)r),

'l/}(QIvQSali) = ((flvql)ﬂl (fs»QS)Q + Alt (U1>Q1)Ql At(us’qs) ) : (411)
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4.8.2. Saddle-point formulation

Define the primal space by
Z=V(0) x Vg x Y, (4.12)

and the multiplier space by
T=Q x Qg x M. (4.13)

Next, we define appropriate norms for Z and T. The norm on Z is given by
om0 Y)I2 = ==l sy + == I ancny + 1525w
m; Ns, 7 f{\l i H(div,2) I/{\s Nsll H(div,02,) L2(I)
HIY vy + AGIVEY (2. (4.14)
The choice of ||Y - VH%,M(F) is to control the constant part of Y, which follows by:
Proposition 4.4. Let I' be a Lipschitz or polyhedral manifold. Define:
Y12 = 1Y - vll52 ) + IVEY 2y
Then, ||[Y||| = Y ||z (ry, with constants that only depend on the domain.
Proof. See [16]. O
The norm on T is given by
It 0o )1 = 180320y + 103 + = @13y + = @l + Sl sy (415)

where we introduced the mean value: ¢; := ‘é;l fQ, qi, and ¢; := ¢q; — ¢; (for i =1,s). We also define the mean

value on I': i := %fr“v and i := p — fi.
With the above notation, the formulation (4.5), (4.6) can be written as a saddle-point problem.

Variational formulation 4.5. Find (01,05, V) in V1(0) x Vi x Y and (u1,us, A) in Q; x Qs x M such that

a((nla nva)’ (0'1’ US’V)) + b(("?h"?s’Y)v (ul’ Us /\)) = X(nla nva)a
+b((0’1, 0'57V)7 (QhQSv/f")) - C((leQ&/’")’ (u17 Us, /\)) = 7#(%%7#)’ (416)

for all (m,ns,Y) in V1(0) x Vg x Y, and (q,qs, 1) in Q@ x Qs x M. The temperatures wy, us are Lagrange
multipliers as well as the interface temperature .

The formulation (4.16) was shown to be well-posed, by verifying coercivity and inf-sup conditions [10,12], in
our previous work [16] with the chosen norms (4.14), (4.15). Furthermore, we showed that the semi-discrete
system (4.5), (4.6) satisfies both an a priori stability bound in time and a conservation law [16].

5. FULLY DISCRETE FORMULATION

5.1. Discretization

5.1.1. Formulation

Let vy, denote the unit normal vector on I}, and 9£2,. We approximate the domains (2, £2! by three dimen-

sional triangulations Qf;h, (Z; , such that I} = (Zf"h N Qih is an embedded polyhedral surface contained in the
faces of the mesh. A standard Galerkin approximation of equations (4.5), (4.6) follows by replacing the function
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spaces with finite dimensional approximations, i.e. find 0'1“,21 in nyh(O), o’fhl in Vi > VZJrl in Y9, u’+1 in Q¢ s
;‘;1 in QS b )\ZH in M, such that for all n € Vf’h(O), s € Vé,h, q € Ql’h, gs € Qs,h, YeYi, e Mh,

?(Ulif»nl)rzf, (“1h Ve "71)9‘ —(m- Vh7>‘z+1>l“}; = —(m- vy, uy oq,,
1
i+1 Looin 1 i+1
—(V-ay, aQI)Q{;h - A_t(ul,h aQI)Q{;h Al — (@, ‘Jl) =—-(A ,QI)Q{JI»
1 i 7 3 7
E( sJZla ns) (usﬁlla v : nS)Q;‘h + <nS : V}Zw >‘h+1>F)i = Oa
L i 1 i+1
(V Ush 7qS) h_ At( Shaqg) At(uSh 7qS) ih _(fs aqS)Qéyhv (5 1)
(BT WV v Y vy + AG(Vr VL VY
+S(Y v, M) = —a(VrX VY
S(VZH Vh, ) ri — <0'1H;; Viimmrg + <0221 'Viiumr,j =0, (5.2)

where the discrete spaces are defined over the current (known) domain (2}, I'i. We then use the space discrete
version of (4.1) to compute the new interface I;t!, followed by the space discrete version of (4.2), (4.3) to
compute the map @1, : 2§ — 2,71,

Remark 5.1 (Finite element space for domain velocity).

The extension (4.2) of V;fl to all of §2 is computed by solving a discrete Laplace equation using a finite
element space LLj, on {2} whose restriction to I} contains Y} . Because of (4.1), (4.3), the shape of the tetrahedral
elements T in 9}1 must be representable by functions in ]Lﬁl, i.e. the parametrization of T" must be expressed
as a linear combination of basis functions in the local finite element space of L} . For example, this is achieved
when L} is piecewise linear and (2} consists of affine tetrahedra.

The space discrete version of the temperature update formula (4.7) is then given by
i i 1 i i -1 .
u],h = |:uj7h — At}'?_HQj,h (0']7h 'I§/2Vh)‘| Oéi,h’ fOI" ] = l,s, (53)

where H@ : LQ((); n) — Q7 is the standard L? projection onto Q 1 and Ty ; c HY(02)) — V;L is a suitable
mterpolant see Section 5.2 for a description of these operators. They are needed to ensure that the fully discrete
scheme inherits the a priori bound and conservation law of the semi-discrete scheme (see [16] for more details).
Tterating this procedure gives the fully discrete approximation of (2.2), (2.3).

Using a Lagrangian approach (5.3) avoids having to compute the intersection of the mesh from one time step
to the next (i.e. the L? projections (5.12) are computed on the previous domains ()f;l, (Z;;l) The alternative
would have been to compute the L? projection (for j = 1, s) of u;h from (Z 1 to (Z n» but this requires computing
the intersection of the meshes representing Qj’_hl and “szh

Just as in Section 4.3, we drop the time index notation when considering (5.1), (5.2) at a single time
step. This leads to a fully discrete version of (4.16).

Variational formulation 5.2. Find (o14,0sh, Vi) in Zp, and (Ui p, Us,h, An) 0 Th, such that
an((msns, Y), (01,n,Fs,n, Vi) + 0n((m, M5, Y), (wi,ns us ny An)) = X (m, s, Y),
+bh((o'l,ha Os h, Vh)7 (qla gs, /,(,)) - Ch((le Qs, ,u)v (ul,hv Us, h s Ah)) = '(/Jh(qh gs, ,Lt), (54)

fO’f’ all (nlanva) m Zh; and (QIquaM) mn Th'

The discrete version of the forms in Section 4.3.1 are defined in the obvious way. The discrete product spaces
are defined similar to (4.12), (4.13): Ly = Vl,h(o) X Vg n x Yp, Tp = th X Qg n X My,
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5.1.2. Norms

The discrete multiplier norm is slightly different from the continuous case. We first introduce a discrete
version of the H'/2(I},) norm. For any p € H'/?(I},), define the discrete version of (3.7):

Il g2 g,y = sup M7 16l 172,y = s
La AEh meVi, ,(0) HanH div,21 1) s;h AR Ns€Vs n

<’l’]< Vh, >Fh .

(5.5)
Nl 7 (div, 2. )

Clearly, for j =15, H'U’HH;Y/:(F;L) < ||/~L||HJ}/2(DL) and (1 - vh, w1, < Hn||H(div,Qj,n) 'U’HH;Y/h?(Fh) (discrete Schwarz

inequality). We shall also use a discrete version of the H~!(I},) norm to control the mean value of u € Mj,. For

all v in H~1(I7}), define
v.Y)r,

w Yl )

which also satisfies Hv||H_1(Fh) <|Ivllg-1(r,y and (v, Y)p, < ||VHH_1 (r I Yl 1 (r,) (discrete Schwarz inequal-

IVIlg-r = Sup (5.6)

2
ity). Then the discrete version of ||(q1, gs, )||%o is ||(q1, gs, p )HTz = HqIHL?(Q“L)"‘”quLz Syh)—i-H,uHH;’/Q(Fh) where

1
HMHH;”(F;L) = 5 (”/“L”Hllf([*h) + HMHH:/;,Q(Fh)) . (57)

and the discrete version of (4.15) is

(@, gs: 10)17,, Hq1HL2(Ql ,L)+Hqs||L2 2n)

o 2

g 2
Hsl,/hz(Fh) +SH'U'Vh”H;1(Fh)’ (58)

:u'_qu

The discrete version of the primal norm (4.14) is also slightly different. It requires a discrete version of the
H*1/2(Fh) norm to control the mean value of Y - vy, for Y € Yy,. For any Y - vy, € Hil/z(Fh), define

Y .
sup < thu'h>Fh,

: (5.9)
prn €My, HMhHH’le(ph)

HY . VhHH;l/Q(Fh) =
Clearly, (Y - vp,pun)r, < Y - VhHH_l/Q(D)||uh\|H1/2(Fh) (discrete Schwarz inequality). Then the discrete ver-
h v h
sion of ||(m1,ms, Y)||7 is obtained by replacing [[Y - v g-1/2(ry with |[Y - Vh”H*l/?(Fh)' A discrete version of
N ,
Proposition 4.4 also holds.

5.2. Space assumptions

Well-posedness of the discrete system follows by showing appropriate coercivity and inf-sup conditions. To
facilitate this, we make the following general assumptions on the choice of finite dimensional subspaces (see
Sect. 5.3 for the specific spaces used).

Let V}, be a conforming finite dimensional subspace, i.e. Vi, C V = H(div, £2), and define

Vii={neVy,:n-v,=0,ond2} C{neV:({n viqan, =0, Vg HL(2)}.

Furthermore, assume that for any 1 in Vj, we have N, € V1,,(0) and 0|, , € Vg .
Next, take @Lh —{meVi:m v, =0 o082, and Quj, = {g € Qi : Jo,, adx = 0}, and assume

that V- Vi, =Qp, V W()/l,h = th, and Vi, contains continuous piecewise linear functions on I7,. Analogous
definitions are made for V5, and Qg . Moreover, assume (Vi p, Qi p) and (Vs p, Qs ) satisfy

—(V-m,q)a., (Ve @),
T = clallize ), sup —————=

sup
|| £ (v, 21.)) neeVen 1Ml E(div, 2. 0))

> cllgsllrz(a. ) (5.10)
mevVy,
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for all g1 € Qi.5, ¢s € Qs,p, with ¢ independent of h and that an analogous condition is satisfied for (\ofl,h, @l,h)
and (YO/S’;,,, QSJ,, ). This implies that we can solve the discrete mixed form of Laplace’s equation. As for Y, and
My, assume they are spaces of continuous functions.

Regarding (5.3), we have a “Fortin interpolant” [10,12] Zg, = Hj({2,) — V), that satisfies for any V € HZ (£2;):

HIV,IV”LQ(Q;,) < CHV”Hl(Qh)v and (Q7 V-V-V 'Iﬁlhv)ﬂj,h =0, v qc Q]Eha fOI‘j = la S. (511)

And the L? projections Iy, , : L*(2;,n) — Qj (for j =1,s) satisfy for any v € L*(2; ):
HHQj,hU”LQ(Qj,h) < HU”LQ(Qj,h,)’ and (q’ U= HQj,hU)Qj,h =0, v qc Q]}h’ forj = l,S. (5'12)

With the above considerations, we were able to prove well-posedness of the fully discrete system (5.1), (5.2),
as well as obtain an a priori stability bound in time and conservation law [16].

5.3. Specific realization

The specific discrete spaces are as follows. Let 7;, be a quasi-uniform, shape regular triangulation of 2, =
Q. U ), consisting of affine tetrahedra T of maximum size h = hy [11]. We choose the finite element
spaces in the bulk to be Vi, = BDM; C H(div, (), Vs, = BDMy C H(div, {2 ), i.e. the lowest order
Brezzi—Douglas—Marini space of piecewise linear vector functions [8,28], and @y 5, Qs 5, to be the set of piecewise
constants.

Next, assume that I, is represented by a conforming set of faces Fj, in the triangulation 7j, i.e. Fy is the
surface triangulation obtained by restricting 7, to I',. Then choose M}, to be the space of continuous piecewise
linear functions over Fj, and each of the three components of the space Y} to be continuous piecewise linear
functions over F},. Recalling Remark 5.1, we choose IL;, to be the space of continuous piecewise linear functions
over (2y,.

These spaces satisfy the assumptions in Section 5.2. Indeed, it is possible to enforce zero boundary values
point-wise with BDM;. Moreover, we take Zy in (5.11) to be the classic BDM; interpolant [8,12]; the L?
projections Ilg, ,, Ilq, , are standard [11]. This allows (5.3) to be computed locally (i.e. element-by-element).

6. ERROR ESTIMATES

In this section, we estimate the error between the time semi-discrete solution and the fully discrete solution
over one time step. For convenience, we assume that the “true” domain 2 = (2, I' = I}, is a polyhedral domain.
Hence, we ignore the domain approximation error. Furthermore, we assume the solution from the previous time
step is exact: Uy = U, Us,p = Us. S0 we do not consider the accumulated error over all time steps.

A complete error analysis for the time-dependent problem seems out of reach. In the following, we outline a
procedure for analyzing the full problem, and point out the difficulties that must be overcome.

(1) One major hurdle is in (4.1), i.e. does the interface update formula make sense in the time semi-discrete
formulation? In order for (4.1) to produce a well-defined interface I"“*1 at the next time step, we (at least)
need Vil in W1°°. Hence, given a weak solution of (4.5), (4.6), a regularity estimate is needed to show
that Vi*! is in W1°° which is not obvious. For instance, see [15] for a highly sophisticated mathematical
analysis of a bending plate interacting with the Navier-Stokes equations.

In short, this is a major hang-up for any numerical method that handles geometric effects in a parametric
way.

(2) Assuming we have an a priori estimate that says ||[ViT! lw1.o (i) is bounded by data, we then proceed to
derive an error estimate between the semi-discrete (4.5), (4.6) and fully discrete formulations (5.1), (5.2)
for a single time-step. This is essentially what we do in the following sections, with the following caveat:
we assume the discrete and continuous domains are identical. In particular, we assume the interface is
polyhedral. Avoiding this assumption requires one to analyze the error in approximating the domain, i.e.
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a variational crime [11,40]. We believe this can be done in our setting, upon adding several technical
arguments [4], if we assume the discrete domain approximates the continuous one in a well-defined way, e.g.
if the discrete domain “interpolates” a given smooth domain.

(3) If the previous two issues are resolved, one then “stitches” together our single time step error estimate
over many time steps to arrive at the full error estimate of the method. However, this introduces another
serious issue. As the domains evolve (both continuous and discrete) they will begin to deviate from each
other because of errors between the continuous and discrete solution (namely Vi*+1 and V2+1). After several
time-steps, the continuous and discrete domains may only partially overlap, which raises the question: how
to define the error? It seems reasonable to map one domain to another, but how is this map to be defined
and how does it affect the error? To the best of our knowledge, this has not been considered at all by other
parametric finite element methods for geometric problems. Because of this difficulty, we ignore the solution
error from the previous time-step in our analysis.

(4) Furthermore, topological changes (of I") should be ignored to have any hope of deriving a full time-dependent
error analysis.

We emphasize that one must also analyze the error between the fully continuous problem and the semi-discrete
formulation, which introduces more difficulties. Therefore, we only give preliminary error estimates in the
following sections, which is useful for showing the potential accuracy of the method.

6.1. Preliminaries

6.1.1. Domain regularity

The “smoothness” of I" affects the error analysis because the normal vector v appears in the weak formulation.
We use the following definition in Theorem 6.9 and Lemmas 6.13 and 6.14.

Definition 6.1 (v regularity). Let I' C R? be a polyhedral manifold with oriented unit normal vector v; note
that v is not defined on polyhedral edges and vertices because v has a jump discontinuity. We say I is v regular
if there exists a unit vector field v, : I' — R3, and corresponding function v : I" — [0,2], with the following
properties.

ev-v,=1—~vonl.
o |lvy]lwie () £ O, < oo, for some positive constant C., depending on I" and +.

Furthermore, let 7o := supycpv. We call g the regularity coeflicient and C,, the Whoe(I") stability constant.

If both vy and C., are small, then the angles (at an edge) of the polyhedral surface are close to 180°, i.e.
the surface is almost flat across a corner or edge of the polyhedral surface. To see this, consider the following
construction of v, using a continuous piecewise linear function m(x) over I" (linear on each face). In other
words, set the value at each node v, with vertex coordinates x, to be

F
v, (x) = m(x)/|m(x)|, such that m(x) := Z Myp, where vp is the unit normal on F, (6.1)
FeStar(x)

i.e. this is the notion of weak normal vector given in [6], where Star(x) is the set of faces (triangles) in I" that
contain x as a vertex. If each star of faces is sufficiently flat, then v - vp > 1 — €/2 for all faces F, for some
small ¢ > 0. This implies that v(x) - v,(x) > 1 — ¢, so then vy < ¢; C,, < 0o because m is piecewise linear and
lm| > ¢o > 0.

Another example is if I" is the piecewise linear interpolant of a C? manifold T Then, assuming I' has
sufficiently small faces, one can map vy from I" to I" (using a closest point projection [22]) and set v, := v5
with vy < % In this case, C,, depends only on the curvature (and measure) of I'. Note that, for polyhedral
surfaces, it is not possible to construct v, such that [[v, ||y < 00 and v = 0. The following result gives
additional properties of v,,.
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Lemma 6.2. Let v, be given by Definition 6.1. Then,
v — vy = /27, almost everywhere on I (6.2)

If I is a polyhedral surface that interpolates a C’zjurface f, and there exists a smooth bijective map @ : I' — f,
then v, := U o @, where U is the unit normal of I'. In this case, on each face F' (triangle) of I', we have

v < C (diam(F)Ko)*, everywhere on T, (6.3)
where C > 0 is an independent constant, Ky = maxxep & o P(x), and i is the curvature of I.
Proof. The first result follows easily by
v-v,P=vv-2-v,tv, v, =21-v v,) =2y

For the second result, we have v = 1 —v - vy =1 —cosp < %@2, where ¢ is the angle between v and v,.

Because each facet is a linear approximation of the smooth surface r , & Taylor expansion argument shows that
p < Codiam(F) maxxep & o P(x) (see [24,63], Lem. 6.1) for an example of this. O

Remark 6.3. By using Definition 6.1, we can avoid making too strong of an assumption on the polyhedral
interface I'. For instance, if I" is a piecewise smooth manifold with a finite number of corners and edges (with

no extreme angles at the edges), then it is possible to construct v, with vy < % in the following way. Take a

triangulation of I", with mesh size h sufficiently small, such that the vertices and edges of the mesh conform to
the corners and edges of I', then use the construction in (6.1).

6.1.2. Projection operators

We introduce standard projection operators for the spaces Vi p,, Vs 5, and Qy p,, Qs 5, that are useful for the error
analysis [8,12]. Let o1 ; (05 1) be the canonical projection of a1 (o) into BDMy, uy s (us,r) the L? projection of
uy (us) into Q1 s (Qs,n), Ar the L? projection of A into My, and V; the L? projection of V into Yj. Note that
o171, 0s,1 and uy, 1, us y satisfy

/[O'j—O'j,]]‘l/ZdS:O, z € P1(F), /[uj—uj,j]dx:o, j=Ls, (6.4)
F T
for each face F' of Fj, and tetrahedron T of 7j,. For o; in H'(§2;), we have the usual estimate

HO’j _O'j7[||L2(QJ.) < Oh”o'jHHl(Qj), j=Ls. (6.5)

The above projections and interpolants satisfy the following results.

Proposition 6.4. For j =1,s, we have that

(q,V . (0']‘ — O'j,l))_(]j =0, Vq € Qj,ha (uj — ujJ’v . nh)Qj =0, vnh c Vj,ha
(o —0j1) v, u)r =0, YV € My,

Proposition 6.5. Let (01,05, V) in Vi(0) X Vs x Y and (u1, us, A) in Qp x Qg x M be the solution of (4.16),
and (o1, Os,h, Vi) in Zp, and (urp, Us,h, An) in Tp, be the solution of (5.4). Then, we have

~V - (ojn—0j1) = At (ujp —uj 1), forj=1s.
Proof. Note the projection properties (6.4). From (4.5), (5.1), and Proposition 6.4, one can show
(qa -V (o-le - o-jJ))-Qj = At—1(Q7uj,h - uj,I)Q_7’7Vq € Qj,ha for j = la 8.

Since —V - (65, — 0j,1) and ujj, — uj 1 are in Q, », we get the assertion. O
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6.1.3. Properties of the Piola transform

Each tetrahedron T in {2 is obtained by applying a linear bijective map Fp : T* — T to the reference simplex
T*, i.e. T = Fp(T*). The Jacobian matrix of the transformation is denoted by VFrp. Scalar valued functions
are mapped between T and T by composition with Frp, i.e. ¢ = ¢* o qul, where ¢ is defined on T and ¢* is
defined on T*.

Vector valued functions are mapped via the Piola transformation:

_ 1 * —1
o= <det(VFT) [VFrlo ) ok~

where o is defined on T and o* is defined on 7. In particular, the local BDM; basis functions on 7" are obtained
from applying the Piola transformation to the BDM; basis functions on 7. The Piola transform satisfies the
following properties [12]:

/qV~a’dx:/ q*V - o*dx*, /q0'~1/dS(x):/ ¢ o* v*dS(x"), (6.6)
T . F *

where F' (F'*) is a face of 0T (0T™).

6.1.4. Non-standard estimate
To the best of our knowledge, regularity estimates are not available for the formulation (4.16). Thus, we make

a reduced regularity assumption in the error analysis. The following results are useful in this regard.

Proposition 6.6. For all sufficiently reqular functions, and r > 0, we have

" |5 ey < CRE 0| o ), |4 e ey < CRE2 7 q) oy, (6.7)

where d is the dimension of T and hr is the diameter of T.
Proof. Follows by standard scaling arguments [11,12]. O
Lemma 6.7. Fizr such that 0 <r < % Suppose o € HT‘H/Q(QJ-) and o ;1 is the BDM; interpolant of o; for
j=Ls. Then,

losillz,) < C (Ioslla,) + 0205 s, 5 =1Ls. (6.8)
Proof. We show this for o) only. Given any tetrahedron 7" in (2, we can write oy in terms of a local basis

{vi}12, on T such that oy (x) = 3212, @;v(x). By the definition of the BDM, interpolant, the basis can be

chosen such that )

A /F SO

where F; is one of the (four) faces of T' and ¢; is one of the (three) standard “hat” basis functions on the face F;.
Next, note the following standard trace inequality [1,58]:

a; =

lot - v¥ ey = ot llar ey < lotllar@r < Cllof gz

Thus, by (6.6) and (6.7), we have

/ (01 v)oi :/ (of -v*)¢; <llov - v ar(ry)
F Fr

i

Ol (rr ()

< Co (HO-I*HLQ(T*) + ‘0-1*|HT+1/2(T*))

< Chil” (ol + Byl e o))

where ||} | (g (7))~ is bounded by an independent constant because ¢; is a fixed polynomial on F}".
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) < Co|T| Zj a?. So, by shape regularity of the triangulation and
the above results, we get

H01,1||L2(nl)702 Z |T|Z(|F 1/ % Z> < Oy Z h3.(h2.) 22(/ i>2

TC TC

2
< Cy Z h;l (Clh;m (HUIHLz(T) + h;+1/2|0-1‘H7‘+1/2(T))>

TC
<Cs Z (H‘71||2L2(T) + h%r+1|01‘§1r+1/2(T)) = C5(HO'1H%2(QI) + h2r+1|0'1\§1r+1/2(91))a
TC
which is the assertion. O

The following lemma is analogous to a result in ([24], Lem. 6.3). However, the result in [24] only holds for
two dimensional domains, where as Lemma 6.8 is true for three dimensional domains.

Lemma 6.8. Assume the hypothesis of Lemma 6.7 and let s satisfy r + % < s < 1. Then,

- s (r+1/2)
e =Tty

for j =1s. (6.9)

Proof. From (6.8), note that
lo; —ojrllLz2;) < Cllojll gz,

Next, we interpolate between H"T1/2 and H! so that we can “tune” our regularity assumption on o;. From
([58], Chap. 34), we have

WHP(2) = (WP (2,), WP (2,))gp0 5= (1 O)my + Oma,

In our case, p = 2, m; = r+1/2, my = 1, which implies H*(£2;) = (H"t1/2(£2;), H*(£2;))9.2, with 6 = %

Then, we can combine (6.8) and (6.5) to get the error estimate (6.9) (see [58], Lem. 22.3). Note: if s = 1, then
0=1,and if s =7r+1/2, then § = 0. O
6.2. Primal error estimate

6.2.1. Main estimate

We start with an initial estimate.

Theorem 6.9. Assume I is v reqular with vy < 2\[ Let (01,05, V) in Vi(0) x Vg x Y and (uy,us, \) in

Qi x Qs x M be the solution of (4.16), and (o1h,0sh, Vi) in Zy and (uip, usp, Ap) @ Tp, be the solution
of (5.4). Then,

B2 W) (Vi = Vi) vl
+ AUV (Vi = VDT + A2 Jun — ugl|72(0)

2oty TIBV2@)V = Vi) vla

lowh = 011 i aiv. o) + o —

< c{llon = o1l 2gy + llo -

At
LAYV = VD) e + (1+ )n(V Vi) v
+ (14 @) 1A= Arllery + A = Aty (6.10)

where the constant C' > 0 only depends on the physical constants and the domain geometry. Ifﬁ is unbounded,
then w =1 and C is independent of 3; otherwise, w = 0.
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Proof. For simplicity, we write c((qi, gs, i), (u1, us, \)) = At~Y(q, u) o, where ulo, = uj and q|o, = g; for j =1,s.
Then, by combining the continuous and discrete equations, we obtain the error equations
a((mms, Y), (o1,n — 011,050 — 051, Vi — V1)) +b((m, M5, Y), (wi,n — w1, Usp — Us 1, An — A1) =
(1((771, s, Y)v (0-1 — 011,05 — OgJ, A\ VI)) + b((nla nsaY)a (ul —Uupr,uUs — Us,r1, A— )‘I))a
b((o1h — 011,050 — 05,1, Vi — Vi), (a1, 65, 1) — At (qoup —up)o =
b((0'1 — 011,05 — Os 1, A\ Vl)a (Qb s :u')) - At_l(q’ U — 'LLI)_Q,
for all (m,ms,Y) in Zj, and all (¢, gs, 1) in Tp,. Next, set the test functions: m = o1, — o171, Ns = Os, — Os 1,
Y=V,-V;, q=A42"Yu—wr), ¢s = At usp — us), and p = A, — A;. Combining the error equations
then yields
al(mms, Y), (o1h —01.1,05h — 01, Vi — V1)) + At g, up —ur)o = At~ g, u —ur)o
+a((m,ns,Y), (01— 011,05 — 051,V —=V71)) +b((m,ns, Y), (w1 —ur1,us — us,1, A — A1))
—b((o1—o1,1,06 — 051,V = V1), (@1, Gs: 1t))

which, after using Young’s inequality and moving terms to the left-hand-side, becomes

|%2(QS) + B2 (W) (Vi = Vo) - VH%P(F)

lr—-1 9 —~—1
§{Kl lown —o11ll12(0) + Ks llosh — o051

+ AV P (Vi = VD) Far) | + A8 2lun = wrl3a(0)

1

—1 =t
<§{Kl loy— ov1ll7z0) + Ks |

o5 — os.1llEa(o,) T 182 @)V = Vi) - var

+ MGV LV = V) | + A7 g u—un)a

—(V-(on—oir),u —uLr)o — (V- (0sh — 0s,1), Us — Us.1) 52,

—((o1h —011) VA=A 4 (Oan —0s1) VA=A + 8 (Vi = Vi) - v, A= A)r
+ AtTH Y (o1 —o11),uhn —wg)o + ANV - (0 — 0s.1), Us h — Us,1) 0.

~

+ (o1 —ovir) v, A —An)r — (s —os1) -V, A —An)r =S (V—=Vi)-v,\n — Af)r.

Using (6.4) and Proposition 6.4, we can eliminate several terms to get

7 _ 2 7 _ 2 1200 (Ve — V) - w2
1 o —ouilizze) + Ks llosh —os1llizon) +18777@) (Ve = Vi) - vl

1
2
+ AGIV L (Vi = VD) Fa(ry | + A2 lun = wrl3eqo)

1r—-1 —~-1 ~_
<5[Kl lon = onlizgoy + Ks llos = osiliaga, + 18720V = Vi) Vil

+ Ata|Vr(V — V[)H%z(p)} —((on—og) v, A= Anr+ {(osn —0s1) -V, \—AI)r
+8(Va=V) v, A= A)r=8((V=Vi)-v, A= A)r. (6.11)

=T =:T5

Next, by (3.7), (3.8), and Proposition 6.5, we have

- ((Ul,h - 0'1,1) VA - )‘I>F + <(0's,h - Us,l) UL — /\I>F

| H(div,2.)

<llown = onilla@iv,o X = Al gy + llosn = o5 A=Al

<2V2(|lovn — ovillz2a) + losn — osillz2a) + At lun — urllz22) 1A = Al gy,
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which is then further bounded by weighted Young’s inequalities and moving terms to the left-hand-side of (6.11).
For T4, if 8 is uniformly bounded with 3, := max, 3(v), we can use the simple estimate

~

I o
S((Vi=Vi)-v,A=Ar)r < || V2W) (Vi = Vi) llTagry + B4 SPIIA = ArllZa ),

because the first term on the right can be absorbed into the left-hand-side of (6.11). If B+ = 00, then we must
use Lemma 6.13. In this case, we get

. 1
S(Vi = V1) v A= A)r € AV (Vi = VD)l[fary + C%HA ~Alagpy + e
where again the first term can be absorbed into the left-hand-side of (6.11), but the second term has the constant

2% the remaining terms can be dealt with similarly by weighted Young’s inequalities.
To bound T3, we use Lemma 6.14 and more weighted Young’s inequalities to obtain

~ At
S((V=Vi)-v, A= Ar)r <C <ﬁ|(V = Vi) vlfapy + AV E(VE - V)|%z(r)>
1.
+ gAtO[”VF(Vh — V[)H%z(p) + ...
The rest then follows by moving terms to the left-hand-side. Note: by Proposition 6.5, we can replace ||o; 5 —
|L2(2,) on the left-hand-side of (6.11) by the full H(div, £2;) norm. O
Corollary 6.10. Assume the hypothesis of Theorem 6.9. Fix r such that 0 <r < %, and assume o) € H°((}),
os € H*(S%) for some r + 3 < s < 1 and define 0 = % Moreover, assume V. € H'YW(I') and
w € H(2), us € H($2,), and X € HY?**9(T"). Then,

.1

L2 + o5 — asnllLaqay + 1B 2 @)V = Vi) - vller
+ A2V (V= Vi)l L2y

<Ch ol + loslmecon + [B+ A2] |V reoer)

lor—oun

+

h 1/2
1+W(’YOE) ] H)‘HH1/2+9(F)}7 (6.12)

where the constant C' > 0 only depends on the physical constants and the domain geometry. IfB is unbounded
(i.e. 5:1/2 =0), then w =1 and C is independent of §3; otherwise, w = 0.

Proof. Use Proposition 6.5, Lemma 6.8, the triangle inequality, and standard interpolation estimates [11]. O
Corollary 6.11. Assume the hypothesis of Corollary 6.10. Then,
lu —un|l20) < Ch/OHUHHQ(Q) + At - (right-hand-side of (6.12)), (6.13)

where the constant C' > 0 only depends on the physical constants and the domain geometry. IfB is unbounded
(i.e. ﬁ:1/2 =0), then w =1 and C is independent of 3; otherwise, w = 0.

Proof. Similar as before, except most terms on the left-hand-side of (6.10) are dropped. g

Remark 6.12. The above error estimates suggest that the method converges (for a single time step), without
requiring the true interface to be smooth, i.e. the true interface may contain corners or edges (see also Rem. 6.3).
This is important if we include anisotropic surface tension.

If E is unbounded, then there is a restriction on the time step (for accuracy purposes only) that appears
in (6.12): At > yoh. By (6.3), if I" interpolates a smooth surface I, then At > Ch3, where C is proportional to

the maximum curvature of I'; a rather mild restriction. If B is uniformly bounded, then there is no additional
time step restriction with regard to accuracy purposes.



ERROR ESTIMATES FOR STEFAN PROBLEM 2111

6.2.2. Supporting estimates
Lemma 6.13. Assume the hypothesis of Theorem 6.9. Then,

(Vi = Vi) -v,A=A)r <CyllA = Arllzz2(r) {HVF(Vh = Vllzzry + (V= Vi) - vlr2r

+lloun — ovillzzo) + osn — o 1llz2(0.) + At Hlup, — uI||L2(Q)]-

Proof. Using the L? projection property of A7, we have
(Ve =Vi)- v, A=A)r=((Vr = Vi) v—pA=A)r < A=Al (Vi = Vi) - v = pll 2y,

for all u € Mj,. Next, choose
() =Y (Vi = Vi)(x:) - vy (i) i (x),

i
where v, is taken from Definition 6.1, {x;} are the vertices of I', and {¢; } are the piecewise linear basis functions
of My,. Hence, on a particular face F' of I', we have by (6.2)

3 3
(Vi = Vi) ov—p=> (vlr —vy(xi) - (Vi = Vi) ()i < /250 ) [Vi = Vil (i),

i=1 i=1
which implies that H(Vh — V[) UV — ,U,HLz(F) < CO\/’Y_OHVh — VIHL2(F)~
Next, we bound ||V} — Vi|z2(ry by something more convenient because a similar term does not appear on
the left-hand-side of (6.10) when B — oo. By the discrete version of Proposition 4.4 [16],
IV = Vil < G (IVA (Vi = VDlRairy + 10V = Vi) - vl ey ) (6.14)
Hy (D)
so we must bound [((Vy, — V1) - v, u)r|. Taking the difference of (4.6) and (5.2) gives for all p € M,
S((Vi = Vi) -v,m)r = S((Vi = V) v, p)r + S((V = Vi) v, p)r
= (o1 —01) v, m)r = ((osn —0s) v, m)r + S((V = Vi) v, 1)1
= ((e1h —ov1) vy = ((@sn — os1) vy myr + SV = Vi) v, p)r,

where we used (6.4). Using discrete Schwarz on (s, — 0s.1) - v, p)p yields

<(0's,h - US,I) : ’/7,“/>F < H(O's,h - Us,I)HH(div,QS) MHH:/’Q(F)

< (Ho's,h — Os,1 |L2(Qs) + At_lnus,h - US,IHL2(QS)) HMHHl/’?(F)v

where we used Proposition 6.5. A similar result holds for ((o — o1.1) - v, ).
For ((V=V7)-v, ) r, we need to use the fact that || 2y < Co H,U/HHl/?(F) for a constant C's > 0 independent
h

of h. This follows by [28,29,43], where they show the existence of stable liftings of the normal trace for discrete

H (div) spaces such as Raviart—Thomas and Brezzi—Douglas—Marini; proofs are given in two dimensions, but

the results also hold in three dimensions. So, combining this with (5.5) and (5.7) gives the bound. Therefore,
(V=Vi)-vmr <[[(V=Vi) - vimlulem < CAV = Vi) vl ey, Vi€ M.

Bringing everything together, we have

(Ve = Vi) vl

sup (Vh=Vi)-v,un)r,

() — 1 €Mp H'u‘hHH,ll/z(Fn)

< Cs(||01,h — o1l 7200) + lsn — 051l 7200,

1/2
+ A un = wrlFao) + 1V = VD) wla)

and combining with (6.14) gives the assertion. O
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Lemma 6.14. Assume the hypothesis of Theorem 6.9. Then,
§((V - V[) ‘v, )\h - >\I)F SCH(V - V[) . V||L2(p)
% (13120 (Vi = Vi) wllzary + 1572 @) (Vi = V) wlary

+ AGH {1V P (Vi = VDlliairy + 190V = Ve b+ SIAr = Alzan |

Proof. We start with (V. — Vi) -v, A = Ar)r < [(V = V1) - V|2 l|An — Arllz2(ry, and seek a bound for
|An — Arll2(r). From the error equations, we get

(B W) (Vh = V1) v, Y V) + Ata(Vr(Vy = V), VrY)r
+(B W)V = V) v, Y -v)r + AV (Vi = V), VYY),
+S(Y v, A =N =85(Y v, A\ — Ay, forall Y € Y. (6.15)

Next, set up := A — A, and use v, from Definition 6.1 to choose Y:

X) = Z 1 (X)) (X3)0i(x), where ¢; are piecewise linear basis functions of My, and Yj.

Then, since v, (x;) - ¥ =1 — 7, over a single face F' of I" we have

3 3
/ pnY - v =/ pn Y pn(Xi)vy (xi) - véi(x) = a2 —/ pn Y (i) (x:) i (x)
F F i=1 F i=1
> ||Mh\|%2(p) = Npallzz ) 1 n (e L2 ()

where Ij, : C% — M, is the nodal interpolant on F. For piecewise linear basis functions, we have
IF| & IF| &
) ey < 121 Z (1 (367 (36))? < 5 2] > (enx))* <31
So combining with the previous inequality gives [, un Y -v > (1—"o \/E)HM}L”L?(F) > 5 Llpen HL2 Py which implies
(Y -v,\i = Mn)r > %H/\] — )\hH%Q(F). Moreover, we have an inverse estimate
1Y l2(ry < CillAr — AnllL2(ry, IVrY |2y < Cih™ A = Anllrzcr)-
Taking all this together, from (6.15), we get

SIAT = Mullzzry < Co[IB7Y2@) (Vi = Vi) - vl rary + 1872@) (Vi = V) - v 2y
+ Atah™ {|IV (Vi = VDll2cry + IVe (Vi = V)2 }
+ SIAr = Mlz2(my)

which proves the inequality. 0

6.3. Multiplier error estimate

We have an error estimate for A — )\, in the discrete H'/2(I") norm by the next theorem and corollary.
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Theorem 6.15. Assume the hypothesis of Theorem 6.9. Then,

IAr = Anll /2y < C[HA = Atllzrzry + lw—unllLzo) + llon = ovnllezie) + llos — osnll2 )

F B2 W) (V = Vi) v 2y + A2V (V= Vi)l 2y |- (6.16)
where the constant C' > 0 only depends on the physical constants and the domain geometry.

Proof. Beginning as we did in the proof of Theorem 6.9, we have for all (n,7s,Y) in Z:

b((nlan87Y)a (07 0, Ar — )\h))
=b((m,ns, Y), (w1, — w,us,p — us, A\t — X)) + (M, ms, Y), (w1 — U py Us — Us s A — Ap))
=b((m,ms, Y), (ur,n — u,us,p — us, A\; — X)) —a((m,ms, Y), (61 — 010,05 — 05,0, V — V})),

which then yields

b((nlanSaY)v (anvAI - )\h)) < CH(nlanSvY”

+ [l — o

Zp, [

L2 + llos — osnllL2a)

HB2W)(V = V) - vlrar) + A2V (V= Vi) llz2(ry |-

|u—unllz2() + 1A = Arll gz

Finally, use ||\ — )\IHH1/2(F) < |IA = Arllgrrzry (see (5.5), (5.7)), divide through by ||(m1,ms, Y)l/z,, take the
h

supremum, and use the discrete inf-sup condition in ([16], Lem. 9). O

Corollary 6.16. Assume the hypothesis of Theorem 6.9 and Corollary 6.10. Then,
1A= Al 272y < Ol oy

+O(1+ At)h9{ o]l irs ) + loell e ) + [h + Atl/ﬂ V]| ey

+

B\ /2
1+w (’yoA—t> ‘| H)\HH1/2+6(F)}, (6.17)

with the same conditions on C' > 0 and w as in Theorem 6.9.

Proof. Combine Theorem 6.15 with Corollary 6.10, Corollary 6.11, the triangle inequality, and standard inter-
polation estimates. O

7. IMPLEMENTATION DETAILS

7.1. Discretization and initialization

The method begins by approximating the bulk domains 2, £25(0), £2(0) by triangulations 2}, Qg,h’ ()Eh
respectively such that I'(0) is approximated by I'Y = QE hﬂQg, ;, Which is an embedded polygonal curve contained
in the edges of the mesh of §2). This procedure is done in FELICITY [62,66] using the mesh generation tool
TIGER [64]. For the examples in this paper, 2} is a triangulation of the square (—L, L)?.

To generate a conforming mesh, TIGER requires the following: a parametrization of I" in the form of a closed
polygon, the parameter L, and the number of points N along one edge of £2;,. With this, TIGER creates a mesh
of (2, with an embedded curve I, that interpolates I'. Moreover, the generated mesh is robust, i.e. there are
rigorous (and reasonable!) bounds on the angles of the triangles [64]. Note: TIGER can also generate robust
tetrahedral meshes of three dimensional domains.
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Next, initial and boundary data is interpolated into the appropriate finite element spaces using FELICITY.
We also define the initial “mapped” temperatures to be g p,° 1= ug’h and Uy’ = u?, - For the examples in
Section 8.2, we set ug , to a constant and uﬂh is determined by solving the Laplace equation over ()B 5, with
boundary data uD’ 00 and ugyh’ ro- The time interval [0,7] is discretized into M time steps uniformly spaced
by At.

7.2. Algorithm

The algorithm is as follows. Setting i := 0, we iterate the following procedure for a constant M number of
time-steps.

(1) Solve (5.1) and (5.2) for (a’l’ﬁl,agtl,uﬁl, ;+hl, XLV € Vi (0) x Vi, x Q) x Q) x MG, x Y,

(2) Extend interface velocity on I'; to the entire domain {25. This is done using the harmonic extension described
in Section 4.1.2 and the finite element space given in Remark 5.1.

Note that the error estimate (6.12) implies that V"' converges to Vi*! on the interface. Moreover, this
implies that the discrete harmonic extension converges to the continuous harmonic extension, i.e. fol
converges to VT in the bulk.

(3) Update domain using the extended velocity field (see (4.3)). In addition, we map the previous temperatures
ué’h to uj " (for j = 1,8) using (5.3). Recall Remark 4.2, and note that a discrete version of Remark 4.2
is that At is controlled by VVZH, where fol is the extended velocity. Since fol converges to Vit! as
h — 0, we have that At actually depends on VV**!, Hence, At does not depend on the mesh size, which
is confirmed by our numerical experiments.

(4) Re-mesh if needed (Sect. 7.3).

(5) Set i :=14+ 1. Repeat.

7.3. Re-meshing

After the mesh is deformed in step (3) of the algorithm, the mesh is checked for quality. The minimum angle
ap of all triangles in 7}3 is measured and if gy < aror, then a re-mesh is performed. Otherwise, we go to step
(5) and repeat the iteration loop. For all simulations, we chose aror, = 5°. Note: the measured angles have a
“sign”, i.e. if a triangle gets inverted then all of its angles become negative. Thus, our criteria checks for mesh
inversion also, though this never happened.

The re-mesh procedure is performed in the following way. Given the interface mesh I, which is a closed
curve, it is straightforward to determine what points are inside the curve and what points are outside. This
is all that is needed by TIGER [64]; in essence, one can think of I} as the zero-level set of a hypothetical
level set function. The new mesh (of (2;,) that is generated has a conforming interface f’h that interpolates Iy
in a piecewise linear fabhlon TIGER also delivers which trlangleb in {25, are inside and outblde of Ii i, which

immediately defines () h * and ()1 h We then interpolate us ", s ' from (Z o X I to ()S h , (21 h Lastly, we

move to step (5) and define the new domains as QQJZI = ﬁ:h , Qfﬁhl : (21 h , FZH 1"Z

For the examples in this paper the mesh topology was regenerated up to three times in some examples.
The computational time for each re-mesh procedure depends on the mesh size, i.e. re-mesh time increases for
finer meshes. However, the actual re-mesh time is approximately %10 of the time needed to solve the linear
system (5.1), (5.2) for one time-step (see Sect. 8.2.1). So it is quite negligible.

Remark 7.1. Tt is sometimes useful to pre-warp (or pre-compress) the initial mesh to avoid extra re-meshing
steps (see Sect. 8.2.2 for an example).
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8. NUMERICAL RESULTS

All simulations were implemented in the package FELICITY [62]. The linear systems are solved by MATLAB’s
“backslash” command. Alternatively, one can use an iterative procedure such as Uzawa’s algorithm; (see [24],
Sect. 7) for an example in a related problem. Each numerical example was computed on a Dell Optiplex 9020
workstation with Intel(R) Core(TM) i7-4790 CPU @ 3.60GHz and 16 GB of memory.

8.1. Convergence test

8.1.1. Exact Solution

We apply our method to an isotropic surface tension example (@ = @y and B = Bo) with a known exact
solution. Define

¢(d— 1 1/4 s ,—1/42°
T(t) = (T8+t)1/27 U)(t) = - (T(t)2)’ ,U(s):_eT 1 ezdfl dZ,
and define
! _ ¢ (d — l)
f(x,t) =w'(t) = T(t;’
and
w(t) for |x| < r(t),

w(t) + v (Ti) for |x| > r(t).

When f(\l = 1,I/{\s,§ =1, and ap = ﬁo = (, u is the exact solution to (2.2), (2.3) (with inhomogeneous
boundary data). In this case, the interface I'(¢) is a circle centered at the origin with radius r(¢).

8.1.2. Results

We test the convergence of our algorithm when d = 2, 2 = (—1,1)2, ro = 0.25, ¢ = 0.01, and T' = 0.5. We
measure convergence using the following errors:

leullzs00 = max [, — Tpu(t)]| o).

leulloo oo = max, [inea;’c (uj, — Hhu(ti))|7|] 7
2
Jexllooe = ma lmvx 2l e ] ’

where IT,u(t) is the piecewise constant interpolant of u(-,t), and V} is the set of vertices of the surface trian-
gulation of I}, and z* is the point on F,i nearest to p which is collinear with p and the origin.

Next, define N; = 27 where j is the mesh refinement level, and (25, is subdivided into 4N 32 triangles. We then
set At; = T/M; where M; = [2T'N?| = N7 = 47. Note: Az; ~ 2'~7 and At; = 0.5(477). Convergence errors
are listed in Table 3.

Plots of the expanding circle solution are shown in Figures 2, 3, 4. For this experiment, the mesh was
regenerated once for mesh levels j = 3,5,6, and 7. The mesh was never regenerated for mesh levels j = 2 and
j = 4. Figure 4 depicts a snapshot of this mesh immediately before and after the re-mesh; this shows that the
interface is well-captured by the re-meshing procedure.
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TABLE 3. Errors for convergence experiment. The estimated orders of convergence are:
llewllLsoo = O(AT?), |lewllco.co & O(AZ%3), |lex|lso,c0 = O(Az?). The simulation time for
this experiment ranged from ~ 2 seconds for level 2 up to ~ 7 hours for level 7.

J llewllrs,00 llew]loo,o00 llex lloo,o0
2 1.8425x107'  1.8724 x 107! 2.5861x107!
3 6.4940x1072  9.9472 x 1072 9.8479x 10?2
4 1.9307x1072 3.6761 x 1072 2.4667x10?
5 5.0535x107%  1.0785 x 1072  6.5075x1073
6 1.2764x1073 2.8786 x 1072  1.6575x1073
7 3.2038x107* 89851 x 107*  4.1744x107*
] t=0.0000 ] t=0.1875
0 0
-1 -1
-1 0 1 -1 0 1
] t=0.3438 ; t=0.5000
0 0
-1 -1
-1 0 1 -1 0 1

FIGURE 2. Snapshot of mesh for Section 8.1.2 at various time levels when j =3 and T'= 0.5.

8.2. Numerical examples

In this section we report some results on the application of our algorithm for problems with unknown solutions.
For all simulations, the Dirichlet boundary is the entire outer boundary, i.e. Opf2 = 02 with up = —0.5. The
initial temperature is ug o := 0 in {2 and ;¢ is a smooth function between 0 and -0.5 in 2. We set the material

parameters f(\l = l,f/(\s =1, S = 2, ap = 0.005, and Bo = 0.01. We also set f = 0.
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FI1GURE 3. Snapshot of mesh for Section 8.1.2 at various time levels when j =4 and T = 0.5.
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FIGURE 4. Snapshot of mesh for Section 8.1.2 with j = 3 immediately before and after a re-mesh.
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N=41 dt = 0.01 T=0.4 N=81 dt = 0.005 T=0.4 N=161 dt = 0.0025 T=0.4

F1GURE 5. Deformation of I' for Section 8.2.1 for different mesh sizes. Several time-lapses are
shown to illustrate the evolution with an initial star shaped interface.

We show the deformation of I' as well as some snapshots of the mesh (restricted to {2) throughout the
simulation. We also show mesh snapshots before and after a re-mesh occurs.
8.2.1. Isotropic surface energy

In this section, we assume the surface tension coefficient @ is constant (isotropic). We set 2 = (—1,1)? and
T = 0.4. The interface I is “star shaped” and parameterized by

x(t) = 0.2 4 0.1sin(107t) cos(2mt), y(t) = 0.2 + 0.1sin(107t) cos(27t), 0<t<1

We run this example with mesh parameter N = 41,81,161 and At = 0.01. The wall time to compute these
simulations ranged from ~ 30 sec with N = 41 to ~ 20 min with N = 161. Note that the initial mesh is not
pre-warped. For this example, the mesh was regenerated twice for all mesh levels. To verify the efficiency of the
re-mesh procedure mentioned in Section 7.3, we present the linear system solve time (for one time-step) and
the corresponding re-mesh time:
N =41: solve time ~ 0.08 seconds; re-mesh time = 0.02 seconds.
N =81: solve time ~ 0.80 seconds; re-mesh time = 0.06 seconds.
N =161: solve time ~ 3.50 seconds; re-mesh time ~ 0.25 seconds.
Figure 5 shows the overall evolution of the interface.
Figures 6, 7, and 8 show a close-up of the mesh of (X for different mesh sizes.
Figures 9, 10, 11 show the effect of re-meshing on the interface I'. Again, it is well-captured by the re-meshing
procedure.
8.2.2. Anisotropic surface energy

In this section, we consider anisotropic surface energy, i.e. we take & = a(v) = ap f(v) where

J
W)=Y WG

j=1
with G = RijRj. The matrices are defined as follows.

e R, =R(0,) = <_C(S);(1?g) Zg;%%) is a rotation matrix which defines the “direction” of the anisotropy
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t=0.0000 t=0.1600

0.8 0.8
0 0
0 0.8 0 0.8
t=0.2800 t=0.4000
0.8 0.8
0 0
0 0.8 0 0.8

FIGURE 6. Deformation of the mesh for Section 8.2.1 restricted to {2, with N = 41.
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FIGURE 7. Deformation of the mesh for Section 8.2.1 restricted to {2, with N = 81.
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FIGURE 8. Deformation of the mesh for Section 8.2.1 restricted to {25 with N
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FicURE 11. Snapshot of mesh for Section 8.2.1 immediately before and after a re-mesh when
N = 161.

e Gj 0¢2) 8@ diagonal matrix which defines the “strength” of the anisotropy
Jj

Implementing anisotropic surface tension is straightforward, as was shown in [16].
T ~ ~
J =0.3,1<j<3. Wealsoset 8= of(v), 2=(-2,2)

and T = 1. The initial interface I'° is a circle of radius 0.05 centered at the origin. We run this example with
mesh parameter N = 41,81,161 and At = 0.025. The wall time to compute these simulations ranged from =
30 sec with N =41 to ~ 20 min with NV = 161. Note that the initial mesh is pre-warped. For this example, the
mesh was regenerated twice for N = 41 and N = 81 and three times for N = 161. Figure 12 shows the overall
evolution of the interface.

For this example, we use the data J = 3,0;

Figures 13, 14, and 15 show a close-up of the mesh of (25 for different mesh sizes.

Figures 16, 17, 18 show the effect of re-meshing on the interface I'. Again, it is well-captured by the re-meshing
procedure.
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N=41 dt = 0.025 T=1 N=81 dt = 0.0125 T=1 N=161 dt = 0.00625 T=1

FicURE 12. Deformation of I" for Section 8.2.2 for different mesh sizes. Several time-lapses
are shown to illustrate the evolution with an initial circular shaped interface. The anisotropic
surface tension breaks the initial radial symmetry.
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FI1GURE 13. Deformation of the mesh for Section 8.2.2 restricted to {2, when N = 41.
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FIGURE 14. Deformation of the mesh for Section 8.2.2 restricted to {2 when N = 81.
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FIGURE 15. Deformation of the mesh for Section 8.2.2 restricted to {23 when N = 161.
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t=0.3500

t=0.3500
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0.8

0.8 0 0.8

FIGURE 16. Snapshot of mesh for Section 8.2.2 immediately before and after a re-mesh when
N =141.
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0.8 0.8

0.8 0 0.8

FIGURE 17. Snapshot of mesh for Section 8.2.2 immediately before and after a re-mesh when
N = 81.
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