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Abstract

Electric discharges due to the flow of charged organic liquids are a common ignition

source for explosions in the chemical and process industry. Prevention of incidents

requires knowledge of electric fields above the surface of charged liquids. Quantita-

tive methods often estimate electric fields based on simplifying assumptions like

homogeneous volumetric charge distribution and neglect of surface charge. More

detailed electrohydrodynamic (EHD) models are only available for laminar flow

regimes. This work presents a model for forced turbulent EHD flows of dielectric

liquids based on Reynolds-averaged Navier–Stokes equations that predicts the elec-

tric field in the gas phase in good agreement with our experiments. We observe

diminishing surface charge accumulation at the liquid surface with increasing flow

velocities and thereby unify seemingly contradictory previous findings regarding the

relevance of surface charge. The model can efficiently be applied to various industrial

flow configurations and provide a central tool in preventing electrostatic hazards.
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1 | INTRODUCTION

In many practical applications in the chemical and process industry

organic liquids with low conductivity develop an electric charge. Electro-

static charging can occur in pipe flow or stirring in reactors or storage

tanks, among other processes.1,2 Accumulated charge leads to strong

electric fields in the gas phase above the liquid surface and eventually to

electric discharge. When an explosive atmosphere is present, electric dis-

charges can act as ignition sources for explosions. Electrostatic incidents

occur repeatedly in the industry.3–6

Despite growing theoretical knowledge of the underlying electro-

static phenomena, preventive and protective measures often rely on

experience and empirical knowledge of experts.7 Quantitative methods

involving numerical simulations usually hinge on simplifying assump-

tions like homogeneous volume charge densities and neglect of surface

charge.8–10 Detailed computations of volume charge distributions are

only established in the investigation of small scale electrohydrodynamic

(EHD) flow phenomena.11–14 These models only apply to the laminar

flow regime or direct numerical simulations of turbulent flows. Strongly

coupled equations of fluid flow and electrostatics make them computa-

tionally expensive and thus unsuitable for assessment of industrial scale

applications.

Furthermore, previous literature findings are ambiguous regarding

the relevance of surface charge in EHD modeling. Several authors have

published theoretical models of EHD flows or charge relaxation prob-

lems with free surfaces not accounting for surface charge.8,11,15 This

approach has led to good agreement with experimental data for the

turbulent filling of large tanks with liquid volumes V¼O 1m3
� �

9,10,16

while surface charge accumulation was found to be significant in

smaller scale experiments V¼O 1�10�8m3
� �

12 with negligible fluid
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velocities or after pumping stopped in experiments with intermediate

size vessels V¼O 0:1m3
� �

.17 In addition to surface charge accumula-

tion, surface conduction at gas–liquid interfaces has been discussed

as a relevant transport mechanism.17,18

In this paper, we present a model with reduced mathematical cou-

pling for calculating inhomogeneous volume charge distributions in

turbulent flows under consideration of surface charge to predict elec-

tric fields above the liquid surface by combining modeling approaches

for charge transport with Reynolds-averaged Navier–Stokes (RANS)

equations. They are the industrial standard for modeling turbulent

flow problems and, in contrast to direct numerical simulations, allow

for efficient simulations of turbulent flows on large and complex

geometries.19 To validate the model, we present experiments of a

charged jet entering a partially filled vessel below the surface (see

Figure 1) and showcase essential implications regarding the influence

of surface charge accumulation. This method is a step toward quanti-

tative prediction of electrostatic hazards in the chemical and process

industry for improved explosion prevention.

2 | MATHEMATICAL MODELING AND
COMPUTATIONS

In this section, we motivate and justify means of reducing the mathe-

matical coupling of the governing equations for EHD flows including

surface charge. We then give boundary conditions as well as details

on the numerical procedure.

2.1 | Governing equations with reduced coupling

The general set of governing equations for EHD flows of incompress-

ible fluids are the Poisson-Nernst-Planck (PNP) and Navier–Stokes

(NS) equations.20 For low conductivity organic liquids, the local con-

ductivity can be considered constant and the NP equations simplify to

a single equation for space charge conservation, yielding

∂u
∂t

þ u �rð Þu¼�1
ρ
rpþνr2uþ1

ρ
fel ,r�u¼0, ð1aÞ

r �E¼ ρv
ϵ
, E¼�rΦ, ð1bÞ

∂ρv
∂t

þr� J¼0, ð1cÞ

where u is the velocity, ρ is the fluid density, p is the pressure, ν is the

kinematic viscosity, E is the electric field, ρv is the volumetric free

charge density, ϵ is the electric permittivity, and Φ is the electric

potential.21 The current density vector J is then given by

J¼ ρvu�Dr2ρv þκE, ð2Þ

where κ is the electric conductivity and D the effective charge diffu-

sivity. Equations (1a)–(1c) are generally strongly coupled through the

electric volume force or Lorentz force

fel ¼ ρvE�
1
2
E2rϵ: ð3Þ

While this set of equations is very general and applicable to laminar

flow problems as well as direct numerical simulation of turbulent

flows, the strong mathematical coupling and non-linearity make it

unsuitable for modeling industrial scale turbulent flow situations. To

overcome this, we introduce and justify a number of simplifications.

Turbulent flow is generally characterized by a high Reynolds

number

Re ¼
eUeLfl
ν

, ð4Þ

with the characteristic velocity eU and length scales eLfl, that expresses
the ratio of inertial forces to viscous forces. Similarly, we propose a

measure for the ratio of inertial forces and Lorentz forces to further

characterize forced EHD flows. To this end, we introduce characteris-

tic scales for different variables which are marked with e� . For homo-

geneous fluids, ϵ is constant and thus Lorentz force simplifies to

fel ¼ ρvE. With Gauss' law the electric field can be estimated,

(A) (B)F IGURE 1 Schematics of the experimental
setup (A) including the mounting rig for the
electric field meter and position of the field meter
in the rig (B).
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r�E¼ ρv
ϵ
,
eEeLel �

eρv
ϵ
, ð5Þ

where eLel is a characteristic length scale of the electrostatic problem.

The magnitude of the Lorentz forces j fel j¼ fel becomes

fel �eρ2veLel
ϵ

, ð6Þ

and together with the magnitude of the inertial forces j finertial j¼ f inertial

f inertial ¼j ρ u �rð Þu j�eρeU2

eLfl , ð7Þ

the ratio becomes

f inertial
fel

� ρϵeU2

eρ2veLeleLfl �Πel: ð8Þ

With similar length scales, eLel ¼eLinertial ¼eL, this ratio simplifies to

Πel ¼ ρϵeU2

eρ2veL2 : ð9Þ

If Πel ≈1 or even �1, the flow is governed by electric forces. On the

other hand, when Πel �1 their effect is small. When a turbulent flow

with Re �1 and Πel > Re is considered, Lorentz forces are negligible

and the flow field is governed by inertial forces, effectively decoupling

the flow field from the charge transport. These conditions apply to

many technical flow configurations in the chemical and process indus-

try like the one discussed in this paper. Consequently, the flow field

can be computed independently in a first step, using RANS equations

for industrial scale turbulence.

In turbulent flow, the effective diffusivity D¼DνþDT includes

the molecular diffusivity Dν and the turbulent mixing coefficient DT .

For dielectric fluids molecular diffusion is only relevant on the micro-

scale and can be neglected on larger length scales.12 Therefore effec-

tive diffusivity can be replaced with the turbulent mixing coefficient.

Closing the electromigration term in Equation (2) with (1b) then leads

to the simplified charge transport equation

∂ρv
∂t

þr� ρvuð Þ¼DTr2ρv �
κ

ϵ
ρv , ð10Þ

where the last term on the right-hand side describes Ohmic charge

relaxation with the charge relaxation time τrel ¼ ϵ=κ. Note that Equa-

tion (10) is mathematically coupled to the NS but not to the electro-

static Poisson equation. While turbulent mixing has previously been

considered in models of flow electrification in turbulent pipe flows,

the mixing coefficient has been modeled either as a constant in the

bulk flow22,23 or as a function of wall distance.1 For more general or

complex geometries we propose to model the turbulent mixing coeffi-

cient DT , in analogy to turbulent heat and mass transfer, to be propor-

tional to turbulent eddy viscosity νT :

DT ¼ νT
ScT

, ð11Þ

where ScT is the turbulent Schmidt number. Extensive research has

been conducted on the turbulent Schmidt (or Prandtl) number in mass

(or heat) transfer.24–26 It is usually between 0.5 and 0.9, and varies

with flow geometry but not between heat and mass transfer. In this

work for an injection jet into a vessel ScT was specified as 0.7.24

During charge relaxation in the bulk liquid, charge is conducted

along the electric field. At grounded conducting walls, like present in

most industrial cases, the charge is neutralized by an opposite charge

in the conducting wall. At non-conductive interfaces, like the liquid

surface or enameled walls, surface ions form an effective surface

charge.21 We use the general form of an interfacial balance law

reported by Kallendorf et al.27 to derive a balance equation for surface

charge density σs that is applicable to fluid/fluid and fluid/solid inter-

faces and reads

∂σs
∂t

þrs � σsuð Þ¼�rs � λsEð Þþ rs �nð Þ λsE �nð Þþn �〚κE〛: ð12Þ

The symbol rs ¼r�n � n �rð Þ is the surface divergence operator

and the second term on the left hand side describes advection along

the surface. The first and second terms on the right hand side

account for surface conduction with surface conductivity λs, as pro-

posed and measured by Matsubara and Jones,17,18 and total surface

curvature rs �n. The last term on the right hand side is a charge con-

servative source term due to bulk conduction toward the surface. The

symbol〚Θ〛denotes a jump of Θ across the surface. In the present

work, Equation (12) is solved on the liquid surface. The electric field is

not continuous across a charged interface. Surface charge is therefore

coupled to the Poisson equation by the interfacial condi-

tion n �〚ϵE〛¼ σs.

Equations (1b), (10), and (12) constitute a model for forced turbu-

lent EHD flows of low-conducting liquids with reduced mathematical

coupling. It can be applied to any RANS turbulence model without the

need for a Lorentz force term if Πel > Re. In this work, the turbulent

jet into a vessel is modeled using the standard two-equation

k�ϵ�model. A more elaborate formulation of the model applicable to

significantly deformed free surface flows and two-phase flows is given

in Appendix A.

2.2 | Boundary conditions

The simulations performed in this work focus on a partially filled,

flowed through vessel. The computational domains cover the gas

phase inside the vessel, including a field meter or needle where
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applicable, as well as the liquid phase inside the vessel (compare

Figure 1). Inlet and outlet of the vessel are discretized as pipe sockets

with a length to diameter ratio of 5 and the RANS equations are only

solved in the liquid phase. All walls are treated as non-slip.

For the free surface, viscous stresses from the air are neglected

because the dynamic viscosity and density of air are small compared

to the liquid. The dimensionless Eötvös number Eo¼ ρgeL2=γ, with the

vessel diameter as a characteristic length scale eL, can be used to esti-

mate the relative importance of surface tension γ at the free surface.

Because of Eo>5�105 surface tension effects are neglected. Effects

of the dynamic pressure on the free surface are assessed with the

dimensionless Froude number Fr¼U=
ffiffiffiffiffi
geLq

where U is the local veloc-

ity and the length scale eL is the liquid level. Even when evaluated with

the average inflow velocity, which is higher than local velocities near

the free surface, Fr < 1 indicates only minimal deformations of the free

surface, which also corresponds with experimental observations. A full

computation of the deformed free surface with the model given in

Appendix A shows the maximum surface deformation to be

<2:5 mm. Given the above, free surface deformation is deemed insig-

nificant and the free surface is modeled as a fixed boundary with zero

tangential stress.

At the inlet, a fully developed pipe flow profile is predefined using

a dedicated feature within Comsol Multiphysics (for details the reader

is referred to28). The volumetric charge density conservation

Equation (10) requires a Dirichlet BC, ρv ¼ ρv,in, at the inlet. At all

remaining boundaries homogeneous Neumann BCs are assigned to

suppress diffusive flux into the walls. The balance of surface charge,

Equation (12), is solved on the liquid surface with Dirichlet BCs,

σs ¼0, on the edges where the surface meets grounded walls. All

grounded metal parts are assigned the Dirichlet BC Φ¼0 for the Pois-

son Equation (1b).

2.3 | Numerical procedure

All numerical calculations are performed using the commercial finite

element code Comsol Multiphysics version 5.5.29 The presented

model consists of Equations (1b), (10), (12), and RANS equations with

the standard two-equation k�ϵ�model with parameters reported by

Wilcox30 and wall functions according to Cebeci.31 Compared with

the laminar model (Equations 1), coupling is significantly reduced

through the neglect of Lorentz force due to Πel > Re �1. This makes

the fluid flow approximately independent of electrostatics and allows

for sequential solving of the model. The RANS equations are solved in

the liquid domain in a first step. Subsequently, the transport of volume

charge, Equation (10), is solved in the liquid domain, as it does not

depend on the electric field explicitly. In a last step, the coupled Equa-

tions (12) and (1b) for surface charge and electric potential are solved

simultaneously on the entire geometry including liquid and gas domains.

This numerical procedure allows the fluid flow and volumetric charge

equations to be solved on a numerical mesh optimized for fluid flow. The

results are then mapped onto a mesh optimized for the electrostatic

problem on which the surface charge and Poisson equations are solved.

Both meshes used throughout this work are consecutively refined using

Comsol's adaptive mesh refinement feature32 and mesh independence

of the results is ensured. Velocity and pressure are discretized with linear

and electric potential with cubic shape functions while all other variables

use quadratic shape functions.

3 | EXPERIMENTAL PROCEDURE

For validation of the presented reduced model, experiments were

conducted that focused on measuring the electric field above the

liquid surface in different positions in a representative problem. This

enabled the investigation of local charge transport and surface charge

accumulation. In the following, we explain the experimental setup and

the numerical method for determining the influence of the measure-

ment equipment on the measured values.

3.1 | Experimental setup

In the experiments conducted for this work a charged liquid jet was

injected into a vessel and the electric field above the liquid surface

was measured. Liquid was circulated to provide quasi-stationary con-

ditions. The experimental setup used is shown in Figure 1. It consisted

of a cylindrical stainless steel vessel with an inner diameter of

480 mm and a height of 577 mm, a Calio 25–100 centrifugal pump by

KSB and a 3 m stainless steel DN50 corrugated tube. The inflow and

outflow of the vessel were 30 mm in diameter and located on oppo-

site sides at heights 200 and 40 mm above the lower edge. All fluidic

components were connected with silicone tubes and threads were

sealed with PTFE tape. For measuring electric fields in the gas phase,

a Fetronic FM-206 field meter with a cylindrical sensor was used. It

was attached to the vessel with a rig that allowed for reproducible

positioning of the field meter sensor above the liquid surface, as

shown in Figure 1. A temperature probe was positioned inside the

vessel. For safety reasons all experiments were conducted using phar-

maceutical grade, low viscosity paraffin oil, Parafluid P130, with a vis-

cosity of 10cSt at 40	C. It is non-flammable with a flashpoint above

150	C, non-volatile and chemically inert. Its dielectric constant was

measured to 2.1 at 27	C which is similar to common nonpolar organic

solvents like toluene, benzene, and cyclohexane.33 Bulk conductivity

varied due to contamination inside the experimental setup and humid-

ity and was thus measured after each experiment. The measured

values ranged from 1�10�13S=m to 3�10�13S=m which corresponds

with relaxation times τrel ¼ ϵ=κ of 62 to 186 s. All metallic parts of the

setup were individually grounded.

Oil was circulated by the pump at a constant speed to create a

quasi-stationary state. During startup, the pump ran for at least 3 h

until a stationary temperature of ≈35	C was reached. At this point,

flow electrification in the hydraulic system had led to sufficient and

approximately stationary volumetric charge densities in the liquid.

For field measurements in the gas phase the field meter was posi-

tioned above the liquid surface. A total of 172 positions with varying
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angles α from 0	 to 157.5	C, radii r from �200 to 200mm and heights

h above the liquid surface from 36mm to 206mm were used to mea-

sure the field throughout the gas phase. The exact positions α, rð Þ of
the field meter, as depicted in Figure 1B, were optically measured

with a camera positioned directly above the vessel and evaluated with

digital image processing. The height h for each experiment was deter-

mined based on the liquid level and the geometry of the field meter

rig. Positions closer to the surface than 36mm were not used in order

to minimize the risk of wetting the sensor due to waves that occurred

when starting and stopping the pump. Electric field measurements at

each position of the field meter were conducted three times and aver-

aged for increased accuracy. This procedure allowed to map the elec-

tric field distribution in the gas phase above the turbulent EHD flow

including errorbars.

3.2 | Influence of sensor and evaluation of
volumetric charge density

The field meter is a grounded metal object and by positioning it within

the gas phase above the liquid surface, it influences the electric field.

Therefore, the field distribution with the field meter in place differs

from the field without additional grounded objects. However, for the

experiments it was inevitable to use the field meter in different posi-

tions throughout the gas phase. For this reason, the field meter geom-

etry was included in the simulations underlying Figures 2–4 with an

(A) (B) F IGURE 2 Model validation showing
simulated and experimental electric field
measurements for the first experiment with
Re ¼2351 and Πel ¼1:081�107 (A) and the
second with Re ¼2116 and Πel ¼1:331�107 (B)
for all field meter positions in a scatter plot.

(A) (B) F IGURE 3 Model validation showing simulated
(lines) and experimental (symbols) electric field
measurements for the first experiment with
Re ¼2351 and Πel ¼1:081�107 (A) and the
second with Re ¼2116 and Πel ¼1:331�107 (B)
along the α¼0 axis for heights h of 36mm (black),
46mm (dark gray), and 76mm (light gray).

F IGURE 4 Exemplary comparison of modeling results neglecting
advective transport of surface charge with experimental electric field
measurements for the first experiment with Re ¼2351 and
Πel ¼1:081�107 for all field meter positions in a scatter plot. Neglect of
surface charge advection leads to systematic overestimation for field meter
positions close to the surface, indicating that advective effects are essential.
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accuracy of ±0.2 mm. A field meter is based on the principle that sur-

face charge of a conductor is proportional to the normal electric field

σs ¼ ϵn �E. For obtaining field measurements Em in the simulations, the

integral

Em ¼K
ð
Ω
ϵn �EdA, ð13Þ

was solved, where Ω is the area of the sensing electrode. The constant

K represents the internal electronics of the field meter that translate

surface charge to ameasured electric field. It was calibrated inside a capac-

itor in separate, preliminary experiments to accurately describe the behav-

ior of the physical field meter. During the main experiments and

simulations, K was treated as a constant inherent in the used field

meter. By these means, systematic errors related to the measuring

procedure and equipment were accounted for during the validation.

Consequently, each data point in Figures 2–4 was obtained from a

separate simulation with varying field meter positions. Hereafter, the

measured experimental values could be compared against the simu-

lated measurements.

For model validation, inflowing volumetric charge density ρv,in is

an essential BC. As it could not be measured directly during the exper-

iments it was extracted from the field measurements as follows. A sin-

gle field measurement in the center of the vessel at h¼106mm was

recreated in a simulation including the position of the field meter. In

the simulation, ρv,in was adjusted so that the experimental and the

simulated measurement obtained by Equation (13) were identical.

Then, ρv,in was treated as a constant parameter and set as a BC for all

171 subsequent simulations with different field meter positions. Scat-

ter plots were used for model validation (comp. Figures 2 and 4).

Inconsistencies between the model and the experiments would lead

to systematic deviations between simulated and measured values for

the electric field manifesting in a non-linear shape of the scatter plot.

The procedure was therefore deemed suitable for model validation.

4 | RESULTS AND DISCUSSION

In this section, the presented model is validated with data from the

measurements described above. Subsequently, cases with and with-

out fluid motion are simulated and compared.

4.1 | Model validation

Two experiments were conducted for model validation. They are char-

acterized by the two dimensionless groups

Re ¼
eUeL
ν
, Πel ¼ ρϵeU2

eρ2veL2 ,

with the mean inlet flow velocity eU, the diameter of the inlet pipe eL
and the volumetric charge density in the inlet eρv ¼ ρv,in. Experimental

and numerical conditions for the two experiments are listed in

Table 1. Due to the critical Reynolds number Recrit ¼2040 in pipe

flow34 and Recrit ¼2000 for jet flow35 as well as flow disturbance in

the experimental setup both are considered turbulent. Higher flow

rates and Reynolds numbers could not be achieved with the given

experimental setup due to breakage of the silicone tubes and limited

pump capacity. Figure 2A,B shows all measured values from the first

(second) experiment and corresponding simulated values as a scatter-

plot. In case of perfect model agreement all values would be located

on the diagonal. Generally, the model agrees well with the experimen-

tal values with one (two) apparent outliers at experimental values of

40 V=cm 31 V=cm and35 V=cmð Þ. For low experimental field strengths

of < 30 V=cm ( < 25 V=cm) the simulated values are around 5 V=cm

smaller than their experimental counterparts. This can be attributed to

the fact that low measured values coincide with high values of h and

thus field meter positions high above the liquid surface. As shown in

Figure 1, the experimental setup was not closed and the mounting rig

protruded beyond the upper edge of the vessel. Thus, the BCs in this

area are not well-defined and the simulated BCs cannot replicate the

experimental conditions which likely causes the apparent deviations.

In addition to global model validation, local fit was evaluated.

Figure 3 shows experimental and simulated measurements along the

α¼0 axis for different heights above the liquid surface for both

experiments. Most simulated values fall within the experimental error

bars. Generally, measurements for the second experiment are lower

due to the lower Reynolds number and thus reduced flow electrifica-

tion. Overall, the model validation yields an R2 value of 0.8918

(0.8004).

The proposed and validated model accounts for surface charge

and includes advective effects. The advective term in Equation (12)

dominates the behavior of surface charge as accumulation is counter-

acted by advection. When neglecting advection of surface charge and

positioning the sensor near the liquid surface, surface charge accumu-

lates beneath the sensor and increases the measured electric field.

This effect is highlighted in Figure 4, where experimental data from

the first experiment is compared with simulations neglecting advec-

tion of surface charge. Experimental measurements above 50 V=cm

are systematically overestimated. The deviations increase with

increasing measured fields that correspond with lower heights h

above the liquid surface. Compared to Figure 2A this highlights

the significance of advective effects on surface charge. Including

surface charge advection thus helps unify differing results regarding

the relevance of surface charge by different authors.8–12,15–17,36

TABLE 1 Experimental and numerical conditions for the two
experiments used during model validation

Exp. eU=ms�1 ρv,in=cm
�3 Level/mm Re Πel

1 0.784 9:87�10�7 283 2351 1:08�10�7

2 0.705 8:00�10�7 257 2116 1:33�10�7

Note: The liquid level is measured relative to the lower inner edge of the

vessel.
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Previous experiments that showed significant accumulation of surface

charge were conducted at low or negligible fluid velocities while

measurements at higher fluid velocities exhibited no surface charge

accumulation. The model proposed in this work predicts the observ-

able effect of diminishing accumulation of surface charge with

increasing fluid velocities. To highlight this key result, the following

section compares simulation results for the two scenarios of negligible

fluid velocity and of turbulent jet flow.

4.2 | Influence of fluid motion on surface charge

Charged turbulent flow through a vessel with Re ¼2351 and

Πel ¼1:081�107 is compared to the limiting case of a liquid at rest

with Re ¼Πel ¼0. Both simulations use the same vessel geometry as

in the experiments. These scenarios are representative for the two

practically relevant cases of turbulent filling of a vessel and of a

vessel that has been filled with charged liquid where the liquid had

time to dissipate motion but not enough time for full charge relaxa-

tion. The liquid at rest in this work is assumed to carry a uniform

volumetric charge density ρv,const ¼ ρv,in exp �τres=τrelð Þ with the inlet

volumetric charge density ρv,in and residence time τres of the flowed

through scenario. This ensures that the total volume charge in the

liquid is equal in both scenarios. Figure 5A shows the electric

potential for both scenarios. The maximum electric field norm is

66:84 V=cm 69:90 V=cmð Þ for the flowing (resting) liquid. The maxi-

mum in electric potential is higher for the resting liquid and its posi-

tion is closer to the liquid surface. This is due to the effect of

accumulated surface charge, as depicted in Figure 6A. For the resting

liquid, surface charge accumulates symmetrically with zero charge

density at the boundaries and a maximum of 2:62�10�8 C=m2 in the

middle. In case of flowing liquid the surface charge distribution resem-

bles the streamlines of the liquid with values below 1�10�8 C=m2.

The difference between the two scenarios increases when a grounded

object is introduced near the liquid surface. In Figures 5B and 6B a

grounded, rounded needle with a radius of 5mm is positioned 15mm

above the surface in the center of the vessel. This is similar to the

practical case of a sensor, stirrer, or filling pipe near the surface. The

maximum surface charge density accumulated beneath the needle

with resting liquid is one order of magnitude larger compared to the

flowing liquid. This results in a higher maximum potential of 402V

compared to 326V. The maximum electric field norm occurs at the

needle surface with 955:3 V=cm 564:3 V=cmð Þ for resting (flowing)

liquid. The mathematical model scales linearly with respect to ρv so

the ratios of increased electric field and potential stay the same

regardless of the absolute (inflowing) volumetric charge density.

(A) (B) F IGURE 5 Electric Potential Φ on a cross-
sectional view through the middle of the vessel.
The main flow direction is into the paper plane
and the red line indicates the liquid surface. A
flowed through vessel with Re ¼2351 and
Πel ¼1:081�107 (split left) is compared to a
vessel with liquid at rest with the same average
volumetric charge density (split right), without
(A) and with (B) a grounded needle above the

liquid surface.

(A) (B) F IGURE 6 Surface charge density
σs on the liquid surface of a flowed
through vessel with Re ¼2351 and
Πel ¼1:081�107 (split left) and a
vessel with liquid at rest with the
same average volumetric charge
density (split right), without (A) and
with (B) a grounded needle above the
liquid surface.
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An almost twofold increase in electric field at a grounded object for

resting as opposed to flowing liquid can lead to safety hazards in prac-

tical applications. Especially, if electric fields are assessed during or

shortly after filling a vessel or a tank while the liquid is still in motion,

they can increase after a while and lead to electric discharges and

eventually explosions.

5 | CONCLUSION

A model with reduced mathematical coupling for forced turbulent

electrohydrodynamic (EHD) flows of low-conducting charged liquids

has been presented. It is applicable to any Reynolds-averaged

Navier–Stokes (RANS) turbulence model and predicts electric fields

in the gas phase above the liquid surface in good agreement with

conducted experiments. The model predicts a diminishing accumula-

tion of surface charge at the liquid surface with increasing fluid

velocities. Hereby, it unifies previous experimental and theoretical

findings from literature that indicate surface charge to either be rele-

vant or not for predicting electric fields in the gas phase. The major

implication of our results for electrostatic safety in the chemical and

process industry is that surface charge on the surface of a charged

liquid can begin to accumulate after the liquid comes to rest. Thus,

safety assessments and measurements should be conducted with

low flow velocities to not underestimate electrostatic hazards. The

presented model can be used in a wide variety of practical applica-

tions due to its simplicity and applicability to established RANS

turbulence models. It thus provides a quantitative method for safety

assessments in the chemical and process industry, where knowledge

of electric fields in the gas phase above charged liquid flows is crucial

for explosion prevention.
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APPENDIX A: Model expansion for free surface and

two-phase flows

The model presented in the main text approximates the free surface of

the liquid as a fixed boundary with zero tangential stress. This simplifica-

tion is valid when free surface deformation is negligible, like in the con-

ducted experiments. However, more general industrial flow applications

may exhibit significant free surface deformations. The more general

model presented in this appendix takes this into account. While the mod-

eled problems include a liquid and a gas phase, the viscosity and density

of the gas phase, most commonly air, are often very small compared to

the liquid phase. Thus, viscous stresses of the air at the free surface

are negligible and the flow field must only be solved in the liquid phase.

The liquid flow is governed by the incompressible RANS equations,

∂u
∂t

þ u �rð Þu¼�1
ρ
rp

þr� νþνTð Þ ruþ ruð ÞT
h i

þ1
ρ

felþ fgð Þ,
ðA1Þ

r �u¼0, ðA2Þ

where in this case Boussinesq's eddy viscosity hypothesis is already

incorporated. Here, fg denotes the gravitational force and fel the

Lorentz force which can be neglected in the case of Πel > Re �1. An

appropriate eddy viscosity model is required for closure. Additionally,

balance Equations (10) and (12) for ρv and σs are solved in the liquid

phase and on the interface respectively and the Poisson Equation (1b)

is solved in both the liquid and gas phases. These governing equations

are coupled by interfacial conditions. The electric field is not continu-

ous through the interface in the presence of surface charge but obeys

n �〚ϵE〛¼ σs. Since viscous stresses of the air are neglected and

assuming a constant surface tension γ, tangential stresses originate

exclusively from interfacial charge σs. The tangential stress balance at

the interface becomes

t � τ �nþσsEl � t¼0, ðA3Þ

where t is any tangential vector and τ¼ ρ νþνTð Þ ruþ ruð ÞT
h i

is the

viscous stress tensor. Indices l and g denote the liquid and gas phase

respectively. The normal stress balance at the interface,

pl�pg
� ��n � τ �nþ1

2
σs ElþEgð Þ �n�1

2
ϵl�ϵgð Þ El �Egð Þ

¼ γ rs �nð Þ,
ðA4Þ

accounts for a pressure jump due to surface tension and electric

forces.14 Ultimately, the interface must obey the kinematic condition

us ¼u, ðA5Þ

where us is the velocity of the interface. The numerical method of

tracking the interface depends on the code used to solve the

equations. This model can also be expanded to two-phase flow con-

figurations by considering interfacial tension forces in Equation (A1)

and replacing τ with〚τ〛in Equations (A3) and (A4).
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