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Overview Advancing science with SCOPED codes Ambient noise seismology We delivered a cloud-optimized solution for Training users of SCOPED codes
Seismology is a data and model-intensive field. Data-driven computations benefit from Cloud SCOPED focuses on four seismological applications enabled by several open-source The surface of the Earth is in a constant state of Zrdoifgc”;:gg A;‘;ﬁzss (;Z:Z'g 2:°Zr:fre(Ni SCOPED contributed toward two training workshops: Specfem on October 5-7, 2022
Computing because observational seismology relies on horizontal scalability. Model-driven software packages. We seek to improve these packages, while also containerizing them for low-amplitude ground motion that can be used for ot a,fo,-,, press ,:(,7, SRL) ' (Bryant Chow, Carl Tape), and High-Performance Seismology Cybertraining on May 9—12
computation benefits from High-Performance Computing because simulations necessitate easier use by others. monitc?ring and for seismic imgging.. | (Marine Denolle). These free workshops were attended by hundreds and included
large memory and a high number of workers for efficient parallelization. Our project SCOPED :: gro:tgfi::;n SC;(;:E rﬂirz:s;egzﬂsn,t::;)r:f:rzgoziS?;rrzlzt;:gfa:i:i:I downloadable containerized software for users to gain research-level experience.
(Seismic COmputational Platform for Empowering Discovery) aims to bridge both Seismic wavefield modeling with spectral-element method simulations formats (H5) for data output, maximize local SSD or RAM for intermediate
observational and theoretical fields by building a Cyberinfrastructure (software, data) as a Wavefield simulations within 3D Earth models provide synthetic seismograms that can be data products. Deploy over 500+ cores. High throughput on scratch .
service to the seismic community. The challenges ahead are the benchmarking of compared with recorded seismograms, either to better understand earthquake sources or to mzzlzts/rzid?;ﬂ(:IZ?]EO;;].;rTsaffsgussmzyzhjrgjt?euni:s zir‘:’t:s;’:ﬁjv\/e 2022 SPECFEI\Z V|rtual workshop for users (October 5—7, 2022)
open-source codes in cloud and HPC environments, the containerization of these codes improve the subsurface characterization of Earth’s structure. use SLURM to manage jobs on cluster. ) voscanre s m) @

Cloud - Object Storage: When raw data is stored on object storage (e.g.,
S3). Optimal when using millions of small objects (e.g., mseed/npy day files
< 1MB) due to the writing and parallelization needs. We use AWS Batch to
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A schematic diagram of the proposed SCOPED Cyberinfrastructure that combines Seismic Imaging using recoroied seismograms and simulated seismograms ThEEESI 4
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Daniél Peter N - two iterations scaling up our simulations on ~8000 nodes with our current resolution. The main SCOPED Container Registry SCOPED Gateway | 1DASK/ Spark ! pulled by Docker or Singularity for distribution
takeaways are: 1) GPU computing is necessary to further increase number of earthquakes or the We now have adjtomo, MTUQ, pysep, The SCOPED Gateway prototype has been | @ python™ |« : e Data provenance support at global and object
: : : . : S _ : t levels
Earth structure & evolution, Seismic source modeling & resolution of simulations. 2) ADIOS library and compression help reduce the 1O challenges. specufex, and MsPASS added to the created through the utilization of Tapis. Currently, | / JQ\ |
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an external software, SeisSol, to our this will enable all SCOPED users to access '
container collection using the base containerized applications and execute them on
8 container. either Cloud or HPC systems. References and Links
c
o
= SeisNoise: https://github.com/tclements/SeisNoise. |l
= SCOPED NoisePy: https://github.com/mdenolle/NoisePy
® Base - . | Ambient Noise on the cloud: https://github.com/Denolle-Lab/C4-Project.j|
4 Contai e | | = . : _
‘3: ontainer ; T | e MSPASS: https.//www.msp_ass.o.rq/ | SCOPED website: https://seisscoped.ora/
g /\ = Mtuq: https://uafgeotools.github.io/Mtug/index.html SCOPED container registry:
3 — | — — Specfem2d: https://github.com/geodynamics/Specfem2d httos://github.com/oras/SeisSCOPED/packages
Representation of the unified and interconnected SCOPED Cyberinfrastructure described in g HPC Cloud Specfem3d: https://github.com/geodynamics/Specfem3d SCOPED base container:
Containers Containers Specfem3d_Globe: https://github.com/geodynamics/Specfem3d_Globe httos://qgithub.com/SeisSCOPED/container-base

the science components and cyberinsfrastructure. At the top, the global map of seismic Pysep: https-//pysep.readthedocs.io/en/latest

. : 25.0 . . : .

Pyatoa: https://pyatoa.readthedocs.io/en/latest/: — .
stations represents one of several featured sources of data sets. Data are hosted and 50-1% M Sifs;l’sws_ f\tstpsi?)’/ie‘?:ﬂfvis reea d?ﬁzc'j‘gfsni;ee:}la ot/ The SCOPED project is supported by the National
processed on HPC and on Cloud clusters, which overly pillars of wavefield simulations (left Azimuthally anisotropic global adjoint model ’ _ o » SPECUFEX: httos//aithub. com/Specufex/specufex Science Foundation via the Cyberinfrastructure for
column) and data processing and analysis (right column). Cross-disciplinary research will SOLQRL%Z;M;OT(ES?:?:’rgr:fe"r‘;rz”S‘f;f:]" in prep.) Towards anelastic global FWI. We performed 3D global tests BPMF: https://github.com/ebeauce/Seismic_ BPMF SU_Sta'ned Scientific lnnOV_atlon progranf\ of the
- cilitate the it £ outstand ¢ bout Earth and fault d _ y : on TACC's Frontera system to explore the parameter HYPODD: https://www.IQeo.cqumbla.edu/~fe!|xw/HYPODD/ Office of Advanced Cyberinfrastructure; award
acllitate the investgatuons o1 outstanding quesuons about Eartn and rauit dynamics trade-offs between wavespeeds and attenuation (Carmona et QUAKEFLOW: https://github.com/wayneweigiang/QuakeFlow numbers to each Pl institution are listed at the top.

PHASENET: https://qithub.com/wayneweigiang/PhaseNet

al. in revision for Geophys. J. Int.).
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