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Abstract

Generative AI systems, such as ChatGPT, have recently made
their way into everyday life, setting off an alarm as to who
uses them and how. Human computation via crowdsourcing
has traditionally focused on problems requiring a “human
touch,” problems that machines cannot (yet) solve. This work
explores how Generative AI affects the present and future of
crowdwork. We have conducted a large-scale, light-weight
survey of crowdworkers’ activities and beliefs on three popu-
lar platforms (Amazon Mechanical Turk, Prolific and Click-
worker), asking 1.400 crowdworkers located across three dif-
ferent continents for their input. Our results not only explore
the use of Generative AI tools by crowdworkers in the com-
pletion of the task, but also, document the emergence of a new
type of crowdsourcing task. Additionally, we found strong ev-
idence that the attitude of crowdworkers towards Generative
AI is associated with the platform in which they operate.

1 Introduction
OpenAI’s ChatGPT1 is clearly one of the most disruptive
technologies in recent years. A large language model (LLM)
built into an interactive chatbot, it was released to the pub-
lic in November 2022, and within a month, it had become
the “fastest growing consumer Internet app ever.”2 It took
no time at all for the “alarms” to set off, with experts and
non-experts alike speculating as to how it would transform
our everyday lives. ChatGPT’s influence on the labor mar-
ket was perhaps one of the first issues of discussion, with
analyses emerging as to which occupations are the most vul-
nerable (Zarifhonarvar 2023). Another obvious area of con-
cern is that of education, and how it might transform the na-
ture of student writing (Bishop 2023) such that radical new
ways of instruction and evaluation are said to be urgently
required (Tlili et al. 2023). Scientific research is one more
area impacted, given that AI is increasingly able to “pass” as
human, even in the case of generated abstracts read by sci-
entists (Else 2023). In short, few technologies have caused
such a “panic” across so many sectors, in such little time.
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Systems such as ChatGPT represent a fundamental turn-
ing point in AI systems, due to their generative and open-
ended nature. Unlike other forms of AI, such as algorith-
mic decision support, or search and recommendation sys-
tems, which produce closed-ended output such as decisions,
ranked lists or descriptions, Generative AI systems are ca-
pable of producing new data, which is plausible, relative to
that which it was trained on (Muller et al. 2022). In the case
of ChatGPT, the system can generate new texts, which are
fluent and often cannot be distinguished between those writ-
ten by a human. This is arguably why the “alarm” has gone
off with respect to how the nature of work will be impacted;
even “elite” knowledge-based work, such as computer pro-
gramming, can to an extent, be done by large language mod-
els, and in particular, ChatGPT (Castelvecchi 2022).

Of course, pretrained LLMs have been used for many
years (Li et al. 2021), but they have only captured the atten-
tion of the public rather dramatically during the past year.
This was the result of their being embedded into interac-
tive chatbots, in contrast to their previous, behind-the-scenes
roles in applications such as machine translation or search
engine auto-complete. The interactivity of the chatbots high-
lighted their perceived “human level” linguistic abilities.
The ChatGPT application in particular, has put this technol-
ogy into an easy-to-use form, which anyone – including a
crowdworker – can consult for a range of tasks (e.g., infor-
mation searching, translation, stylistic change, etc.).

Furthermore, OpenAI is actively encouraging the use of
ChatGPT for text analysis.3 It provides guidelines and exam-
ple prompts for creating text classifiers with its API, as well
as a specific example for creating a sentiment detection clas-
sifier for Tweets. Not surprisingly, researchers working in
applied natural language processing (NLP) have been quick
to explore – and systematically evaluate – the use of Chat-
GPT in a range of text annotation tasks, such as Stance De-
tection, Hate Speech Detection, Sentiment Detection, Bot
Detection, to name but a few (Zhu et al. 2023; Huang, Kwak,
and An 2023). Such tasks were (and still are) often crowd-
sourced to allow researchers and practitioners to build high-
quality datasets for machine learning (Vaughan 2017). How-
ever, lately, researchers are questioning whether ChatGPT

3https://platform.openai.com/docs/guides/completion/prompt-
design



might be more reliable and consistent (Chmielewski and
Kucker 2020), as well as economical (Wang et al. 2021) in
labeling text, compared to crowdworkers.

Hence, AI chatbots – and Generative AI more broadly –
represent a definitive point of change for crowdwork, from
the perspective of task requesters, but also, for workers
themselves. Crowdworkers are now faced with the natural
question: “If AI can do my job, what is left for me to do?”
As workers are the receivers of hundreds of available tasks
everyday, including tasks that might now be a consequence
of Generative AI, we survey their perspectives on the matter.
Apart from assessing their views on how their work will be
impacted by AI, we also asked them if they have performed
a specific task closely associated with Generative AI.

In addition to ChatGPT, another AI system by OpenAI,
DALL·E 2 4 processes natural language in order to cre-
ate realistic images and art. Stable Diffusion and Midjour-
ney are yet two other AI systems which, like DALL·E can
create photorealistic faces (Borji 2022), among other tasks.
Thus, the need for human evaluation of understanding what
is “real” (i.e., human-made) and what is “machine-made” is
eminent. In this respect, in our study, we explicitly ask the
crowdworkers if they have completed a crowdsourcing task
that asked them to identify “machine-made” content, either
text (e.g., generated by ChatGPT) or images.

Requesters on the other hand, are now faced with the
question: “Can Generative AI perform as well as crowd-
workers?”. But even before considering this, another ques-
tion should concern requesters, as well as the research com-
munity more broadly: “If everyone has access to Gener-
ative AI, so do crowdwokers. Is human computation still
genuinely human?” Clearly, when a requester goes to a
crowdsourcing platform, they are expecting to get human-
generated responses. Otherwise, they would just go directly
to ChatGPT, given all of the support / tools / prompts from
OpenAI on how to use it. To our knowledge, while there is a
surge of research evaluating the potential for Generative AI
to replace crowdwork, there is no work yet asking the immi-
nent questions: “Do crowdworkers (already) use AI chatbots
to help them complete their crowdwork? Which changes to
crowdwork do they anticipate as a result of these technolo-
gies?”. To this end, we have surveyed crowdworkers across
three continents and three crowdsourcing platforms.

1.1 Contribution
To our knowledge, this is the first study exploring the im-
pact of Generative AI on the present and future of crowd-
work, which puts the crowdworkers themselves at the center
stage. The results of our large-scale survey over three pop-
ular crowdsourcing platforms (Amazon Mechanical Turk,
Prolific and Clickworker), with 1.400 crowdworkers, across
three different continents, aims to shed light on the follow-
ing research questions:

RQ1. Do crowdworkers use AI chatbots to complete a
task? Do they intend to use them in the future? On which
type of crowdsourcing tasks?

4https://openai.com/dall-e-2

RQ2. Are crowdworkers used as “detectors” of AI gen-
erated content?
RQ3. What are the views of the crowdworkers on their
future, given the presence of Generative AI?

Analysis on the collected responses indicates that the na-
ture of crowdwork is changing, with workers using AI chat-
bots to complete tasks, and with new types of crowdsourcing
tasks on the rise. Our evidences points to human computa-
tion via crowdsourcing as being in a transitional phase, to
which both task requesters and crowdworkers need to adapt.

2 Background and Motivation
2.1 Crowdsourcing and data for AI systems
Harnessing human intelligence, through the act of crowd-
sourcing, is one of the main data sources of Machine Learn-
ing (ML) (Roh, Heo, and Whang 2019), especially for la-
bel creation (Chang, Amershi, and Kamar 2017; Zhang,
Wu, and Sheng 2016). Approaches like the ImageNet
project (Russakovsky et al. 2015), led the way for many
years, demonstrating the capabilities of crowdsouring in
platforms like Amazons’ Mechanical Turk (MTurk) 5 for
dataset annotation. Other works in the area explored the ca-
pabilities of the crowd in content generation, like writing
paragraphs of text (Salehi et al. 2017) or even more complex
tasks like writing short fiction stories (Kim et al. 2017).

Naturally, data generation through crowdsourcing comes
with well known limitation (Garcia-Molina et al. 2016)
such as crowdworker incentivization (Ho et al. 2015), task
abandonment (Han et al. 2019), aggregation of collected
responses and ground truth inference (Zheng et al. 2017;
Zhang, Wu, and Sheng 2016). One of the biggest issues
though is data quality (Daniel et al. 2018; Perikleous et al.
2022) and reliability (Gadiraju et al. 2015) and many ap-
proaches have been proposed so far for improving data qual-
ity,such as increasing the quality of the reported labels (Bar-
bosa and Chen 2019), or improving the design of the crowd-
sourcing task (Draws et al. 2021). The goal of this study
is to explore the possibility that practitioners in the area of
crowdsourcing will have to deal also with another form of
unreliable crowdworkers, i.e., workers that partly or com-
pletely base their responses on information received by AI
chatbots, like ChatGPT. Such behavior on the part of the
crowdworkers, can possibly even intensify the known lim-
itation of crowdsourcing recorded above, as new methods
and techniques will need to be designed to account for this
new “behavior” on the side of the crowdworkers. For exam-
ple, resorting to crowdwork has been viewed as a valuable
solution for building datasets representing diverse groups of
people (Barbosa and Chen 2019; Aroyo and Welty 2015),
but if every crowdworkers’ source of information and aid in
completing a task is now ChatGPT, will this still be the case?

Apart from data generation, crowdworkers are being used
as part of hybrid crowd-machine intelligence systems com-
plementing and expanding the capabilities of AI (Correia
et al. 2023; Vaughan 2017; Rafner et al. 2021). As this is a
relatively new field, additional considerations must be taken,

5https://www.mturk.com/



since assuming that true human work will be returned by the
crowd might not be the case and even worse, human work
might be hard to be identified.

2.2 Crowdsourcing platforms
The philosophy of micro-task crowdsourcing platforms in
general lines is the same: provide a service that connects
humans eager to complete a task, according to a set of in-
structions, with task requesters in need of a humans’ intelli-
gence. Over the years, many crowdsourcing platforms have
been build, but not all are made equal. Amazon’s Mechani-
cal Turk (MTurk) 6 has been the leading example of micro-
task crowdsourcing platforms, with a vast amount of studies
exploring the demographics of its crowd (Difallah, Filatova,
and Ipeirotis 2018) and the reliability in terms of intentions
(i.e., honest v. malicious v. spammers) (Gadiraju et al. 2015)
and cognitive biases (Eickhoff 2018; Draws et al. 2021). The
platform has disclosed that over 500,000 crowdworkers are
available, but evidence show approximately 100,000 active
crowdworker (Difallah, Filatova, and Ipeirotis 2018). Fur-
thermore, the majority of crowdwokers appear to be resi-
dent in USA or India. Common crowdsourcing tasks include
surveys, content creation, information finding, text annota-
tions, audio and video transcriptions and visual tasks. The
MTurk platform provides templates to requesters for creat-
ing a crowdsourcing task and hosting the task in the plat-
form 7. Regarding payment, the platform prompts the par-
ticipants in rewarding crowdworkers after validating their
crowdwork.

In contrast with MTurk, which is USA-based, Prolific 8

and Clickworker 9 are based in UK and Germany respec-
tively. Thus, each platform has a different code of conduct.
While MTurk and Clickworker are serving both the needs
of the industry practitioners and researchers, Prolific has a
service that is centered around online experiments (Palan
and Schitter 2018), targeted at researchers especially in the
fields of social and economic science. This makes it the only
platform that provides a separate dataset with a large list of
demographic information on each crowdworker that partici-
pated in the task. Contrary to the other two platforms, which
provide solutions and templates for creating and hosting the
crowdsourcing task at the platform, Prolific currently only
allows for external study links to be posted to the platform
by requesters. This set-up has particularly drawn a lot of sur-
vey studies to be posted at the platform, as they are easier
to generate and maintain using one of the mainstream sur-
vey and experiment tools. Regarding the demographic of the
crowd on Clickworker, no information on the number of ac-
tive workers is available, but the platform claim that a size of
about 4.5 million registered users 10, mainly located in US
and Europe. Similarly, Prolific has a very large, USA, Eu-
rope and UK based crowd with over 130,000 participant 11.

6https://www.mturk.com/
7https://docs.aws.amazon.com/AWSMechTurk/latest/RequesterUI
8https://www.prolific.co/
9https://www.clickworker.com/

10https://www.clickworker.com/clickworker-crowd/
11https://www.prolific.co/prolific-vs-mturk

Regarding payments, Prolific has a special mechanism for
engaging with requester and prompting them to provide fair
payments to crowdworkers. Payments in the Clickworker
platform are automatic and not rewarding spammers is only
feasible after providing proof of low quality work to the plat-
form administrators. Finally, Clickworker is the only plat-
form of the three, that in order for a task created by a re-
quester to be posted in the platform in need to be inspected
and approved by the platform administrators. Although sim-
ilar in concept, the above mentioned differences among the
three platforms make each environment unique and can par-
tially dictate the behavior and opinions of crowdworkers ei-
ther due to the nature of the task they come in contact or
the way payments are designed and processed, or the code
of conduct imposed by each platform. In this study, we will
explore the crowdworkers’ choice in seeking the help of AI
chatbots in completing a crowdsourcing task and will ex-
plore the effect that the platform in which they operate can
have on this decision. Additionally, we will explore how ex-
posed are crowdworkers, in each of the three platforms, to
tasks that use them to perform some form of a Turing test.

2.3 Generative AI and crowdsourcing
Until recently, crowdsourcing platforms were the go-to en-
vironment for harnessing creative work (Oppenlaender et al.
2020). With the emergence of Generative AI, researchers
are exploring the possibility of replacing crowdworkers with
AI chatbots, since they are a cheaper solution (Gilardi, Al-
izadeh, and Kubli 2023). However, yet another motivation
is the perceived decline in the quality of data generated via
MTurk (Chmielewski and Kucker 2020). A example is pro-
vided by a team of political scientists, who evaluated the
ability of ChatGPT 3.5 to perform a set of annotation tasks
on tweets conveying political content. Specifically, (Gilardi,
Alizadeh, and Kubli 2023) used the prompt:

“Here’s the tweet I picked, please label it as [task],”
where one of five tasks was used (relevance, topic de-
tection, stance detection, general frame detection).

With trained political science students providing the gold
standard labels, the researchers compared the performance
of Master MTurkers and ChatGPT on the tasks. They found
that even zero-shot classifications by ChatGPT were more
accurate and consistent (i.e., high interjudge agreement)
than crowdworkers, for all but the topic detection task.

Several recent works (Zhu et al. 2023; Kocoń et al. 2023;
Hoes, Altay, and Bermeo 2023; Kuzman, Mozetic, and
Ljubešic 2023) explored the capabilities of AI chatbots in
a number of topics that traditionally required human intelli-
gence, such as sentiment analysis, hate speech, genre detec-
tion, and disinformation detection. Evaluation of the quality
of texts generated by algorithms is another area in which
human computation has traditionally been used. That said,
it is a difficult area in that there is little consensus as to how
exactly humans should evaluate AI-generated texts (van der
Lee et al. 2021). Wang et al. (Wang et al. 2023) conduced a
preliminary study. They asked GPT to evaluate texts, using
two different prompts – one asking it to rate the text on a
numeric scale, and one using stars.



Score the following [task-ins] with respect to [as-
pect] on a continuous scale from 0 to 100, where a
score of zero means “[ant-aspect]” and score of one
hundred means “perfect [aspect]”. Note that [aspect]
measures [aspect-ins]. [Conditioned Text] [Generated
Text] Scores:

Score the following [task-ins] with respect to [as-
pect] with one to five stars, where one star means
“[ant-aspect]” and five stars means “perfect [aspect]”.
Note that [aspect] measures [aspect-ins]. [Condi-
tioned Text] [Generated Text] Stars

In their experiment, they used five popular meta-evaluation
datasets, containing human evaluations on a range of textual
genres (e.g., summarization, data-to-text, story generation).
The results showed that the AI-evaluations had strong cor-
relations to those of humans, even on the story generation
task, which is of a “creative” nature.

With respect to using ChatGPT in annotation tasks, Ko-
con refers to the AI as a “Jack of all Trades...but master
to none” (Kocoń et al. 2023). They performed an extensive
evaluation of its performance on 25 NLP-related tasks. Their
conclusion is that it performs decently overall, but can be
hit-or-miss on particular tasks (and/or in predicting certain
classes) relative to bespoke state-of-the-art solutions. In a
similar spirit, although they also found generally promis-
ing performance on the tasks they evaluated, (Zhu et al.
2023) were concerned that ChatGTP’s accuracy is not uni-
form across classes. This also resonates with (Hoes, Altay,
and Bermeo 2023) report on fact-checking, in which error
rates were higher for debunking false information, as well
as for older pieces of information.

Thus, it appears that ChatGPT capabilities are compara-
ble, up to a certain degree, to human performance on an-
notation tasks. Since ChatGPT-3 is publicly available to ev-
eryone, if crowdworkers were to rely on this tool to help
them complete their crowdwork, most probably requesters
would have difficulties spotting “authentic” human work. To
the best of our knowledge, ours is the first study asking the
crowdworker the obvious question: Are you using ChatGPT
to complete your crowdwork?

Apart from AI chatbots that have the capability of gen-
erating original text-based content, tools like DALL·E 2 12,
which generate images from text prompts are pushing the
bounds on what is “real” or human13, and what is “ma-
chine ” generated. It appears that, with the rise of Gen-
erative AI, there is new and urgent need to understand
under which circumstances humans can perceive what is
“machine-made” (Shen et al. 2021). In this respect, our
study poses another rather obvious but crucial question to
the crowdworkers: “Were you ever asked, in a crowdsourc-
ing task, to validate if some content or image was generated
by Artificial Intelligence (AI) or a human?” Establishing the
truthfulness of this statement can be fundamental for assess-
ing the crowdworkers’ perspective on what the future holds

12https://openai.com/dall-e-2
13We realize that this statement may be controversial, but leave

further philosophical discussion out of the current work.

Prolific MTurk Clickworker
USA 199 (200) 194 (200) 183 (200)
UK 99 (100) - 83 (100)
EU

(GER, ITA,
FRA, ESP)

200 (200) - 189 (200)

India - 196 (200) -

Table 1: Number of crowdworkers’ responses (in parenthe-
sis) and number of responses considered after cleaning for
each country of residence and crowdsourcing platform.

for them, and this is what we do by explicitly asking them
this question.

3 Methodology
Our objective was to comprehensively document the present
influence of generative AI on crowdwork. Thus, we created
a straightforward survey that captures the following aspects:
(1) experience of the crowdworker in performing crowd-
work, (2) motivation of the crowdworker for performing
crowdwork, (3) platforms used and types of tasks performed,
(4) experience with ChatGPT, (5) use or future use of Chat-
GPT and how, (6) completion of crowdsourcing task for
identifying human or machine generated context, (7) opin-
ion of the crowdworkers on the impact of generative AI on
crowdwork more generally.

We posted our survey to three distinct platforms: (1) Pro-
lific, (2) MTurk and (3) Clickworker. On each platform, we
aimed for a balanced number of responses gender-wise. Ad-
ditionally, according to the platforms’ declarations 14 15 16

and known crowd populations (Posch et al. 2022; Difallah,
Filatova, and Ipeirotis 2018) we aimed at crowdworkers re-
siding in a country with a known presence at each of the
three platforms. Apart from specifying the country of resi-
dence criteria and guaranteeing a balanced gender sample,
we did not impose any further restrictions on the crowd-
workers that could complete our survey (e.g., master qual-
ification on MTurk). Table 1 depicts the responses we col-
lected from each platform in parentheses, and in bold, the
final responses we considered after cleaning. We used an ex-
ternal link to administer our crowdsourcing task in order to
provide the exact same survey across platforms; the cleaning
process removed responses where the crowdworker failed to
prove their identity in the platform (i.e., a valid crowdworker
id). We collected in total 1.400 responses and after cleaning,
we considered 1.343 gender-balanced responses in our anal-
ysis.

Crowdworkers were first informed of the goals and ob-
jectives of the study, as well as their right to withdraw from
the survey at any point. The study received ethical approval
from [redacted] and crowdworkers were rewarded fairly ac-
cording to the respective platform’s instructions, respecting

14https://researcher-help.prolific.co/hc/en-gb/articles/
360009220833-Who-are-the-participants-on-Prolific-#heading-0

15https://www.clickworker.com/clickworker-crowd/
16https://www.mturk.com/help



Prolific MTurk Clickworker
Single-platform
users

65.9% 92.8% 61.8%

Experience:
- Legacy 49% 17.2% 35.2%
- Newcomer 16.7% 3.8% 10.8%

Table 2: Participants platform demographics.

the average hourly salary per country.

4 Data Analysis
4.1 Demographics of the Crowdworkers
Apart from collecting the country of residence and gender
of the crowdworkrers who participated, we have also col-
lected some additional information that describe the work-
ers’ crowdsourcing activity and experience. In particular,
Table 2 presents some of the participants platform demo-
graphic we have collected and will be used in the analy-
sis and discussion of the results. It is noteworthy, that we
didn’t ask participants for their level of experience, but we
rather asked them to report on their years of experience with
the platform and the amount of completed tasks. For the
purposes of our analysis in this work, we define two cate-
gories of crowdworkers(“newcomers” and “legacy”). “New-
comers” represent the extreme case of crowdworkers, with
very few tasks ever completed (“between 0-10 tasks”), and
with a short time-wise experience (“first time doing crowd-
sourcing”). On the other hand, “legacy” crowdworkers are
the ones with more than 1 year of experience and more than
100 tasks completed. Within our questionnaire, we have col-
lected separately the years of experience and the amount of
completed tasks. We haven’t based this parameter on any
data collected from the platforms for the purpose of unifor-
mity in our metric and consistency across platforms.

4.2 Crowdworkers and AI chatbots
One of the main goals of our study was to identify whether
crowdworkers complete their tasks on their own, or if they
are now seeking the help of Generative AI and specifically,
ChatGPT, to complete a task. To establish that crowdworkers
are aware of this disruptive new technology, we first posed
the question of whether they have used AI chatbots to find
information in their everyday life. Most MTurk crowdwork-
ers (89.4%) reported having used an AI chatbot in their ev-
eryday lives, while that percentage drops to about half in
Prolific (48.1%) and Clickworkers (48%). Table 3 presents
the percentage of crowdworkers in each platform and coun-
try that use ChatGPT in their everyday life. For the responses
received from Prolific, we perform a chi-square test of in-
dependence, to examine the relationship among the use of
ChatGPT and the country of residence. Our null hypoth-
esis is that the country of residence is independent of the
choice to use ChatGPT in everyday life to collect informa-
tion. It appears that for Prolific (X2(2, N = 498) = 15.48,
p < 0.001) and MTurk (X2(2, N = 390) = 12.14,
p < 0.001) there is a significant association among coun-

USA India UK EU
Prolific 44.7% - 34.3% 57.5%
MTurk 94.3% 83.1% - -

Clickworker 48.6% - 48.1% 43.4%

Table 3: Percentage of workers reporting use of AI chatbots,
like ChatGPT, in everyday life, by platform and country.

try of residence and use of ChatGPT while for Clickworker
(X2(2, N = 455) = 1.16, p = 0.55) there is not. Below, we
explore the relationship of crowdworkers with AI chatbots.

Using ChatGPT to complete a task Table 4 provides an
overview of the crowdworkers’ behavior in the use of AI
chatbots to complete a crowdsourcing task or to find in-
formation in their everyday life. The percentages presented
considered the population of crowdworkers that declared
that they are aware of this new technology. Less than 1%
of the crowdworkers on Prolific and MTurk declared that
they are unaware of AI chatbots and ChatGPT, while 3.2%
on crowdworker on Clickworker declared that they were
unware of this technology. It is apparent that crowdwork-
ers, are aware of this new technology independently if they
choose to use it or not. Results presented in Table 4 show
that crowdworkers on the MTurk platform using AI chatbots
(89.4%) have largely integrated the technology also on their
crowdsourcing activities (77.8%). Only an 11.6% of those
crowdworkers have opted from using it also to help them
complete their crowdsourcing tasks. It is very interesting to
observe that crowdworkers on the Prolific and Clickworker
platform are behaving in an orthogonal manner. Apart from
generally making use of this technology less (4̃8% of crowd-
workers), only about half of the crowdworkers uses it in its
crowdwork on Clickworkers, and a bit more than one third
on Prolific. Interestingly, a very small percentage of crowd-
workers, aware of the AI chatbot technology have claimed
that they use it only for crowdwork and not in their everyday
life activities. Below, we elaborate further on this finding and
its implications.

From the collected results, it is clear the large infiltration
of AI chatbot solutions to crowdwork on MTurk. In contrast,
on Prolific and Clickworker crowdworkers do not seem to be
eager to use this technology, at least in present time, to aid
them in their crowdsourcing tasks. Our study, also explored
the intentions of crowdworkers to use this technology in the
future to aid them perform their crowdsourcing tasks. Con-
sidering the responses crowdworkers declaring that they are
aware of the technology, an 86.8% of MTurk replied pos-
itively, a 23.8% on Prolific and a 36.4% on Clickworker
replied positive. In all three platforms crowdworkers showed
a larger willingness of using this technology in the future to
help them perform crowdwork. In fact, crowdworkers’ fu-
ture intentions to use AI chatbots roughly doubled in size
on Prolific and Clickworkers, but still remains well below
MTurk.

Taking a closer look at the crowdworkers future intentions
on the use of AI chatbot technology and the possible impli-
cations that this might have, we asked them to indicate to



ChatGPT Use
Platforms Prolific MTurk Clickworker

general use & crowdwork 10.9% 77.8% 17.5%
only crowdwork 2.2% 2.3% 3.4%

general use, no crowdwork 37.2% 11.6% 30.5%

Table 4: Use of AI chatbots, like ChatGPT, in everyday life and to aid in the completion of a crowdsourcing task, in each
platform. (Percentages are calculated on the subset of crowdworkers who declared they are aware of the technology.)

Figure 1: Responses: For which type of task would you use
an AI chatbot for? (Closed form responses were provided in
a more elaborated way to the participants.)

us for which type of crowdsourcing task they imagine using
this technology for. Figure 1 clearly shows an unwillingness
from Prolific and Clickworker crowdworkers to use an AI
chatbot all together. MTurk crowdworkers seem to be more
prone to use the ChatGPT technology to help them complete
surveys. Prolific and Clickworker users seem to be thinking
of using it to find information on an entity and create con-
tent, like translating a text, naming a product and writing a
text. Responses received from Prolific and Clickworker par-
ticipants seem like more obvious uses of ChatGPT to help
them complete a crowdsourcing task, but in retrospect it is
possible that MTurk participants find ChatGPT useful in the
creation of large free text for open-ended survey questions.
This is an interesting observation, that might hold severe
implications on the reliability and “truthfulness” of future
crowdsourced results. We provide a brief discussion on this
later observation in Section 6.

Instructed to use AI chatbots As we have seen in Ta-
ble 4, a very small percentage of crowdworkers have claimed
that they use AI Chatbots only for crowdwork and not in
their everyday life activities. After carefully inspecting these
data, we noticed that a crowdworker on the Prolific platform,
mentioned that the tasks she uses ChatGPT are: “One that
requires I use it”. This observation, has generated a new re-
search question, one that we have not planned for in this
study. Are crowdworkers instructed to use AI chatbots, like
ChatGPT to complete crowdsourcing tasks?

Looking at the free text responses for the question (i.e.,
“other” in Figure 1): “For which type of task would you use
an AI chatbot for?”, Prolific participants gave us the follow-
ing, enlightening free-text responses: “One that requires I
use it”, “I used it for a study that asked for ChatGPT re-
sponses to specific prompts”, “When it is implemented as
part of the task, when requested. I return true human work
for all other tasks”, “If the task in question explicitly asks
for it as part of the task objective”, “Tasks that asked to
use AI assistance”. Interestingly enough, only Prolific par-
ticipants provided us with this type of responses, while par-
ticipants from the other two platforms selected mainly the
closed form-responses. In general, we notice that Prolific
participants are more outspoken about their crowd activities.
As we mention below, we plan to expand our study to bet-
ter understand the possible implications in dataset creation
when instructing crowdworkers to use AI chatbots to com-
plete a task.

4.3 Crowdworkers as inspectors of AI generated
content

Our study explored the connection of crowdwork with Gen-
erative AI, by asking crowdworkers whether they were asked
to validate if some content or image was generated by AI
or a human. It appears that the majority of crowdworkers
have performed this type of task, with 92% of crowdwork-
ers on MTurk, 50% on Prolific and 43% on Clickworkers,
responding positively. Moreover, we have isolated the re-
sponses of crowdworkers who are “newcomers” (i.e., “first
time doing crowdsourcing” and completing “between 0-10
tasks”) and we observed that 87% has performed this task
on MTurk, as compared to 42% on Prolific and a 29% on
Clickworker. A chi-square test of independence was con-
ducted to examine the relationship between platform and
performing this task in the population of newcomers. The
null hypothesis assumes that the platform is independent of
whether a newcomer performed this task. The chi-square test
(X2(2, N = 147) = 15, 89, p < 0.001) revealed a signifi-
cant association . The above results, not only indicates that
even a large percentage of “newcomers” experienced this
type of task, but also, that there is an association with the
platform they choose.

Looking at the “legacy” crowdworkers of a platform (i.e.,
“More than 1 year” crowdsourcing and completing “More
than 100” tasks) we have noticed that 79% performed this
type of task on MTurk, 56% on Prolific and 35% on Click-
worker. So, this type of task is even more prominent among
legacy workers, who are usually more sought out by re-
questers. The reason for a possible decrease in the MTurk



Figure 2: Responses: AI chatbots or image generators will
be responsible for increasing/decreasing the available tasks.

platform is that experienced workers are priced higher and
this could be a possible explanation for “legacy” having a
lower percentage than “newcomers.” Performing once more
the chi-square test (X2(2, N = 471) = 40.62, p < 0.001)
reveals a significant association between the platform and a
“legacy” crowdworker performing this type of task.

The above observations establish the conviction that
tasks asking crowdworkers to inspect whether something is
human-made or AI generated is a task currently present and
quite active in the crowdsourcing platforms, since a large
percentage of “newcomers” have completed it. Addition-
ally, a large percentage of “legacy” (i.e., more experienced)
crowdworkers have completed it. Thus, this type of task was
completed by different “seniority” levels of crowdworkers,
which indicates a sense of intensity and magnitude.

5 Crowdworkers’ perspective on their future

On one hand, recent works explore the replacement of
crowdworkers by Generative AI tools (Gilardi, Alizadeh,
and Kubli 2023) and on the other hand, crowdworkers them-
selves experience the disruptive effect of Generative AI in
one way or another. Our study harvested the opinion of
crowdworkers both in an open and closed form question,
since presently they are the ones experiencing in real time
these changes. Figure 2 presents the responses across the
three platforms on workers’ beliefs of whether AI chatbots
or image generators will be responsible for increasing/de-
creasing the available crowdsourcing tasks.

It is clear that crowdworkers on the MTurk platform have
a more positive attitude on their future with the integration
of Generative AI, while crowdworkers on Prolific have the
most negative opinions. This observation is possibly associ-
ated with the fact that MTurk workers are embracing the use
of ChatGPT and the large majority of them was also asked
to identify if some content or image was created by an AI.

5.1 Analysis of Textual Responses
We performed an initial analysis of the open-ended re-
sponses of the workers, to the following question:

Overall, do you think that Artificial Intelligence (AI)
chatbots or image generators will have a positive im-
pact on the practice of crowdsourcing? Please explain
your thoughts on this.

Although we plan a more in-depth analysis in the near fu-
ture, our current focus was on understanding any high-level
differences in the quality of workers’ responses, across plat-
forms. To this end, we used the Linguistic Inquiry and Word
Count (LIWC) gold standard software for analyzing word
use (Boyd et al. 2022), focusing on two of its summary mea-
sures: Analytical Thinking and Emotional Tone.17 The An-
alytical (Thinking) score represents an author’s tendency to
present more logical and/or formal expressions, while Emo-
tional Tone quantifies the valence of the expression. They
are standardized scores, which range from 1 to 99; thus, 50
represents an average/neutral score. Table 5 provides exam-
ple responses that score high/low on these measures.

Many workers responded with only one word (e.g.,
yes/no) or even a short - but not very informative - response
(e.g., “I don’t know,” “It’s very helpful,” “Yeah, I think so”).
Therefore, to examine the quality of the responses received,
we focused on those having more than the median number
of words/response, in the given platform (Clickworker (9),
MTurk (8), Prolific (13.5)). Table 6 details the median Ana-
lytic and Tone scores for responses at each platform, which
are more extensive (i.e., longer) than the median response.
As the scores were not normally distributed, we used a non-
parametric Kruskal-Wallis test, to see if the there is a plat-
form effect.18 We followed with a pairwise Wilcoxon rank-
sum test, to detect statistically significant differences.

As can be seen, the responses collected from workers at
MTurk were generally more analytical and more positive
in tone, than those collected from workers at the other two
platforms. Thus, our analysis of the open-ended responses
is very much in line with the findings of the analysis of
the closed-ended responses. It appears that MTurkers share
more analytical explanations on their views on the use of AI
chatbots in crowdwork, as compared to the other workers.

5.2 Analytical Responses - A qualitative look
Finally, we explore several highly analytical responses
(score > 90), which convey a clear negative, positive or neu-
tral tone, to shed light on the workers’ views on the prospects
for AI chatbots to impact crowdwork.

Negative outlook. Some responses express a clear nega-
tive view on Generative AI, in that it will replace workers
or at least reduce the number of available tasks. However,
beyond that, some responses mentioned the lack of human

17Given the short, impersonal nature of the responses, we have
not used Clout or Authenticity, which are more useful for analyzing
texts in which the writer tries to establish a rapport with the reader.

18We use the following conventions to report p-values:
**p<.001, *p<.01. P-values have been adjusted for multiple com-
parisons using a Bonferroni correction in all post-hoc tests.



Summary Measure High Low
Analytical Thinking From the perspective of the workers, it’s not I’m not sure, I don’t have much insight

a positive impact to have less jobs available. in that topic.
I think that for some tasks like image identification i think it will have a positive impact because
or labelling, AI chatbots can replace humans causing adds more types of task and helps doing other
a decrease in the amount of available crowdsourcing types of tasks.
tasks.

Emotional Tone Yes I think it provides more opportunities I think it will have a more negative impact,
with the need to train AI (at least initially). because more jobs won’t be available.
Yes, because it’s the future and will help human I rather think it will have a negative impact
beings to improve and make their life easier. because many crowdsourcing jobs (transcriptions,

informations) can be done via AI.

Table 5: LIWC summary measures & example responses scoring high/low on each measure.

Platform # Responses Analytic Tone
Clickworker (C) 219 26.10 20.23
MTurk (M) 194 76.97 83.95
Prolific (P) 249 30.77 20.23
Kruskal-Wallis Chi-squared 77.86*** 36.92***
Post-hoc pairwise test M > C,P M > C,P

*** ***

Table 6: LIWC comparison by platform - median scores.

experience and emotion, which requesters may aim to cap-
ture when crowdsourcing a task at a platform. Finally, an-
other issue raised by Generative AI is that of transparency;
while its use might create uncertainty as to who (or what) is
performing the work.

1. No. It doesn’t have a positive impact because it takes
many freelancers life and also it don’t give an real time
data as compared to tasks done by human being. Most
of the crowdsourcing tasks require a real time data and
real time experience for the good result. As per my point
of view, these AI or Image generators will be useful for
checking purpose only. (MTurk - IN - M - More than 1
year - More than 100 tasks)

2. Artificial Intelligence (AI) chatbots or image generators
give negative effect to crowdsourcing because they give
ready made answered which is not unic and AI is not
feel human emotion so some survey which want human
emotion to solve problem so that case AI not work so i
am not fever with AI they not give quality output. (MTurk
- IN - F - More than 1 year - More than 100 tasks)

3. I believe the actual person should be doing the task to
have more transparency in what is being accomplished in
the crowdsourcing. (Clickworker - US - F - First timer)

Positive outlook. On the other hand, there are crowdwork-
ers who express a generally positive outlook on the influence
of Generative AI. For example, responses mentioned an in-
creasing need for validation to be performed by crowdwork-
ers, as well as the view that chatbots will never be able to
replace genuine human responses. Still another view men-
tioned that the “AI arms race” means that crowdwork will
constantly be required for testing new models.

1. Most of the crowdsourcing jobs I get are either surveys
or validation tasks. I believe AI will be responsible for
more tasks available for validation by a human worker.
(MTurk - IN - M - More than 1 year - More than 100
tasks)

2. Probably positive, but I’m just guessing here. There will
be more studies that deal with ALI chatbots for users to
take. I don’t see chatbots replacing users for surveys be-
cause people want real answers from humans and not just
simulated answers from a bot. (MTurk - US - M - More
than 1 year - More than 100 tasks)

3. They should have a positive impact because, it should be
able to create more opportunities a computer and cannot
fully predict the human mind. There will be more fact
checking type assignments and constant testing of the AI.
Some one will always come out with a new version. (Pro-
lific - US - F - More than 1 year - More than 100 tasks)

Wait and see. A third type of responses expressed a “wait
and see” view on the future of crowdsourcing with Genera-
tive AI. Some responses also expressed a view that we are
currently witnessing some of the short-term changes, which
may level off in the longer term.

1. In the short term, there may be a reduction in the avail-
able jobs - sure. But as AI improves and takes hold, new
jobs may become available. I reckon we will have to wait
and see how things pan out. (MTurk - IN - M - More than
1 year - More than 100 tasks)

2. I think it AI, will have an interesting effect, there are pos-
itives like being able to generate content faster, but also
negatives like biases skewing results. We have to wait and
see. (Prolific - US - M - Less than 6 months - More than
100 tasks)

3. I’m not really sure. It depends on whether the higher ups
are fine with having people use AI for their work or if
they just want to replace them. (Clickworker - US - F -
More than 1 year - More than 100 tasks)

6 Discussion
The analysis of the collected responses clearly indicates
that crowdwokers on MTurk choose to use AI chatbots
to help them complete their crowdsourcing tasks (80.1%),



while only a small percentage of crowdworkers on Pro-
lific (13.1%) and Clickworker (20.9%) resort to the help
of AI chatbots. Regarding the crowdworkers’ intentions to
use this technology in the future, our respondents across
all platforms showed an intention to integrate AI chatbots
in their work. The above observations, partially answering
RQ1, clearly indicate a “preference,” or openness, of crowd-
workers on the MTurk platform to use AI chatbots. As we
have seen, this willingness to apply AI chatbots to their work
can be attributed to the fact that almost all of them use the
technology in their everyday lives (94.3%), as compared to
crowdworkers in the other two platforms, where approxi-
mately only half of those in the collected sample reported
using AI chatbots in their everyday lives.

Being in constant contact with AI chatbots, and observing
their capabilities, it appears that crowdworkers, especially
MTurkers, recognize that this technology can help them in
completing a crowdsourcing task. When crowdworkers were
asked to describe the type of tasks on which they would
use an AI chatbot, more than 40% of workers on Prolific,
and more than 30% of workers on Clickworker, categori-
cally replied that they would not use it, with only about 7%
of MTurkers providing the same answer. This observation,
along with those made from the qualitative open responses
(e.g., “... I return true human work for all other tasks,” “I
believe the actual person should be doing the task to have
more transparency...”), indicates that many workers follow
an unstated “moral code” in their crowdwork activities.

Regarding the second part of RQ1, it appears that surveys,
content creation, information finding and text annnotation
are among the most common tasks to which workers apply
AI chatbots. We noticed that the second most common re-
sponse of MTurkers was that of visual tasks for object iden-
tification, and this response comes rather as a surprise. A
possible explanation for this result, is that crowdworkers re-
sort to ChatGPT for tasks that require multiple labels for an
object identified (e.g., using prompts such as “How might
we describe an image of a flower?”). For instance, in tasks
where workers are required to provide a number of differ-
ent labels, ChatGPT might be consulted in coming up with
additional descriptive terms.

Results collected from our study provide a positive an-
swer to RQ2. It appears that crowdworkers are indeed used
as “detectors” of AI-generated content. Furthermore, this
type of task has been performed both by new and experi-
enced crowdworkers. This indicates that crowdworkers, in-
dependently of their experience level, are already encounter-
ing this type of task, with MTurkers being more exposed to
it, as compared to workers on the other two platforms.

Regarding RQ3, MTurkers have the most positive opinion
of Generative AI and its influence on crowdwork, believ-
ing that this new technology will result in an increase in the
available tasks. Analysis of the textual responses provided
by the MTurkers also indicated a more positive tone when
reporting their opinion on the future of crowdwork. More
than half of crowdworkers at Clickworker have the same
opinion as MTurkers, while workers in Prolific believe that
Generative AI will impact the available tasks in a negative
way (see Figure 2). A possible explanation for these plat-

form differences, is the greater exposure of MTurkers both
to AI chatbots, but also to tasks that ask them to detect AI-
generated content. Thus, it appears that the above-mentioned
stimuli may have led them to form a more positive opinion
towards their future.

Our collected results provide clear evidence – particularly
in the case of MTurk – that Generative AI has already dis-
rupted crowdwork. One way this has happened is via new
types of tasks, which ask workers to detect AI-generated
content, or which ask them explicitly to use ChatGPT to ex-
ecute the task (as described by some workers in their open-
ended responses). Furthermore, crowdworkers reported that
they use AI chatbots to help them complete a crowdsourc-
ing tasks. Thus, many considerations arise relevant to data
quality. For example, in the context of content generation,
the issue of AI systems being self-alimented arises. AI chat-
bots become the creators and consumers of the same data
(Aiyappa et al. 2023). Another example comes from im-
age and text annotations where majority voting is a popular
technique for data aggregation. If information received from
crowdworkers becomes less diverse because they are all us-
ing the same AI chatbot, diversity in crowdsourced data will
shift from being a competitive edge of the crowdsourcing
approach to a utopia.

Given the above observations, new methods for improv-
ing the quality of the collected results are urgently needed.
Although a number of detectors for flagging AI-generated
texts has emerged recently (e.g., ZeroGPT19, ChatGPT De-
tector20, etc.), their effectiveness across a range of textual
genres remains to be seen (Wang et al. 2023) and it may be
the case that they introduce other problems (e.g., false pos-
itives on non-native speakers’ writing (Liang et al. 2023)).
We would venture to say that crowdworkers interacting with
AI chatbots during their work does not necessarily invali-
date it, but rather, the use of AI is something that must be
transparent to the requester. Thus, it may be the case that
platforms will need to establish a code of conduct on the use
of AI in crowdwork.

6.1 Limitations and Future Work

We conducted a light-weight survey, asking a selected set of
questions, aiming at a high engagement of the crowdworkers
with our task. For this reason, we did not emphasize the type
of crowdsourcing tasks workers would resort to with the help
of AI chatbots, providing a short list of crowdsourcing tasks
that are currently popular on commercial platforms. In the
future, we plan to enrich our questionnaire with a more an-
alytical list of crowdsourcing tasks, from which the worker
can choose. Additionally, we plan to ask crowdworkers sup-
plementary questions on how they would use an AI chatbot
for completing a specific task. Finally, we aim at exploring
the crowdworkers’ point of view in having a code of conduct
being established for the use of Generative AI in crowdwork.

19https://www.zerogpt.com
20https://chatgptdetector.co



7 Conclusions
To the best of our knowledge, this is the first study exploring
the extent to which crowdworkers at various platforms use
the help of AI chatbots for completing a crowdsourcing task.
Our results clearly indicate that the large majority of crowd-
worekrs on MTurk use AI chatbots (e.g., ChatGPT) to help
them complete a task, while on the contrary, the large ma-
jority of crowdworkers on Prolific and Clickworkers avoid
the use of these technologies. Crowdworkers on MTurk and
Clickworker have a generally positive attitude on what the
future holds for them in light of the prevalence of Generative
AI tools, while Prolific crowdworkers have serious concerns
about their future in crowdsourcing. Furthermore, crowd-
workers now receive tasks closely associated with Gener-
ative AI (e.g., detection and generation tasks). In summary,
our results provide an idea of what the future of crowdwork
might hold, but they also raise concern for the use of AI
chatbots by crowdworkers, and what this might imply for
the quality of the collected data.
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