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Abstract—Cloud computing has become an increasingly pop-
ular choice for businesses and individuals due to its flexibility,
scalability, and convenience; however, the rising cost of cloud
resources has become a significant concern for many. The pay-
per-use model used in cloud computing means that costs can
accumulate quickly, and the lack of visibility and control can
result in unexpected expenses. The cost structure becomes even
more complicated when dealing with hybrid or multi-cloud
environments. For businesses, the cost of cloud computing can be
a significant portion of their IT budget, and any savings can lead
to better financial stability and competitiveness. In this respect,
it is essential to manage cloud costs effectively. This requires a
deep understanding of current resource utilization, forecasting
future needs, and optimising resource utilization to control costs.
To address this challenge, new tools and techniques are being
developed to provide more visibility and control over cloud
computing costs. In this respect, this paper explores a graph-
based solution for modelling cost elements and cloud resources
and potential ways to solve the resulting constraint problem
of cost optimisation. We primarily consider utilization, cost,
performance, and availability in this context. Such an approach
will eventually help organizations make informed decisions about
cloud resource placement and manage the costs of software
applications and data workflows deployed in single, hybrid, or
multi-cloud environments.

Index Terms—cloud, cost, optimisation, graph

I. INTRODUCTION

Cloud computing has experienced exponential growth in
recent years, and organizations have increasingly embraced
cloud services to meet their computing needs. According to
Gartner, most enterprises, 85%, are expected to adopt a cloud-
first approach by 2025 [1]. The advantages of cloud comput-
ing, including scalability and flexibility, are well known, but
the challenge of managing the costs associated with cloud
computing remains a significant concern. As organizations
continue to move a greater portion of their computing work-
loads to the cloud, cost optimisation becomes even more crit-
ical. The cost of cloud resources can rapidly accumulate, and
organizations must proactively manage cloud costs to avoid
unexpected and potentially costly expenses. The cost structure
becomes even more complicated when dealing with hybrid or
multi-cloud environments [2]. Managing cloud costs requires

understanding resource utilization and the trade-offs between
cost, performance, and availability. While challenging, cost
optimisation can free up financial resources for other tasks
and improve overall business performance.

The rapid growth of cloud computing has driven significant
investment in research and development in the field of cloud
cost optimisation [3]. Despite this investment, there is still a
need for practical yet effective solutions to help organizations
manage their cloud computing costs more effectively. In this
respect, this paper explores a solution for modelling cost
elements and cloud resources in the form of a graph and
potential ways to solve the resulting constraint problem of
cost optimisation. This presents the opportunity to consider a
range of factors, including utilization, cost, performance, and
availability. The significance of such an approach lies in its
potential to help organizations make informed decisions about
cloud resource placement and provide them with a solution for
managing their cloud computing costs effectively for a wide
range of software applications and data workflows [4]–[6] in
single, hybrid, or multi-cloud environments.

The rest of the paper is organized as follows. Section II
describes the elements of the cloud computing cost, while
Section III presents the related work. Section IV describes
cloud cost optimisation approaches in general, while Section
V explores a preliminary solution. Finally, Section VI provides
a discussion and concludes the paper.

II. CLOUD COMPUTING COST

Cloud computing is a model for delivering on-demand
computing resources over the internet. Its cost can be di-
vided into three main categories: compute, data transfer, and
storage. Compute costs include the cost of virtual machines,
containers, serverless functions, etc. Data transfer costs include
transferring data within the cloud service providers’ (CSP)
network and to/from an external network. The cost structure
for cloud storage is divided into four groups: data storage cost,
network usage cost, transaction cost, and data replication cost.
Data storage is the cost of storing data in the cloud, which
is charged on a GB-per-month basis. Different storage tiers



have different pricing, and some CSPs offer block-rate pricing,
where the larger the amount of data, the lower the unit costs.
Transaction costs are associated with managing, monitoring,
and controlling a transaction when reading or writing data to
cloud storage. Network usage costs are based on the amount
of data transferred over the network. Data replication cost
refers to replicating data from on-premises storage to the cloud
or from one instance to another. By default, three copies
are stored for each chunk of uploaded data to achieve high
data reliability and better disaster recovery. In addition, there
are several optional costs, including data management, data
backup, and data security. Users can optimise mandatory cost
elements, but they cannot avoid them.

In short, understanding the cost structure of cloud comput-
ing can be a difficult and intricate task due to the complex
pricing models offered by various CSPs. Comparing costs and
selecting the most suitable option for a particular application
can be challenging. Researchers have attempted to simplify it
to make it easier for users to comprehend the complexity of the
cloud cost structure, e.g., [7]. Martens et al. [8] have observed
that many cloud cost evaluations lack a systematic approach to
cost estimation, which is necessary to understand the different
pricing models of cloud services. When selecting a CSP, the
cost is not the only factor to consider. There are other quality
of service (QoS) elements, such as network performance,
data availability, consistency, security, etc. This gives rise to
certain trade-offs such as storage-computation, storage-cache,
storage-network, availability-reliability, and cost-performance
[7], which means balancing different factors to make decisions
about resource allocation and use. These must be considered
when deploying applications to the cloud. A potential solution
should be able to find the optimal resource placement strategy
for performance by quantifying the QoS elements.

III. RELATED WORK

The field of cloud cost optimisation has received significant
attention in recent years, with numerous studies exploring
different approaches to reducing cloud computing costs. These
approaches concerning the deployment phase can be divided
into pre- and post-deployment. Regarding strategies, costs
can be reduced by optimising compute costs, network costs,
and storage costs or by optimising resource placement, i.e.,
choosing the most suitable resources and location based on
cost and other QoS elements. Storage cost optimisation deals
with the cost of storing data literally and the associated costs.
It can be done before or after application deployment. Network
cost optimisation deals with the cost of using the network to
transfer data between different regions and transferring data
from storage servers to compute resources. It is applied before
application deployment. Lastly, compute cost optimisation
deals with the cost of compute resources, such as virtual
machines and GPUs. In the rest of this section, we provide
an overview of the relevant research in the field, focusing on
studies that investigated the use of optimisation algorithms for
cloud cost management.

a) Pre-deployment techniques: Regarding network cost
optimisation, Mansouri et al. [9] proposed an approach to
minimize the cost of data placement for applications with time-
varying workloads, while Zeng et al. [10] proposed a method
for economically deploying edge servers in wireless metropoli-
tan area networks. Shao et al. [11] proposed a data placement
strategy for IoT services in wireless networks, which considers
user distribution density to determine optimal edge server
deployment locations and minimize deployment costs. For
storage cost optimisation, Wang et al. [12] proposed a solution
based on an architecture and Non-Dominated Sorting Genetic
Algorithm II (NSGA-II) for multi-cloud storage. This solution
aimed to reduce overall cost and maximize data availability
simultaneously by using an entropy approach to find the best
option from the set of non-dominated solutions known as
the Pareto-optimal set. Moreover, multi-objective optimisation
algorithms have been explored for resource placement (storage
selection) to find an optimal solution that balances cost, per-
formance, and availability. This approach has shown promise
in finding solutions that trade-off between these objectives.
Ilieva et al. [13] proposed a new approach for evaluating
and ranking cloud services, which combines multi-criteria and
fuzzy approaches to consider various factors. Oki et al. [14]
presented selection models for cloud storage to satisfy data
availability requirements, and Halimi et al. [15] proposed
a QoS-focused approach for storage service allocation that
considers various QoS objectives to improve the performance
and scalability of cloud storage systems.

b) Post-deployment techniques: For storage cost optimi-
sation, Liu et al. [16], [17] proposed an algorithm based on
Markov decision processes and deep reinforcement learning
to determine cost-effective tiers and evaluated on real-world
traces and proved to achieve significant savings. Mansouri et
al. [18] proposed an optimal offline dynamic programming
algorithm and two practical online algorithms for determining
the placement of objects in hot and cold tiers in tiered cloud
storage to minimize monetary costs and improve the quality
of service. Erradi et al. [19] also proposed a cost-optimising
approach for tiered cloud storage. Liu and Shen [17] proposed
a method for efficient storage resource distribution, which
includes three enhancement strategies to reduce payment
cost and service latency. Compute costs optimisation area
of research focuses on cloud resource provisioning, where
optimisation algorithms are used to find the optimal allocation
of cloud resources to ensure necessary levels of performance
and availability while minimizing costs. For example, Traneva
et al. [20] presented a method for cost optimisation by resource
provisioning in cloud computing by considering uncertainty in
resource usage. Zheng et al. [21] proposed an algorithm for
cost optimisation for scheduling scientific workflows on clouds
under deadline constraints.

c) Discussion: In summary, the literature review demon-
strates a growing body of research focused on cloud cost op-
timisation, with various optimisation algorithms proposed and
evaluated. However, these algorithms do not address industry-
specific requirements, and most of them are not evaluated in



Fig. 1. High-level diagram illustrating an ideal cost optimisation scenario.

real-world scenarios. We explore a new solution to cloud cost
optimisation by modelling cost elements and cloud resources
in the form of a graph and quantifying QoS elements to
address the trade-offs. Graph theory has been proven effective
in finding optimized solutions for problems in a wide range of
domains, including the cloud environment, such as data repli-
cation [22] and caching [23]; therefore, we find it promising
for cloud cost modelling and optimisation as well. The solution
should be applicable to new and existing applications in the
cloud; be able to address multiple challenges, such as compute
and storage resource placement and network cost optimisation;
and have the ability to incorporate QoS requirements.

IV. COST OPTIMISATION

We break down the complete process of cloud cost optimi-
sation into six paths described in what follows.

1) Optimisation of the network cost by proposing new
locations for cloud resources: This path focuses on
identifying the most suitable locations for compute and
storage resources to ensure optimal performance and
cost efficiency. By analyzing data access patterns and
workload requirements, the solution shall suggest new
locations for the resources that can achieve the best pos-
sible balance between performance and cost. However,
if it is done post-deployment, migration costs will apply.

2) Optimisation of storage cost by proposing the optimal
number of storage instances: This path expands the
optimisation approach to include storage, backup, and
archiving. By proposing new locations and an optimal
number of storage instances, the system can ensure that
data is stored cost-effectively and efficiently. In a hybrid
cloud, a storage instance is a server and for the public,
a storage bucket in a zone/region.

3) Optimisation of compute cost by proposing the optimal
number of compute resources (VMs, GPU): By carefully
selecting the number of virtual machines and GPUs
needed for a specific workload, the overall cost of com-
pute resources can be minimized, while still ensuring
that the application runs smoothly and efficiently.

4) Optimisation of compute cost by scaling compute re-
sources: This path focuses on optimising the system’s
compute resources to ensure they are appropriately
scaled to meet the workload requirements. Analyzing
the workload patterns and scaling the compute resources
accordingly can reduce costs and improve performance.

5) Optimising storage costs through data migration be-
tween storage tiers: This path involves migrating data
between storage tiers to save cost by identifying oppor-
tunities to move data to lower-cost storage tiers without
compromising performance. It can be done by analysing
data access patterns and workload requirements.

6) Proposing more efficient and cost-effective resource al-
ternatives: This path involves identifying alternative so-
lutions that can provide the same or better performance
while reducing costs. By analyzing the system’s current
configuration and workload requirements, the proposed
solution can suggest better and cost-effective alterna-
tives, such as different CSP or hardware options, such
as spot VMs instead of regular VMs, containerization
instead of VMs, serverless computing instead of fixed
provisioning, etc. However, this may require changes in
the architecture/implementation of the system.

An illustration of an ideal cost optimisation scenario con-
taining all the six paths is exemplified in Figure 1. The goal is
to show how each optimisation path will work when put into
action. The proposed architecture is not the actual represen-



tation of the optimised scenario. The designed architecture,
which could be for a large software application or a multi-
step big data workflow, has data storage in five locations, with
compute resources placed at two locations near all storage
servers. Additionally, a separate data lake is deployed for
the data archive. After passing through the cost optimisation
techniques, this architecture gets modified based on user
requirements, such as required resources and their location,
and data access patterns (i.e., improved architecture). This
scenario can offer several benefits; firstly, assuming compute
resources only access one data storage, moving them closer
to the data store will significantly reduce data transfer costs.
Secondly, centralizing the system status and moving the data
archive to the same location as the actual storage will reduce
overhead costs and improve overall efficiency.

V. GRAPH-BASED CLOUD COST MODELLING AND
OPTIMISATION

The proposed preliminary solution, shown in Figure 2,
targets paths 1, 2, and 3 as described in Section IV and aims
to find the most suitable placement and the number of cloud
service instances in terms of storage and compute resources,
hence optimising compute, storage and most importantly net-
work costs. This involves developing a model that considers
the number and location of cloud services deployed, the data
access patterns, and an algorithm to suggest the most efficient
number and location for cloud service instances.

Followings are the steps to implement the proposed solution:
a) Purpose clarification: It is an essential first step

that involves the identification of both the functional and
non-functional requirements that are specific to the industry.
Functional requirements include the specific tasks that the
application should be able to perform, such as data storage,
data processing, data retrieval, and data analysis. On the
other hand, non-functional requirements include the quality
attributes that the application should possess, such as latency,
availability, and durability. Considering these requirements
makes it possible to determine the necessary resources re-
quired, including storage servers and compute resources.

b) Designed architecture: In this solution proposal, de-
signing an architecture for the software application is critical.
The architecture outlines the geographic locations where cloud
resources will be deployed, their type, and the data flow
within the application. It will define the constraints regarding
which resources can be moved and to what extent (within a
country, region, or continent) and the resource requirements
(the amount of storage space, CPU, and RAM required). This
also must consider various factors, such as the number and
location of cloud resources, data flow, QoS requirements, etc.
The output of this step will be used as a basis for graph
creation in the next step. To ensure the feasibility of the
architecture, it is essential to consider several key factors
during the design phase such as the verification of cloud
resource availability in designated regions and specifying data
flow in the application for efficient processing and storage.

c) Graph creation: Creating a graph based on the in-
formation gathered from the previous steps presents a few
challenges. Cloud resources can be treated as graph nodes, and
the network usage cost can be specified as the edge. However,
multiple cost elements must be considered, such as storage,
compute, security, and other cloud resource costs. As seen in
Figure 2, the nodes in yellow represent compute resources,
while the blue nodes represent storage resources. Ca1, Ca2...
are the compute resource costs, and Sa1, Sa2... are the storage
resource costs. We denote the edges as eij , which represent the
weights of the graph and in this case the costs of services. For
finding the cost-optimal solution, storage and compute costs
are not the only factors to be considered. To ensure that all
costs are accounted for, we must also consider the costs of
services, such as network usage costs. To solve this problem,
we can treat nij as the network cost between the nodes Ci

and Sj , hence eij be as follows: 1

eij = Ci + nij + Si (1)

To incorporate QoS elements, we assume latency, availability,
and durability as lij , aij (quantified value based on the SLAs),
and dij (numerical representation of the redundancy model),
respectively. Similarly, taking wl, wa, and wd as weights in
percentage to define the importance of each factor as per
requirements and N as the normalising constant. Using a cost-
effectiveness ratio (CER), we can quantify lij , aij , and dij as:

f(CERl|CERa|CERd) =
Cost

(1− (lij |aij |dij)×N)
×w(l|a|d)

(2)
For example, if the cost of Server A is $150 and its latency
performance is 0.3 2, the cost-effectiveness ratio would be:

150
(1−0.3)×10 = 21.42 $

sec. . Similarly, if Server B has a cost
of $200 and a latency performance of 0.2, then its cost-
effectiveness ratio would be: 200

(1−0.2)×10 = 25 $
sec. . In this case,

Server A would be more cost-efficient than Server B.
Hence, f(QoS) will be:

f(QoS)ij = f(CERl)ij + f(CERa)ij + f(CERd)ij (3)

Putting Equations 1, 2 and 3 together, we will get:

eij = Ci + nij + Si + f(QoS)ij (4)

This way, additional costs, such as security and encryption,
can also be included in the calculation. Once the weights are
specified on the edges, all possible resource combinations in a
graph can be formed. For example, as per Figure 2, Location
A has three compute and two storage instances; similarly,
Location B has five compute and four storage instances.
Assuming only one storage and one compute instance are
required in each location, the number of resource combi-
nations in the graph for just these two locations will be
Num(S)A × Num(C)B + Num(S)B × Num(C)C , which
in this case will be (2 × 5) + (3 × 4) = 22. The total

1Equation 1 refers to a general formula, multiple variations might be used
to avoid redundancy in the cost calculation.

2Latency performance of 300ms divided by 1000.



Fig. 2. Illustration of directed graph data structure based on required cloud resources for big data applications deployed in a cloud environment.

number of combinations can be calculated using Equation 5.
The complexity and the total number can be increased when
more resources are required in each location.

Total = Σn
x=1(Num(S)x ×Num(C)x+1) (5)

d) Implementation: A potential implementation could
begin with the collection and normalization of input data. The
following are the detailed execution steps:

1) Obtain a list of regions where the desired services are
available within the specified geographic location. This
information will be utilized to create the graph nodes.

2) Using the CSPs’ “Billing API”, such as the one pro-
vided by Google3, for cost estimations of the requested
services, the weights of the edges will be set.

3) Nodes and edges obtained in the previous steps will
be combined and transformed into a graph. This data
structure will serve as the foundation for the next step.

4) Find the optimal solution that minimizes the cost and
satisfies the necessary performance requirements by
addressing the constraint problem. These include, for
example, trade-offs, a limit on the amount of storage
or compute resources available within a specific cloud
provider or location, or QoS requirements of the ap-
plications running on the cloud resources, which could
impact the selection of suitable cloud resources for cost
optimization.

e) Possible algorithms: One or more shortest-path algo-
rithms or graph-neural network (GNN) [24] could be used to
find the optimal solution for big data application deployment in

3https://cloud.google.com/billing/docs/reference/rest

the cloud environment. Shortest path algorithms are a class of
algorithms used to find the shortest path between two vertices
in a graph. Some of the most popular algorithms are: Dijkstra’s
algorithm [25], Bellman-Ford algorithm [26], A* algorithm
[27], Floyd-Warshall algorithm [28], Johnson algorithm [29].
GNN [30], on the other hand, is a type of artificial neural
network designed to operate on graph-structured data.

Such a solution is currently missing in the literature and
presents a significant challenge for the cost-effective and
efficient use of cloud resources. Our solution proposal of-
fers several benefits, including increased efficiency, and cost
savings. However, it is important to note that implementing
this solution may require changes to the architecture and
behaviour of the system, which could be a trade-off depending
on the changes made. The solution uses a graph structure,
conceptualizing each region with a cloud service instance as
a node for storage or processing. Graph theory is then used
to identify the optimal path between nodes, reducing costs by
optimizing cloud resource placement. To minimize the cost
of network usage, the flow of information between the nodes
will be pre-defined, and the data transfer cost from one node
to another will be treated as the weight and specified on the
edge connecting the two nodes. The designed architecture
may include resources selected for each location, for example,
some in Europe West, others in Europe East, and perhaps
some in US East. However, multiple options are available
from CSPs for each location, such as EuWest1, EuWest2,
EuEast1, EuEast2, and so on. Based on the resources selected
in the designed architecture, the algorithm will determine the
optimised path between the selected locations.



VI. DISCUSSION & CONCLUSIONS

In this paper, we explored a graph-based solution for the
cloud cost modelling and optimisation problem, as a first
step by modelling cost elements and cloud resources in the
form of a graph and potential ways to solve the resulting
constraint problem. The proposed solution has the potential to
address industry-specific needs and provide tailored solutions
for particular industries that may have unique requirements or
challenges. This is due to its ability to take into account several
cloud resources, to define information flow due to the directed
nature of graphs, and its applicability to single or multi-
cloud environments. However, this solution is not without
its challenges. For example, placing compute resources at
multiple locations requires careful planning and coordination.
Despite these, the proposed solution is a material step in opti-
mising cloud costs. Optimising cloud resources can minimize
costs and achieve the maximum performance possible within
specific cost constraints. Developing such a solution would
be notable in the field and have significant implications for
practical applications and the potential for further research.

For future work, we aim to start by developing the proposed
graph-based model, which can optimise resource placement
and utility in cloud environments for big data workflows. To
measure the cost-effectiveness of the proposed solution, it is
necessary to simulate the real operations of the application.
Hence, existing software applications that have already been
deployed on the cloud can be used as input and redeployed
based on the optimised solution proposed by the new graph-
based solution. This can provide a more realistic evaluation of
the proposed solution and its potential effectiveness.
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