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… [data provenance] is rarely discussed in the machine learning 
community. Documenting the creation and use of datasets has 
received even less attention. Despite the importance of data to 
machine learning, there is currently no standardized process for 
documenting machine learning datasets. 

Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., III, H. D., & 
Crawford, K. (2021). Datasheets for datasets. Communications of the ACM, 64(12), 86–92. 
https://doi.org/10.1145/3458723 

Data Provenance

https://doi.org/10.1145/3458723


To engage scholarly uses of web archives and support 
researchers, we must first study web archives practice to 
understand and communicate the impacts on resulting 
collections. This study thus asks: How can the sociotechnical 
process of creating web archives collections be systematically 
structured and documented? 

Maemura, E., Worby, N., Milligan, I., & Becker, C. (2018). If These Crawls Could Talk: 
Studying and Documenting Web Archives Provenance. Journal of the Association for 
Information Science and Technology, 69(10), 1223–1233. https://doi.org/10.1002/asi.24048 

https://doi.org/10.1002/asi.24048


- What are our similar / different needs, motivations?
- What can web archives learn from the Datasheets for 

Datasets approach developed by Gebru et al.?
- What can the existing work on documentation from 

the web archives community contribute to ML?

Data Documentation: Web Archives vs. ML 

Does ML present an opportunity for web archives use? 

Can we adopt the model of datasheets documentation 
to support new uses of web archives collections?



Comparing 
Web Archives and  ML Datasets
What are ML Datasets used in Large Language Models?



Large Language Models: GPT-2 by OpenAI

GPT-2 writing a fictional news article about Edward Snowden's actions after winning the 2020 United 
States presidential election (all highlighted text is machine-generated). While Snowden had (at the time of 
generation) never been elected to public office, the generated sample is grammatically and stylistically 
valid. (Example from Wikipedia)

https://en.wikipedia.org/wiki/GPT-2#/media/File:GPT-2-PresidentSnowden.PNG


GPT-2 / 
OpenAI

Radford, A., Wu, J., Amodei, D., Amodei, D., Clark, J., Brundage, M., & Sutskever, I. (2019, February 14). Better 
Language Models and Their Implications. OpenAI. https://openai.com/blog/better-language-models/
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Language Models and Their Implications. OpenAI. https://openai.com/blog/better-language-models/

1. We created a new dataset which emphasizes diversity 
of content, by scraping content from the Internet. In 
order to preserve document quality, we used only 
pages which have been curated/filtered by 
humans—specifically, we used outbound links from 
Reddit which received at least 3 karma. This can be 
thought of as a heuristic indicator for whether other 
users found the link interesting (whether educational 
or funny), leading to higher data quality than other 
similar datasets, such as CommonCrawl.
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1. We created a new dataset which emphasizes diversity 
of content, by scraping content from the Internet. In 
order to preserve document quality, we used only 
pages which have been curated/filtered by 
humans—specifically, we used outbound links from 
Reddit which received at least 3 karma. This can be 
thought of as a heuristic indicator for whether other 
users found the link interesting (whether educational 
or funny), leading to higher data quality than other 
similar datasets, such as CommonCrawl.



Comparing Web Archives and ML datasets

Similarities:
● Are collected via crawling websites
● Represent the outcomes of curation decisions

○ crawl depth (#hops), scale
○ quality, interest, relevance, representativeness



GPT-2 and GPT-3 created by OpenAI

https://www.theverge.com/2019/2/14/18224704/ai-machine-learning-language-models-read-write-openai-gpt2



Comparing Web Archives and ML datasets

Differences:
● ML has immediate and widespread applications in crime 

prediction, employment, finance
● ML focus on accuracy, ground truth, task completion



Comparing Description in 
Web Archives and ML

What do Datasheets for Datasets document?



Despite the importance of data to machine learning, there is currently no 
standardized process for documenting machine learning datasets. 

To address this gap, we propose datasheets for datasets. In the electronics 
industry, every component, no matter how simple or complex, is 
accompanied with a datasheet describing its operating characteristics, 
test results, recommended usage, and other information. By analogy, we 
propose that every dataset be accompanied with a datasheet that 
documents its motivation, composition, collection process, 
recommended uses, and so on. 

Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., III, H. D., & 
Crawford, K. (2021). Datasheets for datasets. Communications of the ACM, 64(12), 86–92. 
https://doi.org/10.1145/3458723 

https://doi.org/10.1145/3458723


Datasheets for Datasets



Datasheets for Datasets: Development

Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., 
Wallach, H., Daumé III, H., & Crawford, K. (2018). 
Datasheets for Datasets. ArXiv:1803.09010 [Cs]. 
http://arxiv.org/abs/1803.09010

Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., 
Wallach, H., III, H. D., & Crawford, K. (2021). Datasheets 
for datasets. Communications of the ACM, 64(12), 86–92. 
https://doi.org/10.1145/3458723

http://arxiv.org/abs/1803.09010
http://arxiv.org/abs/1803.09010
https://doi.org/10.1145/3458723
https://doi.org/10.1145/3458723


Datasheets: Questions and Workflow

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.

Legal & Ethical Considerations section was 
included in the 2018 Working Paper draft, removed 
in final publication which instead “introduced 
factual questions intended to elicit relevant 
information about compliance without requiring 
dataset creators to make legal judgments.”



Datasheets: Questions and Workflow

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.

1. For what purpose was the dataset 
created?

2. Who created the dataset (for example, 
which team, research group) and on 
behalf of which entity (for example, 
company, institution, organization)?



Datasheets: Questions and Workflow

5. What do the instances that comprise 
the dataset represent (for example, 
documents, photos, people, countries)?

6. How many instances are there in total 
(of each type, if appropriate)?

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.



Datasheets: Questions and Workflow

22. What mechanisms or procedures were 
used to collect the data (for example, 
hardware apparatuses or sensors, 
manual human curation, software 
programs, software APIs)?

24. Who was involved in the data collection 
process (for example, students, 
crowdworkers, contractors) and how 
were they compensated (for example, 
how much were crowdworkers paid)?

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.



Datasheets: Questions and Workflow

34. Was the “raw” data saved in addition to 
the preprocessed/cleaned/labeled data 
(for example, to support unanticipated 
future uses)?

35. Is the software that was used to 
preprocess/clean/label the data 
available?

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.



Datasheets: Questions and Workflow

38. Is there a repository that links to any or 
all papers or systems that use the 
dataset?

40. Is there anything about the composition 
of the dataset or the way it was 
collected and preprocessed/cleaned 
/labeled that might impact future uses?

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.



Datasheets: Questions and Workflow

44. How will the dataset be distributed (for 
example, tarball on website, API, 
GitHub)? Does the dataset have a 
digital object identifier (DOI)?

45. When will the dataset be distributed?
46. Will the dataset be distributed under a 

copyright or other intellectual property 
(IP) license, and/or under applicable 
terms of use (ToU)?

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.



Datasheets: Questions and Workflow

50. Who will be supporting/hosting/ 
maintaining the dataset?

51. How can the owner/curator/manager of 
the dataset be contacted (for example, 
email address)?

52. Is there an erratum?

1. Motivation; 
2. Composition; 
3. Collection Process; 
4. Preprocessing/Cleaning

/Labeling; 
5. Uses
6. Distribution; 
7. Maintenance.



Comparing with Web Archives

Documenting Elements of Web Archives Provenance

● Scoping Elements
● Process Elements
● Context Elements

Maemura, E., Worby, N., Milligan, I., & Becker, C. (2018). If These Crawls 
Could Talk: Studying and Documenting Web Archives Provenance. 
Journal of the Association for Information Science and Technology, 69(10), 
1223–1233. https://doi.org/10.1002/asi.24048  

https://doi.org/10.1002/asi.24048






Structured Comparison: A Crosswalk

Datasheets Categories

Motivation

Composition

Collection Process

Preprocessing/Cleaning/Labeling

Uses

Distribution

Maintenance

“If These Crawls…” Elements

Scoping: Motivation, Focus, …

Process: Scheduled events, …

Context: Legal, Institutional, …

57 Questions 27 Questions





Crosswalk Findings: Alignment and Overlap

● Motivation for datasets
○ purpose, who created the dataset

● Composition of datasets
○  Metadata / labels, missing information

● Collection process
○ Timeframe of collection, mechanisms or procedures



Higher Degree of Granularity “Datasheets”

● Composition
○ recommended data splits
○ known errors, noise, redundancies
○ confidential, offensive, identifying subpopulations

● Uses
○ past uses, potential future uses, “tasks for which the 

dataset should not be used”



Higher Degree of Granularity “If These Crawls”

● Collection Process
○ human decisions (reappraisal, unscheduled events)

● Context
○ policy and organizational changes over time



Imperfect Alignment / Important Distinctions

● Funding and motivations
○ Who funded the creation of the dataset? 
○ vs. organizational commitment, data budget, 

resources used over time
● Ethics and consent

○ Did the individuals in question consent to the 
collection and use of their data? + revoking consent

○ vs. How were restrictions such as robots.txt and 
blocks handled?



Imperfect Alignment / Important Distinctions

● Who was involved in the data collection process
○ Datasheets question addresses roles (students, 

crowdworkers, contractors) and compensation 
○ vs. dedicated staff resources in institutional context

● Ongoing evolution of datasets 
○ Datasheets treats more as product (to be distributed, 

maintained)
○ vs. policies and resources changing over time



Crosswalk Summary

“Datasheets” brings important perspectives on how 
people are represented in web data, and focuses 
description on who was involved in collecting. 

“If These Crawls” elements are grounded in existing 
organizational and institutional configurations, and 
describe the how of collecting in greater detail.



Lessons learned from both 
ML and Web Archives



“Lessons from Archives” for ML
In spite of its fundamental nature however, data collection remains an 
overlooked part of the machine learning (ML) pipeline. In this paper we 
argue that a new specialization should be formed within ML that is 
focused on methodologies for data collection and annotation: efforts that 
require institutional frameworks and procedures. Specifically for 
sociocultural data, parallels can be drawn from archives and libraries.

Jo, E. S., & Gebru, T. (2020). Lessons from archives: Strategies for collecting sociocultural 
data in machine learning. Proceedings of the 2020 Conference on Fairness, Accountability, and 
Transparency, 306–316. https://doi.org/10.1145/3351095.3372829

https://doi.org/10.1145/3351095.3372829


Lessons from Archives

Figure 2: Example categories of data collection practices on supervision scale.



Lessons from Web Archives

Documenting Curatorial 
Intervention at Scale

Figure 2: Example categories of data collection practices on supervision scale.



Lessons from ML: Addressing gaps and biases

For GPT-2’s dataset focused on Reddit links:
● recognizing the datasets ‘inherits’ biases “Pew Internet Research’s 

2013 survey reveals Reddit users in the United States are more likely 
to be male, in their late-teens to twenties, and urbanites.”

Generating “Complement” Dataset in response: 
● which “aims to actively collect the variety of English spoken by 

American culture broadly … from peoples underrepresented on the 
internet. The dataset is especially focused on colloquial American 
English across class, education levels, age, and immigration status.”

Jo, E. S., & Gebru, T. (2020). Lessons from archives: Strategies for collecting sociocultural data in machine 
learning. FAccT 2020, 306–316. https://doi.org/10.1145/3351095.3372829

https://doi.org/10.1145/3351095.3372829


Conclusions and Next Steps



https://github.com/bigscience-workshop/lam 

https://github.com/bigscience-workshop/lam


Conclusions Questions / Provocations

● Should we consider ML training data to be a kind of 
‘archived web dataset’? Does that alignment help or 
hinder the web archives community?

● Datasheets for Datasets presents one model for 
documentation, can other potential data description 
formats provide useful models to relate our work to other 
communities, audiences?
○ e.g. Codebooks, Data biography, Data user guides examples 

described in Data Feminism to ‘Consider Context’



Thank You!
emaemura@illinois.edu



More on learning from ML: Stochastic Parrots

● environmental impact and scale of LLMs
● “size doesn’t guarantee diversity”
● potential harms to marginalized populations through 

‘data cleaning’ based on removing ‘bad words’

Bender, E. M., Gebru, T., McMillan-Major, A., & Shmitchell, S. (2021). On the Dangers of 
Stochastic Parrots: Can Language Models Be Too Big? 🦜 Proceedings of the 2021 ACM 
Conference on Fairness, Accountability, and Transparency, 610–623. 
https://doi.org/10.1145/3442188.3445922

https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922


More on learning from ML: Stochastic Parrots

While documentation allows for potential accountability, 
undocumented training data perpetuates harm without recourse. 
Without documentation, one cannot try to understand training 
data characteristics in order to mitigate some of these attested 
issues or even unknown ones. The solution, we propose, is to 
budget for documentation as part of the planned costs of dataset 
creation, and only collect as much data as can be thoroughly 
documented within that budget.

Bender, E. M., Gebru, T., McMillan-Major, A., & Shmitchell, S. (2021). On the Dangers of 
Stochastic Parrots: Can Language Models Be Too Big? 🦜 FAccT 2021, 610–623. 
https://doi.org/10.1145/3442188.3445922

https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922



