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A B S T R A C T   

The review provides an overview of patents on AI-enabled precision psychiatry tools published between 2015 
and mid-October 2022. Multiple analytic approaches, such as graphic network analysis and topic modeling, are 
used to analyze the scope, content, and trends of the retained patents. The included tools aim to provide accurate 
diagnoses according to established psychometric criteria, predict the response to specific treatment approaches, 
suggest optimal treatments, and make prognoses regarding disorder courses without intervention. About one- 
third of the tools recommend treatment options or include treatment administration related to digital thera
peutics, pharmacotherapy, and electrotherapy. Data sources used to make predictions include behavioral data 
collected through mobile devices, neuroimaging, and electronic health records. The complexity of technology 
combinations used in the included devices has increased until 2021. The topics extracted from the patent data 
illuminate current trends and potential future developments in AI-enabled precision psychiatry. The most im
pactful patents and associated available products reveal relevant commercialization possibilities and likely future 
developments. Overall, the review highlights the potential of adopting AI-enabled precision psychiatry tools in 
practice.   

1. Introduction 

The lack of understanding of the pathophysiology of mental disor
ders contributes to the difficulty of treating them. Symptoms can be 
shared between multiple disorders, and the intensity or presence of 
these symptoms can differ dramatically between people that fall within 
the same diagnostic category (Fernandes et al., 2017; Kendler, 2016; 
Newson et al., 2020). As a result, people with mental health issues may 
go through months or even years of treatment before receiving the right 
medication or suitable psychotherapy (Bzdok & Meyer-Lindenberg, 
2018). These changes in treatment plans or ineffective treatment can 
have a negative effect on the patient’s quality of life and can lead to high 
healthcare costs (Zanardi et al., 2021). 

Precision psychiatry may offer remedies against the prevalent trial- 
and-error approach in mental healthcare. Similar to precision medi
cine, precision psychiatry considers individual variability in biological, 
environmental, and lifestyle factors to make appropriate treatment 
recommendations (Fernandes et al., 2017; Salazar de Pablo et al., 2021). 
Rather than concentrating on creating new treatments that are 

successful for most patients, precision psychiatry focuses on the exact 
choice of an effective treatment for one patient or a small group of pa
tients (Bzdok & Meyer-Lindenberg, 2018; Fernandes et al., 2017; Rush 
et al., 2006). For example, a particular antidepressant may be more 
effective in one patient than another, even if both suffer from major 
depressive disorder (Chekroud et al., 2016), and certain psychothera
peutic treatment strategies may be more or less effective for different 
patients (Lutz et al., 2022). Precision psychiatry utilizes data from 
multiple sources (e.g., brain imaging, health records, demographic data, 
or self-reported experience) to gain an understanding of complex illness 
mechanisms and provide effective treatment options (Fernandes et al., 
2017; Salazar de Pablo et al., 2021). Precision psychiatry is a tool that 
can be used to identify mental conditions (diagnostic approach), antic
ipate the potential onset of a condition in the future (prognostic 
approach), and forecast the response to a treatment plan (treatment 
prediction approach) at the individual level (Lin et al., 2020; Salazar de 
Pablo et al., 2021). 

Artificial Intelligence (AI) through Machine Learning (ML) can be 
particularly effective in deriving predictions at the individual level 

* Corresponding author. Geschwister-Scholl-Platz 1, 80539, Munich, Germany. 
E-mail address: anne-kathrin.kleine@psy.lmu.de (A.-K. Kleine).  

Contents lists available at ScienceDirect 

Computers in Human Behavior Reports 

journal homepage: www.sciencedirect.com/journal/computers-in-human-behavior-reports 

https://doi.org/10.1016/j.chbr.2023.100322 
Received 23 March 2023; Received in revised form 17 July 2023; Accepted 21 August 2023   

mailto:anne-kathrin.kleine@psy.lmu.de
www.sciencedirect.com/science/journal/24519588
https://www.sciencedirect.com/journal/computers-in-human-behavior-reports
https://doi.org/10.1016/j.chbr.2023.100322
https://doi.org/10.1016/j.chbr.2023.100322
https://doi.org/10.1016/j.chbr.2023.100322
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Computers in Human Behavior Reports 12 (2023) 100322

2

(Bzdok & Meyer-Lindenberg, 2018). ML algorithms can be used to 
identify intricate patterns in observational data to accurately make 
quantitative (e.g., symptom severity) and categorical (e.g., disorder 
subgroups) predictions in clinical settings. This typically involves a 
three-step procedure: a) training the algorithm on a data set, b) refining 
it until its predictions are satisfactory, and c) utilizing the gleaned in
sights to make predictions for new data or future events (Bzdok & 
Meyer-Lindenberg, 2018; Dwyer et al., 2018). In recent years, re
searchers have been dedicating significant attention to the development 
of highly accurate ML-generated predictions in precision psychiatry. For 
example, Yahata et al. (2016) identified a small number of functional 
connections from brain imaging data that can differentiate typically 
developed people from those with autism, with their model achieving an 
85% accuracy rate when tested on an independent sample. Similarly, 
Drysdale et al. (2017) used functional images from patients with mental 
illness to cluster them into four neurophysiological depression subtypes, 
which were determined by distinct patterns of dysfunctional connec
tivity in neural networks. Their classification model achieved an 86% 
accuracy. Additionally, the authors demonstrated that the identified 
subtypes were linked to different clinical symptoms and different levels 
of responsiveness to electrotherapy. 

Despite this, the use of AI in mental healthcare remains in its infancy. 
Until 2020, only two AI-enabled applications have been approved by the 
US Food and Drug Administration (FDA) for use in psychiatry (Benja
mens et al., 2020). Nonetheless, the global market for mental health 
software is anticipated to rise remarkably until 2027. The major factors 
contributing to this growth include increasing incidences of mental 
health conditions and technological advancements (Mental Health 
Software—Global Market Trajectory & Analytics, 2022). These pre
dicted market developments demonstrate the future potential of 
AI-based precision psychiatry technologies. Patents can provide up to 
80% of the latest technological information about a particular area that 
scientific evidence alone cannot uncover (Caviggioli, 2016; Curran 
et al., 2010). In addition, patent information can be used to anticipate 
the application of technology in the next five to ten years (Erzurumlu & 
Pachamanova, 2020; Trappey et al., 2011; Zha & Chen, 2010). Patents 
represent the result of a company’s investment of time and resources in 
research and development (R&D) and the transfer of intellectual assets 
from academic institutions. After the patenting phase, technologies can 
be licensed and sold commercially (Harryson, 2008; Kamariah et al., 
2011; Szulczewska-Remi & Nowak-Mizgalska, 2021). The existing evi
dence on the benefits of AI for precision psychiatry does not consider 
factors relevant for market adoption (e.g., Bzdok & Meyer-Lindenberg, 
2018; Passos et al., 2022; Salazar de Pablo et al., 2021; Zanardi et al., 
2021). Accordingly, there is a considerable knowledge gap regarding the 
scope of technologies that do not remain as research projects at uni
versities and knowledge institutions but enter the commercialization 
process. Since many researched ideas and technologies will never be 
commercialized, patents are an essential alternative source of knowl
edge on technological progress (Yoon et al., 2017). 

The current patent analysis sheds light on the content, scope, and 
recent developments in AI-enabled precision psychiatry technologies. 
First, we present descriptive information on the targeted disorders, the 
type of prediction modeling applied (i.e., diagnostic, treatment predic
tion, prognostic approach), treatment recommendations, the data 
sources provided in the patent titles, abstracts, claims,1 and descriptions, 
and information on the regional distribution of patents. Second, we 
examine Cooperative Patent Classification (CPC) code trends to identify 
emerging technology combinations. CPC codes contain details on core 
invention contents and technical elements. More than one CPC code can 
be assigned to one patent, and combining two or more CPC codes 

indicates technology convergence. Technology convergence is associ
ated with opportunities for economic growth and innovation but also 
with threats of facing competitors in fields outside the own expert 
domain. Technology convergence analysis facilitates a precise under
standing of the evolution of new technologies, the increasing complexity 
of inventions, and associated strategies for dealing with opportunities 
and threats (Kim & Kim, 2012). Third, we apply topic modeling to the 
patents’ claims to gain insight into the patents’ content, scope, and 
mechanisms of technology convergence beyond the information con
tained in patent metadata, such as CPC codes (Choi & Song, 2018). 
Finally, we present information on the most impactful patents per year, 
including commercialization efforts. 

One of the major obstacles to adopting AI-enabled tools in mental 
healthcare is the lack of awareness of the products available and a poor 
understanding of their operating mechanisms (Aafjes-van Doorn et al., 
2021; Chekroud et al., 2021). The insight gained through the patent 
review can raise awareness of technologies that will likely enter the 
market in the coming years. It should support mental health practi
tioners, healthcare providers, and training centers to understand the 
scope, focus, and functionality of AI-enabled precision psychiatry tools 
and to develop strategies to facilitate their adoption. In addition, in
formation on the commercial viability and predicted future de
velopments of patents may be valuable for calibrating research efforts in 
R&D centers (Baglieri & Cesaroni, 2013; Erzurumlu & Pachamanova, 
2020). 

2. Materials and methods 

2.1. Database search 

We conducted a patent search using the Derwent Innovation (DI) 
database and its smart search function. The smart search function 
semantically analyzes word strings and automatically expands the key
words to include other related relevant terms. We searched for patents 
related to precision psychiatry (Salazar de Pablo et al., 2021), artificial 
intelligence, and mental disorders. Specifically, our search terms were 
(“risk prediction” OR predictive OR prognostic OR diagnostic) AND 
(“artificial intelligence” OR “machine learning”) AND (psychiatrist OR 
psychotherapist OR “mental health” OR “mental illness”). The search 
was limited to patents published between January 1st, 2015 and October 
20th, 2022. 

A search using the Derwent World Patents Index (DWPI) yielded 
19,399 patent families. To limit the results to patents related to mental 
health, a follow-up search was conducted which included keywords 
related to mental disorders as defined in the Diagnostic and Statistical 
Manual of Mental Disorders 5th Edition – Text Revision (DSM-V-TR) 
manual (Diagnostic and statistical manual of mental disorders, 2022) in the 
patent title or abstract. The complete search term is displayed in the 
Online Appendix (https://osf.io/gzy9r/?view_only=e0ee985e9b874 
cff8b85674bec8be8f6). This search yielded 703 relevant DWPI patent 
families (henceforth called “patents”2). 

2.2. Patent coding and inclusion criteria 

The present study was conducted in accordance with the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA, 
Moher et al., 2009). A PRISMA flow diagram of the is presented in the 
Online Appendix (Figure A). The titles, abstracts, and claims of all pat
ents were investigated to identify those that satisfied the inclusion 
criteria. AK, JC, and AH further characterized the patents according to 
the targeted disorder (e.g., depression), the type of prediction model (i. 
e., diagnostic, treatment prediction, prognostic), and the treatment 

1 Patent claims define the extent of the protection conferred by a patent. They 
aim to determine which subject-matter is protected by the patent; Marco et al. 
(2019). 

2 A patent family is a collection of patent applications covering the same or 
similar technical content. 
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advice provided (e.g., pharmacotherapy). All codings were checked by 
AK and any discrepancies were addressed in weekly calibration 
meetings. 

We excluded n = 8 patents without abstracts before the screening 
process. Further, we defined four inclusion criteria to determine 
whether patents should be retained for the review. First, we included 
patents if they reported on a tool in the mental health domain. This led 
to the exclusion of n = 343 patents unrelated to mental health (e.g., 
Jin-pyeong and Lee (2019) describe a tool that may be used to predict 
persistent hemodynamic depression). Second, we included patents of 
tools designed to make predictions about mental disorders, defined ac
cording to established psychometric criteria. This led to the exclusion of 
n = 34 patents (e.g., Kenyon et al. (2018) describe a tool that generates a 
fatigue score for an individual). Third, patents were included if they 
reported on a tool that could be used for diagnostic, prognostic, or 
treatment prediction purposes, leading to the exclusion of n = 17 patents 
(e.g., Kohn et al. (2021) describe a tool that tracks mental health trig
gers, without providing diagnostic, treatment prediction, or prognostic 
information). Finally, patents were included if AI/ML technology was 
used to make predictions, leading to the exclusion of n = 22 patents (e. 
g., Geigenmuller et al. (2020) identifies metabolic markers of attention 
deficit hyperactivity disorder). The final dataset used for analysis in
cludes 279 patents. 

2.3. Data analysis 

The data were analyzed using R (Version 4.2.2, R Core Team, 2022). 
First, descriptive information on targeted disorders, prediction models, 
treatment recommendations, data sources, and regional distributions 
were generated using the ggplot2 package (Wickham, 2016). Second, the 
GGally (Schloerke et al., 2021), network (Butts, 2008, 2015), igraph 
(Csardi & Nepusz, 2006), and ggplot2 (Wickham, 2016) packages were 
utilized to conduct a technology convergence analysis based on graph
ical networks depicting the connections between patent CPC codes over 
the years. CPC codes are ordered hierarchically, from sections describing 
the overall field of the technology to subgroups referring to technolog
ical details. Table 1 shows an example CPC hierarchy. CPC-based tech
nology convergence analysis involves generating a matrix in which the 
columns and rows represent different CPC codes on the level of sub
classes. Each matrix cell reports the count of patents connecting the two 
CPC codes. Subsequently, the matrix is transformed into network plots 
(one for each year) representing annual technology convergence pat
terns (Caviggioli, 2016). Past research has investigated technology 
convergence trends using similar approaches based on patent classifi
cation codes (Joo et al., 2022; Kang et al., 2015; Nguyen & Moehrle, 
2021, pp. 1–14). Patent data provides unique insight into technology 
convergence because patent applications represent an accumulation of 
knowledge and advancement in a particular technological trajectory. 
The idea behind CPC-based technology convergence analysis is that 
linkages between technologies indicate two formerly distinct techniques 
moving towards unity to form novel products. The increasing 
complexity of merging fields sheds light on the likelihood of a new 
fusion in the coming years and highlights opportunities for combining 
expertise to create new assets (Caviggioli, 2016). 

Third, structural Topic Modeling (STM) was applied to identify latent 
topics in the patent claims using the stm package (Roberts et al., 2019). 

Topic modeling is a semantic-based text mining technique that can be 
used to create relationships between words and expressions (Dotsika & 
Watkins, 2017; Jelodar et al., 2019). STM is advantageous compared to 
traditional Latent Dirichlet Allocation (LDA, Blei, 2003) because it al
lows for the incorporation of metadata that explains topical prevalence 
and the estimation of the relationship between topics and covariates 
(Roberts et al., 2019). The covariates considered were patent publica
tion years, combined patent impact, and countries. Different tests were 
implemented to select the most appropriate number of topics (Erzur
umlu & Pachamanova, 2020; Grimmer & Stewart, 2013; Mimno et al., 
2011; Roberts et al., 2019; Taddy, 2012; Wallach et al., 2009). The final 
selection was based on the model’s performance on these tests and its 
interpretability (Erzurumlu & Pachamanova, 2020; Roberts et al., 
2019). Finally, information on the most impactful patents each year was 
presented based on the combined patent impact index as an indicator of 
the commercial viability and the likelihood of patent enforcement 
(Allison et al., 2003). [The data and code will be made available upon 
publication (https://osf.io/gzy9r/?view_only=e0ee985e9b874cff8b856 
74bec8be8f6)]. 

3. Results 

3.1. Descriptive information 

One patent may include multiple mental disorders, prediction 
models, treatment recommendations, and data sources. Most of the 
patents focused on predictions relating to multiple mental disorders or 
mental illness in general (i.e., “Unspecific”, n = 112, 37.09%). The label 
“Unspecific” was assigned if a) more than four disorders according to 
established psychometric criteria or b) “mental disorders” or “psychi
atric disorders” were addressed along with one or more example di
agnoses. For example, Wall (2016) describe a computer implemented 
method to diagnose mental disorders, “such as autism”. This group was 
followed by patents focusing on depression (n = 63, 20.86%), autism (n 
= 38, 12.58%), anxiety (n = 13, 4.3%), post-traumatic stress disorder 
(PTSD, n = 13, 4.3%), sleep disorder (n = 12, 3.97%), addiction (n = 11, 
3.64%), schizophrenia (n = 11, 3.64%), and attention-deficit-hyper 
activity disorder (ADHD, n = 10, 3.31%). Other mental disorders were 
addressed in n = 19 patents (6.29%). 

As shown in Fig. 1, most patents (n = 248, 65.44%) focused on 
diagnosing mental disorders. Diagnostic modeling refers to the predic
tion of a certain psychiatric disorder, the determination of disorder 
severity, or the differentiation between two related disorders using pa
tient information (Lin et al., 2020). For example, Liu et al. (2022) 
describe a system for identifying disorder features shared across multi
ple mental disorders. About one-third of the patents involved treatment 
prediction modeling (n = 100, 26.39%). Treatment prediction ap
proaches focus on forecasting responses to psychiatric treatments, 
selecting effective treatment approaches, or adjusting ongoing treat
ment (Lin et al., 2020). For example, Siekmeier et al. (2022) describe a 
method that uses electroencephalogram (EEG) data to predict the 
response to a glutamate receptor agonist. Treatment prediction tools 
were often combined with the assessment of diagnostic information. 
That is, patients are often assigned diagnostic labels before predictions 
regarding the response to a specific treatment are made. In only n = 31 
(8.18%) patents prognostic modeling was applied. Prognostic modeling 

Table 1 
Example cooperative patent classification (CPC) hierarchy.  

CPC Code Level Explanation 

G16H2070 Subgroup Information and communication technology (ICT) used for steering or monitoring psychotherapy 
G16H20 Group ICT adapted for therapies or health-improving plans 
G16H Subclass Healthcare informatics 
G16 Class ICT adapted for specific application fields 
G Section Physics  
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refers to the prediction of future clinical outcomes without treatment 
intervention (Lin et al., 2020). For example, the tool described in Lyoo 
et al. (2021) predicts the probability of future problematic behavior 
associated with PTSD. 

Treatment recommendations (referring to the selection or adjust
ment of treatment approaches) were provided in n = 80 (28.67%) pat
ents. As can be seen in Fig. 2, most recommended treatment approaches 
refer to digital therapy (n = 38, 45.24%). For example, Kulkarni and 
Krenn (2021) describe a method of using patient data to derive an 
optimal digital therapeutics treatment plan. The second largest group 
refers to pharmacotherapy treatments (n = 32, 38.1%). For example, 
Kang et al. (2020) describe an antidepressant recommendation system 
based on patient information. Finally, electrotherapy recommendations 
(e.g., the adjustment of neuromodulation therapy) were provided in n =
14 (16.67%) patents. It becomes evident from the Figure that digital 
therapy was most often used to treat general mental health problems, 
compared to pharmacotherapy, which was often used for treating spe
cific mental disorders, such as depression and autism. Sleep disorders 
were often treated with electrotherapy. 

The distribution of data sources used across mental disorders is 
depicted in Fig. 3. Most patents (n = 138, 28.81%) used behavioral data 
(e.g., video or audio recordings, data collected with smart devices), 
followed by biological (n = 94, 19.62%; e.g., blood samples, heart rate), 
experience-based (n = 76, 15.87%; e.g., questionnaires), neuroimaging 
(n = 75, 15.66%; e.g., electroencephalogram (EEG) or magnetic reso
nance imaging (MRI)), clinical records (n = 66, 13.78%; e.g., electronic 

health records), and sociodemographic data (n = 30, 6.26%). Although 
all data sources were used for making predictions regarding multiple 
disorders, we observe some characteristics, such as the use of biological 
data and clinical records in patents addressing schizophrenia and the use 
of neuroimaging and sociodemographic data in patents focused on 
ADHD. 

The regional distribution of assignees (i.e., the organization or in
dividual with the property right to the patent) is shown in Fig. 4. Most 
patents (n = 107, 38.35%) were assigned to individuals or institutions in 
the USA, followed by China (n = 74, 26.52%), South Korea (n = 40, 
14.34%), India (n = 13, 4.66%), Japan (n = 9, 3.23%), Luxemburg (n =
7, 2.51%), Canada (n = 5, 1.79%), Israel (n = 5, 1.79%), Australia (n =
4, 1.43%), and Netherlands (n = 3, 1.08%). The regional trends are also 
reflected by the distribution of the most active assignees, with most 
patents being assigned to Blackthorn Therapeutics (n = 7, headquarter 
in San Franciso, USA) and Medtronic (n = 7, headquarter in Minneap
olis, USA). They are followed by X Development (n = 6, headquarter in 
Mountain View, USA), IBM (n = 5, headquarter in Armonk, USA), 
Standford University (n = 4, Stanford, USA), the Third Military Medical 
University (n = 4, Chongqing, China), the Advanced Science and 
Technology Institute (n = 4, Yuseong-gu, South Korea), Hanyang Uni
versity (n = 3, Seoul, South Korea), Zhejiang Technical University (n =
3, Hangzhou, China), and Ginger.io (n = 3, San Francisco, USA). 

3.2. Technology convergence based on CPC codes 

Fig. 5 shows the relative frequency of CPC codes at the subclass level 
between 2015 and mid-October 2022. C12Q (“Measuring or testing 
processes involving enzymes, nucleic acids, or microorganisms”) peaked 
in early 2016, G01N (“Investigating or analyzing materials by deter
mining their chemical or physical properties”) was mentioned most 
often at the end of 2017, and G06T (“Image data processing or gener
ation”) peaked in early 2020. The number of single CPC codes decreased 
relative to the overall trend, indicating that the variety of codes 
mentioned increased over the years. 

Fig. 6 shows the cooccurrences of CPC subgroups belonging to 
distinct subclasses from 2015 to 2022. A key finding is that the overall 
complexity of technology combinations increased between 2015 (four 
cooccurrences) and 2021 (26 cooccurrences) and then decreased slightly 
(15 cooccurrences in 2022). Some subclasses, such as G16H (Healthcare 
informatics), have been consistently present and connected to multiple 
other subclasses across all years. In addition, each year, new technology 
combinations have been identified. For 2015, we see a relatively simple 
net of combinations between bioinformatics (G16B), preparations for 
pharmaceutical products (A61K), healthcare informatics (G16H), and 
measuring or testing processes involving enzymes, nucleic acids, or 
microorganisms (C12Q). For 2016, we observe two relatively separate 
fields. We see that diagnostic instruments (A61B) were introduced and 
combined with electronic and image data processing (G06F and G06T). 
In addition, we observe that G01N (Investigating or analyzing materials 
by determining their physical or chemical properties) was introduced 
and combined with bioinformatics (G16B) and processes involving en
zymes, nucleic acids, or microorganisms (C12Q). In 2017, the technol
ogy convergence net appears less complex. New inventions focused on 
the integration of speech analysis (G10L) and computational modeling 
(G06N) with diagnostic instruments and processes (A61B). In 2018, the 
complexity and density of the network increases again. New de
velopments include the introduction of wireless communication net
works (H04W), data processing systems (G06Q), and systems for the 
transmission of digital information (H04L), which were combined with 
healthcare informatics (G16H) and diagnostic instruments (A61B). For 
2019, we observe the formation of connected but somewhat distant 
fields. The first field combined healthcare informatics (G16H) with de
vices for introducing media into or onto the body (A61M) and electro
therapy (A61N). The second field combined image or video data 
recognition or understanding (G06V) with diagnostic technology 

Fig. 2. Distribution of treatment approaches addressed in the patents by 
mental disorders. 

Fig. 1. Distribution of prediction models by mental disorders.  
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(A61B). The third field combined diagnostic instruments and processes 
(A61B) with computational models (G06N), speech analysis (G10L), and 
graphical data reading (G06K). Finally, the last field consists of dense 
connections of technologies relating to digital data processing and 
communication networks (H04W, H04L, G06Q). In 2020, formerly 
somewhat distant fields moved towards the center, and the network 
appears denser compared to 2019, with a strong focus on the core 
technologies healthcare informatics (G16H) and diagnostic instruments 
and processes (A61B). In 2021, the density of the network reaches its 
peak. While G16H and A61B still form the center of the network, com
binations with other technologies, such as devices for introducing media 
into or onto the body (A61M), electrotherapy (A61N), physical therapy 
(A61H), and the investigation of physical and chemical materials and 
processes (C12Q and G01N) gain relevance. The network appears less 
dense in 2022 compared to 2021, and most inventions concentrate on 
combining the two core technologies (G16H and A61B). Multiple CPC 
codes that were present in 2021 are missing in 2022. Because we only 
included data until mid-October 2022, it is not surprising that the total 
number of patents published in 2022 (n = 77) is below the number of 
patents published in 2021 (n = 88) - a decrease of 12.50%. However, the 
number of CPC codes mentioned in 2021 (n = 26) decreased by 42.31% 
(n = 15 in 2022), indicating a concentration on fewer technologies 
compared to 2021. 

3.3. Topic modeling based on claims 

We empirically evaluated topic numbers to select a range of viable 
models using metrics such as held-out likelihood, residual spread, se
mantic coherence, and lower bound on the marginal likelihood (Figure B 
in the Online Appendix). We then chose topic models with ten to 20 
topics to analyze the semantic coherence vs. exclusivity trade-offs and 
the interpretability of the topics (Figure C in the Online Appendix). We 
settled on the eleven-topic solution based on our evaluation of these 
metrics and topic interpretability. We then inspected each topic’s top 
words, abstracts, and claims to generate the topic descriptions. 

The topics described in Table 2 highlight the various issues addressed 
in the patents. Most topics describe how certain data sources (e.g., “EEG 
biomarker data”) may be used in ML models (e.g., “neural networks”) to 
generate specific diagnostic, treatment prediction, or prognostic rec
ommendations or outcomes (e.g., “deriving treatment recommenda
tions”). Most topics mention mental health issues in general. However, 
some topics address specific mental disorders, such as Topic 4, which 
concentrates on the identification of biomarkers for depression, Topic 6, 
which describes features relevant to ADHD diagnosis from neurological 
and behavioral data, Topic 10, which is focused on generating insight 
into sleep-related problems, and Topic 11, which describes methods for 
preempting addiction-related behaviors. Similarly, some specific data 
sources, such as (EEG) biomarker data (Topics 1 and 4), genetic data 
(Topic 3), behavioral data (Topic 5), neurological data (Topics 6 and 7), 
acoustic data (Topic 8), mobile phone data (Topic 10), and sensor data 

Fig. 3. Distribution of data sources used to make predictions by mental disorders.  

Fig. 4. Regional distribution of patent assignees. 
Note. The map shows the global distribution and 
numbers of patent assignees as the individuals or 
organizations with property rights to the patents. In 
the case of organizational assignees, the map displays 
information on operational or executive headquar
ters. The information in the boxes contains the 
country code and names of the most active assignees 
(n > 2 patents). No patents have been published in 
countries displayed in light grey.   
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(Topic 11). Finally, some topics mention specific ML techniques used to 
derive predictions, such as (convolutional) neural networks (Topics 1 
and 4) and data feature identification and processing (Topics 3 and 6). 

Fig. 7 shows the topic probabilities over the period of 2015 to mid- 
October 2022. Results of the regression analysis with the estimateEffect 
function showed that Topic 3 (“Generating features from genetic data”) 

exhibited a negative trend (B = − 0.045, SE = 0.010, t = − 4.663, p <
.001). Furthermore, Topic 3 was negatively (B = − 0.003, SE = 0.001, t 
= − 2.303, p = .022) and Topic 6 (“Identifying features relevant for 
ADHD diagnosis from neurological and behavioral data”) was positively 
(B = 0.004, SE = 0.002, t = 2.278, p = .024) related to combined patent 
impact. 

Fig. 5. Development of CPC codes on the subclass level between 2015 and October 2022. 
Note. The general trend (black line) shows the development of the number of patents over time, while the colored lines described the development of individual CPC 
subclasses relative to the number of patents published over time. CPC subclass codes mentioned in n > 9 months are included. 

Fig. 6. Networks of CPC subgroup codes between 2015 and October 2022. 
Note. The networks represent the co-occurrences of CPC subgroups belonging to distinct subclasses from 2015 until mid-October 2022. The size of the nodes (filled 
circles) signifies the number of times a subgroup has been observed; the closer two nodes are to one another, the more frequently their respective subgroups have 
been mentioned together. 
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3.4. Characteristics of the most impactful patent per year 

2015: Müller-Myhsok et al. (2015) present a tool for predicting 
treatment responses to antidepressant treatments with 
corticotropin-releasing hormone (CRH) receptor antagonists. The tool is 
based on a single nucleotide polymorphism (SNP) genotyping analysis to 
determine CRH activity in a group of patients. An ML algorithm is 
developed to determine a value indicative of CRH overactivity. Other 
patents have been cited in the field of predicting treatment responses in 
patients with mental disorders, such as a “Method for predicting a 
treatment response to a CRHR1 antagonist and/or a V1B antagonist in a 
patient with depressive and/or anxiety symptoms” (Holsboer & Mül
ler-Myhsok, 2020). 

2016: DiLorenzo (2016) describe a method to deliver a neuro
modulation therapy, such as intracranial electrical stimulation, to treat 
psychiatric disorders. The method adjusts the therapy parameters rela
tive to the prior therapy and patient responses. This product has been 
commercialized by the current patent assignee, Livanova, and is used to 
treat depression, among other conditions (livanova.com). Citing patents 
include Perez et al. (2019), which discusses transcutaneous electrical 
stimulation for various applications, and US11273283B2, which de
scribes tools that decode neural correlates of desired emotional states or 
sleep states for use in neurostimulation therapy. 

2017: Karam et al. (2017) refers to a tool for the monitoring of bi
polar disorder using speech analysis. It records speech data from 
communication devices such as mobile phones and then extracts fea
tures from the data. These features are then used in a decision module to 
classify mental health conditions, such as bipolar disorder. Several 
commercial applications based on speech-based mood monitoring have 
been released in the recent years, for example, by SondeHealth (sondeh 
ealth.com) and Kintsugi kintsugihealth.com). Kintsugi Voice can be used 
in patient monitoring apps to detect signs of depression and anxiety from 
speech data. 

2018: Moturu and Madan (2018) describe a method of using mobile 
phone data to generate a medical status profile and treatment recom
mendations (medication type and dosage). The collected information is 
then transmitted to a care provider, who can adjust the medical status 
and treatment recommendation based on input information. The current 
assignee, Ginger (ginger.com), provides telemedicine services, such as 
behavioral health coaching, psychiatry, and self-care solutions. Other 
AI-enabled advisory systems that generate health consultation recom
mendations and trigger alerts based on input data have been mentioned 
in related patents, such as Neumann (2020). 

2019: Williams (2019) describe a technique that uses wireless loca
tion, context, and/or communication network data to preempt behavior 
associated with addiction. The technique collects both behavioral and 
environmental data, such as user location, from a mobile device and 
estimates the risk of relapse associated with that location. If the risk of 
relapse is high, the user is then notified and requested to engage in 
preemptive behavior, such as attending an addiction support meeting. 
This patented technique has been commercialized by companies such as 
Behaivior (behaivior.com), which uses wearable device data and 
AI-enabled predictions to determine risks for addiction-related 
behavior. 

2020: A. Chekroud et al. (2020) provide a predictive framework for 
depression treatment outcomes, based on questionnaire data. The cur
rent assignee, SpringHealth (springhealth.com), offers digital 
cognitive-behavioral therapy and other related treatments. Several 
other patents related to this technology, such as Mason (2021) and 
Mason et al. (2022), discuss methods of optimizing telemedical treat
ment, or introducing remote examinations with augmented reality, 
respectively. 

2021: Komogortsev (2021) describe a health assessment technique 
that evaluates mental health conditions (e.g., autism, depression) by 
analyzing the behavior of the human visual system. This technique is 
employed by iMotions in their biosensor-based diagnostics (imotions.co Ta
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m). Other patents that reference this technique are related to tracking 
eye movement for optimizing extended reality environment interactions 
(e.g., Saito, 2022). 

2022: Finally, Väyrynen and Kortelainen (2022) describe a method 
for using electroencephalography (EEG) signals to predict the occur
rence of mental health conditions. The method involves comparing the 
phase-to-phase, phase-to-amplitude, and amplitude-to-phase coupling 
of the EEG signal of a patient to that of a “normal” brain. This com
parison can be used to predict the occurrence of mental health condi
tions, such as schizophrenia or depressive disorder. 

4. Discussion 

As the field of precision psychiatry advances rapidly, and a growing 
number of AI-enabled tools become available, it is critical to compre
hend central areas of innovation to ensure the successful integration of 
these tools into practice and support their continual progress. The cur
rent patent review summarizes the content and scope of patents on AI- 
enabled precision psychiatry applications using diagnostic, treatment 
prediction, and prognostic modeling approaches. Results show that the 
majority of tools focus on diagnostic modeling. Most applications make 
predictions regarding multiple mental disorders, followed by depression 
and autism. This trend aligns with transdiagnostic approaches in psy
chiatry, which focus on cutting across conventional disorder categories 
defined in DSM/ICD manuals (e.g., Rosenfeld et al., 2019). About 
one-third of the tools provided treatment-related recommendations, 
focusing on recommending and administering effective digital therapy 
and pharmacotherapy. Behavioral data was the most commonly used 
data source, followed by biological data, neuroimaging data, 
experience-based data, clinical records, and sociodemographic data. The 
USA held the majority of patent publications, followed by China, South 
Korea, India, and Japan. The review provides insight into the emerging 
field of AI-enabled precision psychiatry, which may inform the adoption 
of these tools into clinical practice. 

An analysis of network plots of CPC subclass combinations revealed 
that the rate of technology convergence increased significantly between 
2015 and 2021. The results of CPC-based technology convergence may 
be interpreted in light of the technology life cycle (Haupt et al., 2007). 
During the introduction phase (2015–2016), a low level of technological 

diffusion and intensity is exhibited. The pace of technological advances 
increases during the subsequent growth phase, characterized by a gen
eral rise in CPC codes and code cooccurrences (after 2016). Although the 
number of CPC codes and cooccurrences decreases from 2021 to 2022, it 
remains unclear whether this decline can be attributed to external 
relatively temporary influencing factors (e.g., development obstacles 
due to Covid-19) or represents an early sign of technology maturity 
(Haupt et al., 2007; Probst et al., 2021). However, since approximately 
18 months pass between issuing a patent and patent publication, the 
results of the network developments must be interpreted in light of the 
time delay between making an invention and the patent publication. 
This delay might also explain the prominence of CPC codes relating to 
physical therapy, electrotherapy, and devices involving the introduction 
of media into or onto the body in 2021. Accordingly, the increased 
popularity of remote therapeutics observed since the beginning of the 
Covid-19 pandemic in early 2020 may be better reflected in patents 
published after 2021 (Witteveen et al., 2022). 

The growth in the number of CPC codes and the increase in tech
nology convergence networks observed between 2015 and 2021 may be 
attributed to the complexity of the technological content (Caviggioli, 
2016; Curran, 2013; No & Park, 2010). That is, the development of 
AI-enabled precision psychiatry tools is spurred by the implementation 
of new methods and systems that enhance the accuracy of predictions 
(Curran, 2013; Lin et al., 2020). Core technologies, namely healthcare 
informatics and diagnostic instruments, are positioned at the center of 
the networks over time. The emergence of new technologies is enabled 
through novel combinations of ICT and AI-enabled systems. While the 
increase in complexity of AI-enabled precision psychiatry tools has the 
potential to benefit mental health practice, it also creates challenges. 
Practitioners and trainers must be familiar with and trustful of the latest 
technologies to maximize their practical value. The results of the tech
nology convergence analysis highlight opportunities for bringing 
together expertise from multiple fields to move AI-enabled precision 
psychiatry forward. 

We employed topic modeling as an exploratory approach to inves
tigate technological fields and combinations beyond technology 
convergence information based on CPC codes. Eleven topics were 
identified that combine multiple data streams (e.g., EEG data, behav
ioral data, genetic data), purposes (e.g., diagnosing or treating mental 

Fig. 7. Topic probabilities trends between 2015 and October 2022. 
Note. Topic probabilities represent the probabilities that documents in that year are generated from each topic. 
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disorders), and disorders (e.g., depression and addiction). Regression 
analysis results revealed that patents generating features from genetic 
data were less likely to be enforced, and the number of documents 
associated with that topic diminished over time. Potential explanations 
for this trend include the troubles related to the high dimensionality and 
heterogeneity of genetic data, which necessitates collecting large data
sets and using complex modeling techniques (Su et al., 2020). Addi
tionally, it has been demonstrated that neuroimaging data produces 
more accurate classifiers than genetic data for diagnosing various 
mental disorders (Abd-alrazaq et al., 2022; Su et al., 2020). Another 
potential explanation may be the maturity of the technology for deriving 
diagnoses based on genetic data relative to more recent advances, such 
as the utilization of behavioral data gathered through mobile devices, 
which may have caused a transition to generate features for precision 
psychiatry using more modern and convenient data acquisition ap
proaches (Bennett et al., 2012; McGuffin et al., 2004; Su et al., 2020). 

In the final part of this review, we examine the characteristics and 
resulting developments of the most impactful patents per year since 
2015. These patents cover a broad range of applications, including the 
prediction of responses to psychotropic drug treatment (2015), neuro
modulation therapy (2016), speech-based mood monitoring (2017), 
recommendations based on mobile phone data (2018), preempting 
addictive behavior (2019), predicting depression treatment outcomes 
based on questionnaire data (2020), mental health assessment using eye 
tracking (2021), and EEG-based diagnostics (2022). The commerciali
zation of many of these techniques speaks to their practical relevance. 
An analysis of citing patents demonstrates the field’s continual devel
opment and potential for advancing existing technologies. Of all patents 
published, n = 172 (61.65) originated from outside the US. Interestingly, 
all the most impactful patents were assigned to US individuals or in
stitutions. This could be due to the relatively high quality of US patents 
in the international comparison (Boeing & Mueller, 2016, 2019; Tor
rance & West, 2017). US data protection legislation is also less stringent 
than other countries, such as those in Europe (Almeida et al., 2022; 
Pesapane et al., 2018), which may contribute to the rapid development 
and commercialization of AI-enabled precision psychiatry tools that rely 
heavily on large amounts of sensitive data. 

The analysis of the scope, content, and development trends of tech
nology using patent data is associated with some limitations. Structural 
differences in the propensity of individuals and organizations to publish 
patents lead to an under-presentation of the true extent of R&D de
velopments when using patent data alone (Caviggioli, 2016; Curran, 
2013). Despite this limitation, patent data offers insight into technology 
advancements that cannot be gained from an analysis of research data. 
Future research may combine information gained from patents and 
research data to identify knowledge and technology development gaps 
in either domain, thus highlighting opportunities and challenges for 
researchers and patenting entities. 

5. Conclusion 

In recent years, AI-enabled precision psychiatry has developed into 
an increasingly complex field, with patents published between 2015 and 
2022 covering a variety of applications aiming at increasing precision in 
diagnosing mental disorders and providing practical treatment recom
mendations. The review highlights potential application areas, current 
and future technological trends, and commercial opportunities. Mental 
health practitioners could use the information to understand the AI tools 
available to them and develop the skills necessary for guaranteeing the 
smooth adoption of available tools into practice. 
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