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Abstract—Electronic Medical Records (EMR) carry a large
number of diseases characteristics, history and other specific
details of patients, which has great value for medical diagnosis.
These data with diagnostic labels can help automated diagnos-
tic assistant to predict disease diagnosis and provide a rapid
diagnostic reference for doctors. In this study, we designed a
BiGRU-Att-CapsNetwork model based on our proposed CMed-
BERT Chinese medical domain pre-trained language model to
predict disease diagnosis in Chinese EMR. In the wide-ranging
comparative experiments involving a real EMR dataset (SAHSU)
and an academic evaluation task dataset (CCKS 2019), our model
obtained competitive performance.

Index Terms—Disease Diagnosis Prediction, Capsule Network,
BiGRU, Attention, EMR

I. INTRODUCTION

EMR contains a large number of health information that
is closely related to the patient’s condition. Among them,
chief complaint, history of present illness, initial diagnosis
and other information in the EMR have a high reference
value for subsequent diagnosis and treatment. These data are
also an important resource for automated medical diagnostic
assistants. Through modeling a large number of historical
EMR text data containing the “Admitting Diagnosis” label to
predict diseases with similar symptoms, can provide doctors
with a rapid and accurate reference during the actual diagnosis
process.

Therefore, this study uses the CMed-BERT language model
through pre-training the text data contains 36681228 (36M)
Chinese character and constructed BiGRU-Att-CapsNetwork
to model the context of EMR of each disease, through the two
directions (front to back and back to front) of the EMR text to
capture semantics and finer-grained information, and encapsu-
late all detected feature states into a vector form through the
Capsule Network [1] to achieve the modeling of the orientation
and relative spatial relationship between the high-level features
and the low-level features and finally converted to the vector
containing the highest feature in the text by the flattening
operation, and output by the fully connected dense layer with
a Softmax to achieve preliminary disease diagnosis prediction
of the content of the EMR text data. We trained and tested
a dataset integrated a real-world EMR dataset SAHSU and
an academic evaluation task dataset CCKS 2019 to predict
44 major diseases and compare 9 other previous state-of-the-
art deep learning models. The final test results demonstrate

the effectiveness of the constructed model structure. As far
as we know, this is the first disease diagnosis prediction
model structure to realize the number of multi-category and
inter-disciplinary diseases in Chinese EMR. The experimental
results show that our method has obtained competitive results
in disease diagnosis prediction.

II. LITERATURE REVIEW

Meystre et al. [2] found out most systems mostly based
on two different sets of approaches: pattern matching and
machine learning. Li et al. [3] and Gao et al. [4] proved that
Natural Language Processing is the best method to solve the
task of electronic medical record processing. Demner et al.
[5] and Nadkarni et al. [6] proposed that it is one of the
most commonly used methods of unstructured medical data
processing. Promoting the development of the medical field
through artificial intelligence has become the common goal of
computer science and medical field [7]–[9].

Capsule Network firstly proposed by Sabour et al. [1]
for image classification task, after that, the theory has been
applied to many fields such as text classification [10], re-
lation extraction [11], intent detection [12], and hypernymy
relationship detection [13]. Yu et al. [14] used Bi-GRU with
attention mechanism for sentiment analysis at the aspect level.
Khayibi et al. [15] proposed a student answer assessment
model based on Bi-GRU and Capsule network, and got a
higher accuracy (72.5%). Chen et al. [16] use Bi-GRU to
capture the context semantics, then use Capsule Network and
softmax as a classifier for question target classification.

III. METHODOLOGY

The core of our model consists of the following three parts:

A. BiGRU Layer

The two sub-networks (forward
−→
fW and backwards

←−
fW )

model the two directions of the context (back to the front and
front to the back), respectively.

Cho et al. [17] proposed a Gated Recursive Unit (GRU)
that allows each recursive unit to adaptively capture depen-
dencies on different time scales. The Bi-GRU layer models
the sequential sentence information and calculates as follows:

zi = σ(WzXi + Vzhi−1 + bz) (1)
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(2)

(3)

Fig. 1. The Structure of BiGRU-Att-CapsNetwork Model

ri = σ(WrXi + Vrhi−1 + br)

h̃i = tanh(WXi + V (ri ∗ hi−1) + b)

hi = zi ∗ hi−1 + (1 − zi) ∗ ci (4)

Where Xi is the ith vector value output by the pre-training
layer, hi−1 represents the previous hidden state, and zi and ri
represent the update gate and the reset gate, respectively. The
update gate is used to control the degree to which the status
information of the previous moment is brought into the current
state. The larger the value of the update gate is, the more the
status information is brought in at the previous moment. The
reset gate controls how much information is written to the
current candidate set ci in the previous state. The smaller the
reset gate, the less the information of the previous state is
written. σ represents the sigmoid function and θ represents
the product of the matrix. And two fundamental components
composite the GRU: an update gate z is used to decide whether
to hide the state to update the new hidden state h̃ or not and
reset gate r to decide the ignore the previous hidden state.
Finally, merge the forward and backwards information and
output the vector hi for each i word.

B. Attention Layer

In this layer, we mainly use the Attention to enhance the
semantic vector representation of the target word in context.

The constituent elements in the Source can be considered
to be composed of a series of < Key, V alue > data pairs. In
this case, given a certain element Query in the Target, by
calculating the similarity or correlation between Query and
each Key, the weight coefficient of each Key corresponding

to V alue can be obtained. And the weighted sum of V alue
to obtain the final Attention V alue. Therefore, the Attention
mechanism actual is to weight the sum of the V alue of the
elements in the Source, and Query and Key are used to
calculate the weight coefficients of the corresponding V alue.
The whole conception can be represented as the following
equation:

Attention(Query, Source) =∑Lx

i=1 similarity(Query,Keyi)× V aluei
(5)

Which, Lx represents the length of the Source. The role of
Attention here can be to selectively screen out and focus on a
small amount of important information from a large amount of
information, ignoring most of the minor information. There-
fore, we use Attention to enhance the semantic representation
of feature words in context.

C. Capsule Layer

The prediction vector uj|i can be seen as each of the capsule
neurons in the last layer outputs to a neuron in the next
layer with different intensity connections. This is calculated
by matrix multiplication of the BiGRU layer output vector
vi and the transformation matrix W ′ij , which encodes the
important spatial relationship between the low-level and high-
level features within text (Equation 6).

ûj|i =W ′ijvi (6)

Perform the weighted sum of the input vectors, find the
coupling coefficient c through the dynamic routing algorithm
(Equation 7, 8).

cij =
exp (bij)∑
k exp (bik)

(7)

sj =
∑
i

cij ûj|i (8)

And use the non-linear ”Squash” activation function to com-
press the vector to the interval length between 0 − 1 as the
probability, while retaining its orientation, which the calcula-
tion of output V is as follows (Equation 9).

vj =
‖sj‖2

1 + ‖sj‖2
sj
‖sj‖

(9)

IV. EXPERIMENT AND RESULTS

The experimental environment is based on GPU: Dual
NVIDIA 1080Ti GPU (11 GB Memory/Card), CPU: Intel
Xeon E5-2678 v3 Dual 2.50GHz, RAM: 64GB. And the
experimental results of the diagnosis prediction of 44 dis-
eases in real-world EMRs show that BiGRU-Att-CapsNetwork
model has a greater improvement than other mainstream deep
learning models (Fig. 2, 3). With 100 epochs (10 epochs
early stopping) and 512 Sequence Length training settings,
the F1-Score of our model reached 73.89% (Table I). At the
same time, our CMed-BERT has also been proven by the
experimental results, which can improve the performance of
domain downstream tasks compared to the results of most of
the original BERT-based downstream models.
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TABLE I
PREDICTION RESULTS OF COMPARISON MODELS

Model Original Model Model Pre-trained Model
Precision Recall F1 Score Precision Recall F1 Score

BERT-CNN-LSTM 0.4287 0.3762 0.3823 CMed-BERT-CNN-LSTM 0.5731 0.5273 0.5285
BERT-CNN 0.5544 0.5300 0.5103 CMed-BERT-CNN 0.5921 0.5562 0.5448

BERT-BiGRU 0.6091 0.5918 0.5741 CMed-BERT-BiGRU 0.5971 0.5829 0.5631
BERT-CNN-GRU 0.6296 0.5835 0.5791 CMed-BERT-CNN-GRU 0.6073 0.5802 0.5745
BERT-BiLSTM 0.6006 0.5696 0.5657 CMed-BERT-BiLSTM 0.6359 0.6259 0.6136

BERT-Dropout-BiGRU 0.6561 0.6506 0.6310 CMed-BERT-Dropout-BiGRU 0.7063 0.6826 0.6730
BERT-Dropout-AVRNN 0.6862 0.6585 0.6417 CMed-BERT-Dropout-AVRNN 0.6996 0.6861 0.6745

BERT-AVRNN 0.6610 0.6701 0.6487 CMed-BERT-AVRNN 0.6998 0.6971 0.6800
BERT-AVCNN 0.6706 0.6605 0.6487 CMed-BERT-AVCNN 0.6976 0.7158 0.6911

BERT-BiGRU-Att-CapsNet. 0.7463 0.7410 0.7295 CMed-BERT-BiGRU-Att-CapsNet. 0.7654 0.7590 0.7389

Fig. 2. The Training Process of Downstream Models with CMed-BERT
Embedding

V. CONCLUSION

In this study, We designed BiGRU-Att-CapsNetwork to
realize disease diagnosis prediction in EMR based on the
CMedBERT language model. BiGRU-Att-CapsNetwork can
use BiGRU to capture semantic dependence and finer-grained
information from the front and back directions of the medical
record; through the encoding of the Attention layer, it can be
better identify important features in lower-level capsules; and
Capsule Network can realize the modeling of the orientation
and relative spatial relationship between the high-level features
and the low-level features. By comparing 9 mainstream deep
learning models, our model achieved 73.89% F1-Score in the
real-world EMR dataset, which is higher than other models.
This also provides support for more accurate Chinese EMR
text diagnosis prediction in the clinical auxiliary diagnosis
system.
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