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Abstract—The task of the Intent Classification & Slot Filling
serves as a key joint task in the voice assistant, which also
plays the role of the pre-work in the construction of the medical
consultation assistant system. How to distribute a doctor-patient
conversation into a formatted electronic medical record to an
accurate department (Intent Classification) to extract the key
named entities or mentions (Slot Filling) through a specialized
domain knowledge recognizer is one of the key steps of the
entire system. In real cases, the medical vocabulary and clinical
entities in different departments of the hospital often differ to
some extent. Therefore, we propose a comprehensive model based
on CMed-BERT, RCNN and BiGRU-CRF for a joint task of
department identification and slot filling of the specific domain.
Experimental results confirmed the competitiveness of our model.

Index Terms—RCNN, BiGRU-CRF, CMed-BERT, NER

I. INTRODUCTION

We found that in real cases, the medical vocabulary and
clinical entities involved in different medical fields often
have certain differences. The common medical named entities
involved in the electronic medical records of each specific
department also have their characteristics, the general multi-
tasking or ensemble learning models are difficult to achieve the
ideal, balanced recognition accuracy and coverage in EMR of
different diseases. Therefore, we are inspired by the joint task
of the key steps in the voice assistant: Intent Classification &
Slot Filling, which can translate into a joint task of Domain
Classification and Named Entity Recognition (NER) in the
medical field. The main steps are followed: firstly, classified
the EMR to identify which department (domain) is it belongs
and deploy a more proprietary domain named entity recognizer
based on the previous classification results to improve the
accuracy of key mentions recognition and extraction. This
work as the first medical Intent Classification & Slot Filling
task and corresponding joint model proposed in the medical
field, we designed the RCNN & BiGRU-CRF joint task model,
which is a comprehensive mechanism that first classifies the
medical records using RCNN and identifies specific medical
named entities according to the specific classified domain
using BiGRU-CRF. The experiments are based on a Chinese
EMR dataset which contains integration of 2 real-world EMR
samples, SAHSU and CCKS 2019. After the 20 times compar-
ison experiments with previous State-Of-The-Arts models in

NER and classification, respectively, the effectiveness of our
model can be confirmed.

II. LITERATURE REVIEW

Meystre et al. [1] retrieved more than 200 articles, and
found out most systems used only one or two specific clinical
document types, mostly based on two different sets of ap-
proaches: pattern matching and machine learning. Li et al. [2]
and Gao et al. [3] proved that Natural Language Processing is
the best method to solve the task of electronic medical record
processing.

Text classification is one of the basic tasks in the field of
Natural Language Processing, its core is to classify text content
for one or more categories, and has been applied in many
areas of the actual [4], [5] Named Entity Recognition is one
of the key tasks of domain-specific information extraction. It
is a technique for locating named entities composed of words
and assigning them to predefined categories (such as drugs,
anatomical sites, diseases and diagnostics, surgery, etc. in this
task). NER method can be divided into dictionary-based [6]
and dictionary-based machine learning model [2], [7]. Pineda
et al. [8] Used LSTM-RNN method to automatically classify
unstructured medical description, and obtained accuracy and
F1 Score higher than decision tree [9] and random forest [10].

It can be seen that both the Classification task and the
Named Entity Recognition task have been developing con-
tinuously and rapidly [11], however, there is still a gap in the
comprehensive Named Entity Recognition in the combination
of classification.

III. METHODOLOGY

The EMR text will be converted into a specific vector-matrix
based on context by using our previously proposed C-BERT
language model as an introduction of prior knowledge. And the
RCNN model [12] as a type of classifier which mainly consists
of 3 parts: Recurrent CNN layer, max-pooling layer and output
layer, which is used to determining the domain it should
belong. After being distributed to the corresponding domain
according to the RCNN classification results, and embedding
by the corresponding domain exclusive language model “C-
BERTs”, which pre-trained by corresponding specific domain
knowledge, and the output matrix will be inputted into the
corresponding exclusive trained downstream NER model to
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Fig. 1. Architecture of Clinical Domain Classification and Slot Filling Model

recognize the specific named entity or mentions. In the NER
section, BiGRU is used to learn the content of the context text
and capture the entities, and mapping is conducted through
CRF layer to finally output the category of entities (Fig. 1).

A. Intent Classification

1) CMed-BERT layer: Devlin et al proposed BERT [13]
in 2018, the first unsupervised, in-depth and bi-directional
language representation model for Natural Language Process-
ing pre-training. Different from simple context information
accumulation by ELMo [14] and OpenAI GPT [15], BERT
jointly modulates context in all layers to pre-train depth bi-
directional representation, which can achieve better semantic
disambiguation effect. In the proposed model, the input text
is assumed to be [W1,W2, ...,Wn] where n is the length of
the text, W ∈ RV and V is the vocabulary size. We uses the
classic Chinese literatures of biomedical field as the training
corpus of original BERT, and defines the trained domain
knowledge language model as CMed-BERT. The descriptions
of the training corpora for CMed-BERT are listed in Table 1.

TABLE I
CORPORA DESCRIPTION

Corpus Source Description Size(word)

Medical Books
We use 13 specific books as training

corpus, including Psychiatry,
Clinical Drug Therapy, ect.

4384503

SAHSU

The electronic medical records of
the Second Affiliated Hospital of

Soochow University, including 5090
electronic medical record.

2002202

Online Resources

All the data were collected
from 4 professional Chinese

health websites including
”39 Health (39.net)”,

”XunYiWenYao (XYWY.com)”,
”Feihua Health (fh21.com.cn)”,

”NetEase Health (jiankang.163.com)”.

29092216

2) Recurrent Convolutional Neural Networks (RCNN)
Layer : RCNN model mainly consists of three parts, which

are Recurrent CNN layer, max-pooling layer and output layer.
In the Recurrent CNN layer, for each word, RCNN will
recursively calculate its left context vector and right context
vector, and then splicing these two parts of vectors with the
word vector of the current term as the vector representation
of the word. Word embedding for each word is the output
of CMed-BERT layer ((e (w1) , e (w2) , ..., e (wN ))), the right-
side context vector rc (wk) and the left-side context vector
lc (wk) are defined as equation (1) and (2):

rc (wk) = f
(
W (r)rc (wk+1) +W (rs)e (wk+1)

)
(1)

lc (wk) = f
(
W (l)lc (wk−1) +W (ls)e (wk−1)

)
(2)

In which W (r),W (rs),W (l),W (ls) are all weight matrixes,
used for calculating the right context, right semantic, left
context and left semantic respectively. The three vectors are
spliced together as a vector representation of the current word,
then pass in a full connection layer with tanh activation
function to calculate the potential semantic vector of word
k:

yk = tanh (W [lc (wk) ; e (wk) ; rc (wk)] + b) (3)

In the max-pooling layer, RCNN gets the most important
elements maxnk=1 yk of all potential semantic vectors.The
resulting vector y is the vector representation of the whole
text. In the output layer, RCNN passes the resulting text vector
into a full connection layer with softmax to get the probability
distribution of the current text in each category c, p(c|D, θ),
in which D is the input text, θ is a parameter of the network.

B. Slot Filling
1) C-BERT Layer: CMed-BERT is another pre-train model

which is determined by the output of the RCNN layer
(maximum possible category c), training corporate is specific
knowledge related to this category

2) Bi-GRU Layer: Gated Recurrent Unit (GRU) is the
variant of Long Short Term Memory (LSTM) variant, and also
the simplified LSTM by reducing the number of network pa-
rameter, but the model will not be affected by the performance,
in the solution to the problem of long-term dependence on
sequence at the same time can effectively shorten the training
time. Bidirectional GRU can capture textual characteristics
of the context simultaneously, and get the output sequence
[h1, h2, h3...hn]

3) Conditional Random Field: Conditional Random Field
(CRF) is a conditional probability distribution model of an-
other set of output random variables given a set of input
random variables. The CRF layer learns the conditional prob-
ability p(y|h), where h = [h1, h2, ..., hn] is the representation
sequence produced by the upper Bi-GRU layer, y = y1, y2, , yn
For the tag sequence. Given the input h, the conditional
probability of the tag sequence y is calculated as equation
4:

p(y|h; θ) =
∏N

i=1 ψ(hi, yi, yi−1)∑
y′∈Y (s)

∏N
i=1 ψ(hi, y

′
i, y

′
i−1)

(4)
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TABLE II
THE SAMPLE OF COMPARISON RESULTS

Task Original Model Pre-trained Model

Department / Domain
(Intent) Classification

Model Name Precision Recall F1 Model Name Precision Recall F1
BERT-CNN-GRU 0.6296 0.5835 0.5791 CMedBERT-CNN-GRU 0.6465 0.5785 0.5735

BERT-Dropout-AVRNN 0.6862 0.6585 0.6417 CMedBERT-Dropout-AVRNN 0.6787 0.6569 0.6556
BERT-BiGRU 0.6091 0.5918 0.5741 CMedBERT-BiGRU 0.6044 0.5870 0.5678

BERT-Dropout-BiGRU 0.6561 0.6506 0.6310 CMedBERT-Dropout-BiGRU 0.6522 0.6195 0.6213
BERT-AVRNN 0.6610 0.6701 0.6487 CMedBERT-AVRNN 0.7040 0.6716 0.6596
BERT-AVCNN 0.6706 0.6605 0.6487 CMedBERT-AVCNN 0.7858 0.7268 0.7170
BERT-RCNN 0.7389 0.7114 0.7028 CMedBERT-RCNN 0.7456 0.7531 0.7372

NER
(Slot Filling)

BERT-CNN-LSTM 0.6330 0.6910 0.6421 C-BERT-CNN-LSTM 0.6481 0.7248 0.6839
BERT-BiLSTM 0.6852 0.7640 0.7214 C-BERT-BiLSTM 0.7095 0.7536 0.7303

BERT-BiLSTM-CRF 0.6897 0.7716 0.7282 C-BERT-BiLSTM-CRF 0.7201 0.7874 0.7516
BERT-BiGRU 0.7047 0.7437 0.7221 C-BERT-BiGRU 0.7125 0.7635 0.7367

BERT-BiGRU-CRF 0.7214 0.7820 0.7499 C-BERT-BiGRU-CRF 0.7240 0.8072 0.7632

Fig. 2. NER (Slot Filling): F1 Score with C-BERT Embedding

IV. RESULT

We have tested 7 classification model and 5 NER model,
the results are showed in Tab. I and Fig. 2.

By comparing the previous State-Of-The-Arts models on the
respective tasks of classification and NER, our joint model
achieved better results in the corresponding sub-tasks than
the other separate task-specific models (Tab. II). Experiments
show that our proposed joint model has greater competitive-
ness than other specific mainstream models, respectively. It
can also be seen from the table that for the same model,
the effect of using domain-specific CMed-BERT pre-training
model is better than that of original BERT, moreover, the
effect of Named Entity Recognition task using C-BERT based
on previous classification result is better than that without
classification.
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