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Abstract  

MicroRNAs (miRNAs) are small noncoding RNAs that silence gene expression post-transcriptionally 

and play a key role in the development of Type 2 Diabetes (T2D). In pancreatic β‐cells, miRNAs 

control glucose‐induced insulin secretion and content and their expression is altered in T2D and 

hyperglycaemia through unknown molecular mechanisms. MiR‐184, an important regulator of in‐

sulin secretion, and miR‐125b, whose role in β‐cells is still unknown, are both regulated by glucose 

through AMP‐activated protein kinase (AMPK), a nutrient sensor essential for cellular energy ho-

meostasis and suggested target for anti-diabetes drugs. 

With this thesis we aimed to identify the mechanisms linked to AMPK-mediated transcription reg-

ulation of miR-184 and miR-125b in β-cells. We also aimed to elucidate miR-125b function in β-

cells through high-throughput identification of its direct targets. Finally, we aimed to develop a 

high‐throughput method (AGO2 eiCLIP-seq) to identify all specific miRNA‐mRNA interactions in 

human β-cells. 

Our results suggest that AMPK mediates glucose-dependent miR-184 expression regulation inde-

pendently of CTCF and that miR-184 TSS is located ~121 Kb upstream of MIR184 in a less accessible 

region in LKB1KO islets, suggesting a positive regulatory role in miR-184 transcription for AMPK. 

We also found that miR-125b expression is negatively regulated by SMAD3 and that the AMPK-

mediated down-regulation of miR-125b might occur independently of SMAD3. Importantly, we 

identified miR-125b direct targets in β‐cells and found that miR-125b overexpression results in 

abnormally enlarged lysosomes that could contribute to impaired nutrient signalling and/or insulin 

biosynthesis. Finally, I optimized the usage of enhanced single-nucleotide resolution UV-crosslink-

ing and immunoprecipitation (eiCLIP) against Argonaute 2 (AGO2 – an essential miRISC compo-

nent) in EndoC-βH1 human β-cells, which will support the precise mapping of the entire β‐cell 

miRNA targetome. 

My findings provide new insights into the regulation and role of β-cell miRNAs and may contribute 

to the identification of future therapeutic targets for the treatment of T2D. 
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Introduction 

1.1 Pancreas and glucose homeostasis 

1.1.1 Glucose homeostasis  

The human body is highly specialized in maintaining normoglycemia, the normal level of glucose 

in blood, within a very narrow range of 4-6 mmol/l [1]. This is accomplished by a complex regula-

tory neurohormonal system [2] that suppresses the release of pancreatic insulin in hypoglycaemia, 

which happens when glucose levels in blood drop (~3mmol/l), for example after exercise [3] or 

moderate fasting [4], and stimulates the release of counterregulatory hormones such as glucagon 

in order to increase blood glucose concentration through hepatic glycogenolysis and gluconeo-

genesis [5]. While the first promotes the breakdown of glycogen, a polysaccharide that serves as 

a form of energy storage, the second is a metabolic pathway that generates glucose from certain 

non-carbohydrate carbon substrates. On the other hand, when the body senses a 0.5 mmol/l in-

crement in plasma glucose it stimulates insulin release from pancreatic β-cells and suppresses glu-

cagon secretion from alpha cells to prevent further increases and to restore normoglycemia [2]. 

Insulin from the pancreas moves to muscle and adipose tissue, binds its specific receptors and 

enables the insulin-dependent uptake of glucose. In addition, insulin also induces formation of 

glycogen from sugar via glycogenesis in liver, muscle and adipose tissues [6, 7], fat production in 

liver and adipose tissue through lipogenesis [6, 8] and incorporation of amino acids into proteins 

in muscles [9]. The fact that the body finely regulates all these processes is of critical importance 

to human health due to the central importance of glucose as a source of energy, and because 

brain tissues are not able to synthesize it. Therefore, maintaining adequate glucose levels in the 

blood is necessary for survival [1]. 

1.1.2 Pancreas 

The Pancreas is an organ characterised by two functionally and morphologically different tissues, 

exocrine and endocrine, that develop from one single epithelium [10]. The exocrine pancreas con-
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sists of ductal and acinar cells and its main role is to secrete digestive enzymes into the intes-

tine[11]. Most of these enzymes are secreted as precursors and then activated once they reach 

the duodenum where their main role is to catalyse the breakdown of proteins, carbohydrates, and 

lipids [11, 12]. The endocrine pancreas instead consists of five main different types of cells grouped 

in the islets of Langerhans (Figure 1.1), which are compact spherical clusters enclosed in the exo-

crine tissue [11]. These clusters of cells secrete hormones into the bloodstream that are responsi-

ble for the regulation of glucose homeostasis.  

1.1.3 Islets of Langerhans  

The islets of Langerhans occupy 1-2% of the total mass of the pancreas [13] and play a key role in 

the regulation of metabolism at the systemic level. More than 1 million islets are present in a 

human pancreas, each of them consisting in a group of thousands of cells [13]. The most abundant 

cells are β-cells, which constitute 50-70% of the islets in humans [14] and 60-80% in mice [15]. 

They are responsible for the secretion of insulin, the hormone that promotes the absorption of 

glucose and other carbohydrates from the blood into liver, skeletal muscle and fat tissues, and 

amylin, which has a role in decreasing gastric emptying and stimulate satiety after food intake [16]. 

Another cell type accounting for 35% and 10-20% of the islet cells in human and mouse respec-

tively, are α-cells. These are responsible for the secretion of glucagon, the hormone that mobilizes 

hepatic glucose in the fasting state to maintain normal level of glucose in the bloodstream [17].  

Other cell types present in the islets of Langerhans are the somatostatin-producing δ-cells and the 

pancreatic polypeptide-producing PP cells [11]. These occupy a small fraction of the islets and, 

while δ-cells produce somatostatin to inhibit the secretion of pancreatic hormones including glu-

cagon and insulin, PP cells produce pancreatic polypeptide to suppress exocrine pancreas secre-

tion and possibly to slow gastric emptying [18]. Finally, a very small fraction (1%) of the islets is 

formed by the ε-cells responsible for the secretion of ghrelin, the hormone that stimulates appe-

tite[19]. Humans and mice have a different spatial distribution of the endocrine cells within the 

islets: in humans, they don’t distribute with a specific organization while in mice the β-cells occupy 

the core of the islet and the other endocrine cells are on the periphery [20].  

https://en.wikipedia.org/wiki/Ghrelin


 23 

Due to their important role in secreting the hormones directly into the bloodstream, a significant 

volume of the islets (7–8%) is made by capillaries [21]. Because of this high vascularization, even 

if the islets constitute only the 1-2% of the total mass of the pancreas, they receive 15% of total 

pancreas blood flow [22]. 

 

Figure 1.1: Schematic representation of the endocrine pancreas 
The human pancreas is an organ characterized by both endocrine and digestive exocrine function. The 
exocrine pancreas occupies the majority of the pancreatic mass and is responsible for the secretion of di-
gestive peptides. The endocrine pancreas is composed of five different cell types that form island-like struc-
tures known as islets of Langerhans and regulate the levels of glucose in the blood through the regulated 
secretion of different types of hormones into the circulation. This figure was created using Servier Medical 
Art templates (https://smart.servier.com) 

1.1.4 Pancreatic β-cells and insulin secretory granules 

Pancreatic β-cells are highly specialized cells able to secrete insulin in response to increased level 

of nutrients in the bloodstream. In fact, using specific transporters (see section 1.2.1 ) they uptake 

glucose from the bloodstream and subsequently activate a cascade of molecular events that cul-

minates with the exocytosis of insulin. Insulin is stored in β-cells within secretory granules (ISGs), 

small vesicles with a diameter of approximately 300nM  that, under the electron microscope, ap-

pear to have a central dense core surrounded by a halo[23] (Figure 1.2 A), with each β-cell con-

taining a total of ~9000 granules. While most of these granules are localized into the cytoplasm, 

7% are pre-docked beneath the cellular surface [24] and are involved in the rapid insulin secretion 

https://smart.servier.com/
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known as the “first phase”, constituting the readily releasable pool (RRP)[25]. The remaining gran-

ules are called reserve pool (RP) and are responsible for the prolonged insulin secretion called ‘the 

second phase’ where insulin is released in a slower and more sustained manner over time (Figure 

1.2 B) [26]. 

 

Figure 1.2: Representation of insulin secretory granules and insulin secretion phases in response 
to hyperglycaemia. 
A. Representative β-cell from lean C57BL/6 mouse containing abundant mature secretory granules (dark 
and dense granules) and few immature granules containing pro-insulin (light granules). Image from Boland 
et al. [27].  
B. Schematic representation of insulin secretion phases in response to hyperglycaemia. High level of glu-
cose in the blood triggers a large and rapid insulin secretion (Phase I) before falling to levels above basal 
for an extended period of time (Phase II).  
 

1.2 Glucose-stimulated insulin secretion  

1.2.1 Glucose import and metabolism in pancreatic β-cells 

Glucose uptake from β-cells is mediated by a family of glucose transporters (GLUTs) that are ex-

pressed on the plasma membrane (Figure 1.3). In both humans and rodents, this family is charac-

terized by 14 members, each of them with distinct amino acid sequences, kinetic properties, sub-

strate specificities, and tissue and cellular localisations [28]. However, while in rodents glucose 
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transporter number 2 (GLUT2) is responsible for glucose uptake [29], human islets predominantly 

express GLUT1 and, to a much lesser extent, GLUT3 on their surface [30]. These transporters with  

different capacity and affinity for glucose act as glucose sensors [31] and are important for main-

taining normal glucose metabolism. In fact, mice deficient of GLUT2 are hyperglycaemic and have 

elevated plasma levels of glucagon and free fatty acids. These mice also present abnormal glucose 

tolerance in vivo and loss of glucose stimulated insulin gene expression in vitro with a substantial 

loss of the first phase of insulin secretion [32]. Additionally, a rescue experiment that used trans-

genic expression of GLUT1 or GLUT2 in the β-cells of the same mice was able to restore normal 

glucose-stimulated insulin secretion (GSIS) and glucose-stimulated insulin biosynthesis [33]. More-

over, genome-wide association studies have reported that GLUT2 variants increase the risks of 

fasting hyperglycaemia, transition to type 2 diabetes, hypercholesterolaemia and cardiovascular 

diseases[34]. 

Once inside the β-cell, glucose is phosphorylated to glucose-6-phospate by the high Michaelis con-

stant (Km) enzyme glucokinase (GK, hexokinase IV) [29],[31, 35] and enters the glycolysis process. 

Glucokinase is able to regulate the rate of glucose phosphorylation acting as a rate-limiting factor 

for glucose metabolism and for this reason is widely considered a glucose sensor [35-37]. In hu-

mans, a mutation in GK that causes low stability or low activity of the enzyme can be in part re-

sponsible for the maturity-onset diabetes of the young (MODY)[38, 39], while in mice an ablation 

or reduction of glucokinase activity leads to impaired glucose-stimulated insulin secretion [40]. 

During glycolysis (Figure 1.3), glucose is transformed into two products, pyruvate and NADH, both 

of which enter the mitochondria to produce ATP, although at different stages of the respiratory 

pathway [41]. 

Pancreatic β-cell membranes are characterized by the presence of ATP-sensitive K+ channels (KATP) 

that have a fundamental role in the first phase of insulin secretion. The channel is an octameric 

complex formed by four inwardly rectifying potassium (K+) Kir6.x-type subunits surrounded by four 

sulfonylurea receptors (SUR1) [42]. Increased glucose in the cells induces ATP accumulation that 

binds the cytosolic ATP-binding site located on each Kir6.x-type subunit and leads to the closure 

of ATP-sensitive K+ channels [43]. Such closure prevents the efflux of K+ ions which causes a plasma 
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membrane depolarization from -70 mV, its resting potential, to the -30 to -40 mV range [44]. At 

this potential, the high voltage gated Ca2+ channels are activated, Ca2+ enters the cell and its influx 

leads to exocytosis of the insulin-containing granules (Figure 1.3) [45, 46]. β-cells surface is char-

acterized by several types of high voltage-gated Ca2+ channels including L-, N-, P/Q- and R-type 

[47], however, L-type Ca2+ channels are the most abundant and therefore believed to be mainly 

responsible for KATP channel-regulated Ca2+ influx [48]. 

 

Figure 1.3: Schematic representation of glucose-stimulated insulin secretion in pancreatic β-cells.  
Glucose enters the β-cell by glucose transporters and is metabolized by oxidative glycolysis that leads to an 
increase in the ATP/ADP ratio. Increased levels of ATP results in the closure of ATP-sensitive K+ channels 
(KATP) that then induces plasma membrane depolarisation and the opening of voltage-dependent Ca2+ 
channels (VDCC). Calcium influx triggers the exocytosis of insulin granules. 
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1.2.2 Insulin structure, transcription and expression 

The human insulin molecule has a molecular mass of 5.8 kDa and consists of 51 amino acids di-

vided in two short peptide chains linked by two invariant disulphide bridges. Transcribed as a pre-

cursor of 12kDa (pre-proinsulin) from a gene located on the short arm of chromosome 11, this 

gene is characterised by three exonic regions interspersed with two introns. Exon 2 encodes for 

the signal peptide, a part of the C-peptide and the B-chain, while the A-chain and the remaining 

portion of C-peptide are encoded by exon 3 [49]. In rats and mice insulin is transcribed from two 

genes, Ins1 and Ins2, with only the second being homologous to human insulin [50]. 

The transcription of the insulin gene is mainly controlled by a 340bp conserved region located 

upstream of the transcription starting site identified as the insulin promoter. The insulin promoter 

is characterized by a number of cis-acting sequence motifs contained within the 5’ flanking region 

of the insulin gene which serve as binding sites for β-cell specific transcription factors [51, 52]. In 

fact, many transcription factors have been identified to play a role in the regulation of insulin tran-

scription, with Pdx-1 (pancreatic and duodenal homeobox- 1), MafA (V-maf musculoaponeurotic 

fibrosarcoma oncogene homologue A) and NeuroD1 (neurogenic differentiation 1) having a crucial 

role in the glucose-mediated insulin gene transcription [53-55].  Glucose, as a major nutrient reg-

ulator of pancreatic β-cell function, plays a fundamental role in the regulation of insulin gene ex-

pression acting to promote the binding of these transcription factors  to Cis-regulatory elements 

[56]. Furthermore, it has also been demonstrated that transcription factor regulation can also oc-

cur through recruitment of specific co-activators. Pdx-1 and NeuroD1, for example, recruit p300 

histone acetylase [57, 58], which through the acetylation of histone H4 contributes to the glucose-

mediated insulin gene expression regulation [59].   

Mature insulin is the result of enzymatic cleavages (Figure 1.4) that start in the endoplasmic retic-

ulum (ER) where the pre-pro-insulin, consisting of a signal peptide, C-peptide, chain A and chain B 

peptides, loses its N-terminal signal and is converted in proinsulin (MW 9-10 kDa) by the enzyme 

signal peptidase [60]. This cleavage is important for the folding of proinsulin and the oxidation of 

the three cysteine disulphide bonds between the A and B chain (Figure .4). The proinsulin is then 

transferred to the Golgi apparatus where it is packaged into dense storage granules, cleaved by 
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two endoproteases, prohormone convertase PC1 and PC3, and processed by the exoprotease car-

boxypeptidase H (CPH) into C-peptide and mature insulin. Zinc is then imported into the secretory 

granule causing hexamerisation of insulin and allowing insulin to be stored and packaged within 

Insulin secretory granules (ISGs) (Figure 1.4).[23, 61]. 

 

 

Figure 1.4: Insulin biosynthesis 

Insulin is synthesised as a 110 amino-acid-long preproinsulin that consists of a signal peptide, a B chain, a 
connecting peptide and an A chain.The signal peptide targets the preproinsulin to the endoplasmic reticu-
lum (ER), where it is cleaved by the signal peptidase and converted into proinsulin. In the ER, three disulfide 
bonds are formed between cysteine residues. Then, proinsulin is trafficked from the ER to the Golgi appa-
ratus and packed into immature secretory granules (SGs). Before insulin release, the C-peptide is cleaved 
by PC1/3 to form mature insulin. During insulin secretion both C peptide and insulin are released from the 
cell. 
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1.2.3 Insulin granule dynamics and exocytosis  

The fusion of insulin secretory granules to the β-cell membrane and the consequential release of 

insulin are the final steps of glucose-stimulated insulin secretion.  

As previously described, GSIS is characterised by a biphasic time course with an initial peak which 

initiates rapidly and only lasts a few seconds, followed by a slowly developing but sustained second 

phase. Several studies (as reviewed in [62]) have suggested a relationship between biphasic insulin 

secretion and the fact that β-cells are characterized by two distinct populations of secretory gran-

ules. In fact, a smaller percentage (~7%) is formed by granules docked beneath the cell membrane, 

constituting the readily releasable pool (RRP) [24] that might be responsible for the rapid first 

phase of insulin secretion that occurs within 10 minutes after glucose-stimulated cytosolic Ca2+ 

increase [25]. The bigger percentage is known to be the reserve pool (RP), consisting of granules 

which are distant from the cell membrane and could play a role in the sustained second phase of 

insulin secretion [26]. 

It has been suggested that the recruitment of granules in RP to the RRP might occur through the 

microtubule network. The microtubule-based granule transport may act together with actin-based 

transport in the subplasmalemmal space to mobilize the granules and, when this process needs to 

be limited for example at low glucose concentration (basal condition), actin limits the directed 

microtubule-based motion [63]. Interestingly, it has also been suggested that microtubule organ-

ization and dynamics itself may spatially dictate where on the plasma membrane the vesicle can 

fuse [64]. 

It has also been suggested that cyclic adenosine monophosphate (cAMP) might have a role in the 

regulation of insulin granule dynamics. cAMP is an important ‘second messenger’ signalling mole‐

cule [65] whose intracellular levels are increased by activation of G-protein coupled receptors 

(GPCRs), which engage the actions of adenylate cyclase proteins through the activation of Gs pro-

teins and produce cAMP from ATP [66]. cAMP regulates exocytosis in various secretory cells [67, 

68] and it has been reported that after membrane depolarization levels of cAMP increase simul-

taneously with Ca2+ [69, 70]. Moreover, cAMP signalling has been associated with potentiation of 
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both first and second phase of insulin secretion without interfering with the number of docking 

granules present in the cell or with fusion events [71]. However, it appears that the activation of 

cAMP increases the size of both RRP and RP pools of insulin granules, suggesting that it could have 

a role in controlling the density of the granules near the plasma membrane [71].  

The molecular mechanism involved in insulin exocytosis is similar to the one that controls neuro-

transmitters release [72]. Several proteins participate in the insulin secretory vesicle fusion pro-

cess, such as the soluble N-ethylmaleimide-sensitive factor attachment protein receptor (SNARE) 

[73]. SNARE is a transmembrane protein family located in cell organelles and vesicles. In β-cells, it 

is essential for the fusion of the insulin granules to the membrane by a mechanism that involves 

the assembly of a complex consisting of VAMP-2 (R-SNARE) on the granule membrane, syntaxin-

1a (Qc-SNARE) on the plasma membrane, and the membrane-associated protein SNAP-25 (Qa-Qb 

SNARE) [73, 74]. These proteins allow the vesicle membrane to come in closer contact with the 

plasma membrane and therefore fuse with it facilitating the release of insulin. The energy required 

for this process is provided by the conformational changes of the proteins themselves [73]. It has 

also been suggested that, in mouse β-cells, SNARE proteins have a role in Ca2+ influx in the areas 

where the plasma membrane is in contact with the secretory granules [75]. 

1.2.4 KATP channel-independent amplifying signals 

Many experiments have confirmed the key role of KATP channels in controlling insulin secretion 

[76-78], however it is still possible for glucose to induce insulin secretion while KATP channels are 

partly open. In fact, it has been found that the potentiation of Ca2+-induced exocytosis by glucose 

can be independent from the state of the KATP channels [79-81] and that glucose (and other me-

tabolites) metabolism can generate additional signals that amplify insulin secretion [82]. Changes 

in the cytosolic ATP/ADP ratio has certainly been the first, but many others are included in this still 

growing list. Free Fatty Acids (FFAs) are one of them: when FFAs are transported into the cells they 

can be activated into long-chain acyl-CoA and therefore metabolised to generate lipid signalling 

molecules that initiates signals for insulin exocytosis [83]. FFAs can also bind and activate the G-
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protein–coupled receptor FFAR1 (GPR40) on the cell membrane and initiate a cascade that in-

creased intracellular levels of Ca2+, mostly induced by raised levels of inositol 1,4,5 -trisphosphate 

(IP3) leading to the amplification of insulin secretion [84]. 

Increased levels of glutamate following high glucose challenge have also been associated with in-

creased insulin exocytosis [85] . A recent study showed that cytosolic glutamate produced by glu-

cose metabolism is key for the amplification of incretin‐induced insulin secretion signal [85]. In-

cretin hormones are gut peptides that are secreted from different enteroendocrine cells into the 

bloodstream in response to food intake [86]. Incretins such as glucagon-like peptide-1 (GLP-1) and 

glucose-dependent insulinotropic polypeptide bind to specific G protein-coupled receptors 

(GPCRs) on the β-cell surface [87], increase cyclic adenosine monophosphate (cAMP), promote 

Ca2+ influx and potentiate GSIS [88] through a so-called incretin effect, a mechanism defined by 

the greater difference in the insulin secretory responses obtained by oral glucose administration 

compared to the same dose administered intravenously [87]. 

1.3 Diabetes Mellitus 

Diabetes is a complex chronic disease characterized by increased level of glucose in the blood [89]. 

This occurs either because the body is not able to produce enough insulin, or the produced insulin 

is not functional [89]. Diabetes is recognized as an important cause of premature death and disa-

bility with over 8.5% of the world’s adult population affected and more than 1.5 million deaths 

annually [90]. Furthermore, the impact on the economy is considerably high, with an annual world-

wide cost of more than US$ 827 billion [91].  

Type 1 (T1D), Type 2 (T2D) and gestational are the three main types of diabetes. However, other 

types of diabetes have been described in recent years [89]. Amongst those we can find maturity-

onset diabetes of the young (MODY), which while sharing some of the T2D symptoms is not linked 

to obesity and is characterized by a stronger genetic risk factor [92], and Latent Autoimmune Dia-

betes of Adulthood (LADA), a form of T1D that shares some characteristics with T2D. Similarly to 

T1D, LADA is an autoimmune disease in which the body’s immune system attacks and destroys 

insulin producing cells, but develops over a longer period of time, like type 2 diabetes. 
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Finally, the secondary diabetes group clusters together all the diabetes that are developed as a 

consequence of another medical condition, such as cystic fibrosis, chronic pancreatitis and glu-

cagonoma, or drug- or chemical-induced diabetes, for example following the treatment of 

HIV/AIDS or organ transplantation [89]. 

1.3.1 Type 1 Diabetes (T1D) 

T1D is a chronic autoimmune disease characterized by the body deficiency to produce insulin due 

to a self-defence mechanism where T-cells mediate the destruction of insulin-producing pancre-

atic β-cells [93]. The majority of type 1 diabetes cases are first diagnosed in children and adoles-

cents[90] and 10% of all diabetic patients live with this condition [94]. The risk factors for T1D have 

not been fully understood yet, making the onset of the condition not preventable. Nevertheless, 

it is known that both genetic and environmental factors play a role in the development of the 

disease [95]. Only recently the dogma by which the pancreatic β-cells are destroyed in T1D has 

been challenged: recent studies have in fact suggested that some β-cells can probably evade im-

mune destruction and survive in T1D thanks to their de-differentiated status. Rui et al. [96]  

showed that, in T1D mouse, a small population of β-cells characterized by lower insulin content 

and glucose stimulated insulin secretion was also defined by a down-regulation of genes respon-

sible for β-cell identity and up-regulation of genes associated with immune modulation. These 

discoveries suggest that the acquisition of a ‘de-differentiated’ phenotype might be responsible 

for protection against the immune system attack [96]. 

1.3.2 Type 2 Diabetes (T2D) 

T2D, also called non-insulin-dependent or adult-onset diabetes in the past, is a result of the body 

not being able to use insulin. It is the most common type of diabetes with almost 90% of all the 

cases and, although it shares similar symptoms to T1D, they are generally less marked or even 

absent. This often results in a delay of the diagnosis and therefore causes unpredicted severe 

complication that damage different organs [90]. For many years, T2D has been associated to adults 

only, but its incidence has recently increased in children too [97]. Worldwide, almost 463 million 

of adult people are living with diabetes and, according the International Diabetes Federation, this 
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number will increase to 700 million by 2045 if preventative actions are not taken[94]. Different 

factors influence the development of T2D with the most influential being associated to lifestyle. In 

fact, up to 80% of the cases could be prevented with a healthy diet and physical activity [98, 99]. 

Also, ethnicity and family history of diabetes increase the risk suggesting that genetics play a role 

in the development of this condition [100, 101]. However, the identification of the genes respon-

sible for this polygenic disease has been challenging.  

In 2007, results from genome-wide association studies (GWASs) made  possible for the first time 

the identification of common genetic variants associated with T2D [102]. The first GWAS for T2D 

was performed on normal-weight T2D individuals of European-ancestry compared to non-diabetic in-

dividuals, and identified variants at five novel loci associated with increased risk of being affected by 

the disease [102]. Only a subsequent meta-GWAS, which involved multiple cohorts in order to increase 

statistical power, led to the identification of new variants such as single nucleotide polymorphism 

(SNPs) [103]. Since then, the study of SNPs has become one of the mainstream ways to study the 

association of genetic variation to T2D. During the last few years, several new SNPs have been 

identified in genes that have been linked to T2D [104]. One example is transcription factor 7-like 

2 (TCF7L2), a transcription factor downstream of wingless-related integration site (Wnt)/β-catenin 

pathway that plays a role in embryonic development and cell differentiation and division [105]. 

SNPs rs7903146 and rs12255372 in intron 3 of this gene are associated with a ~ 45% increase in 

T2D risk per allele and carriers show impaired insulin production [106] and β‐cell dysfunction 

[107]. SNPs in TCF7L2 represent one of the strongest known genetic determinant of T2D [108] 

alongside with those found in SLC30A8, a β-cell specific Zn2+ transporter [109]. SNP rs13266634 in 

the SLC30A8 gene is responsible for a change in protein structure that impairs the accumulation 

of zinc by granules and impedes normal insulin storage, with variant carriers showing an increased 

T2D susceptibility of ~ 20% per allele [102].  

Many other well established factors have been identified to be responsible for the pathophysio-

logical abnormalities that contribute to impaired glucose homeostasis [104] with β-cell dysfunc-

tion and insulin resistance being the most studied [104, 110, 111]. However, it is not a novelty that 

in most developed countries the prevalence of T2D is increasing in parallel with the mounting 

incidence of obesity and that excess adiposity leading to a high BMI is the single strongest risk 
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factor for T2D [112]. Also diet and lifestyle can have an important impact on the incidence of T2D. 

It has been demonstrated that it is possible to prevent T2D through lifestyle interventions focused 

on increasing physical activity and adopting a healthy diet such as the Mediterranean diet [113, 

114].  

1.3.3 Gestational 

Gestational diabetes mellitus (GDM) generally affects pregnant women during the second and 

third trimesters and is mainly due to the β-cells inefficiency to compensate for the increased insu-

lin resistance [90]. 

During a healthy pregnancy, insulin sensitivity shifts over the stages of the gestation to fulfil the 

requirements of the pregnancy. In early gestation, insulin sensitivity increases to allow the storage 

of energy into adipose tissue and prepare the body for the future demand [115]. Later on, placen-

tal hormones promote insulin resistance[116] resulting in increased blood glucose that is then 

transported to the placenta and provides sustenance for the foetus. Pregnant women compensate 

for this phenomenon through hypertrophy and hyperplasia of pancreatic β-cells and increased 

glucose-stimulated insulin secretion [117].  In fact, it has been demonstrated that during a normal 

pregnancy the uptake of glucose mediated by peripheral organs decreases by 50% and, as a con-

sequence, β-cells compensate for this by increasing insulin secretion by 200% [118]. Gestational 

diabetes occurs when pregnant mothers are unable to increase insulin secretion to compensate 

for the increased insulin resistance [119]. 

There are several risk factors involved in this condition, including obesity, excessive weight gain 

during gestation, advanced maternal age, genetic polymorphisms and ethnicity [120]. Consist-

ently, 60% of the women with a past history of GD develop type 2 diabetes [121] and have a pre-

disposition to cardiovascular disease (CVD)[122]. GD can also have long-term consequences for 

the infant: it has been demonstrated that babies that are born in GD pregnancies have higher 

possibilities of developing T2D, CVD and double the risk of developing obesity during childhood 

[123]. 
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1.4 Pancreatic islet β-cells and type 2 diabetes  

1.4.1 β-cells mass and apoptosis in T2D 

Different factors that occur during obesity, pregnancy or increased insulin resistance, such as hy-

pertrophy, enhanced replication and neogenesis, lead to β-cell mass increases [124-126]. On the 

contrary, the progression from insulin resistance to the onset of diabetes has been associated with 

β-cell dysfunction and reduced β-cell mass [127, 128]. 

In T2D, human β-cells are characterized in average by a ∼50% β-cell mass reduction, with an even 

more marked reduction in obese diabetics (>60%) [128]. However, these findings have been ques-

tioned [124, 129]. A study from Rahier et al. [124] carried out with a large number of samples (57 

T2D and 52 non-diabetic subjects) suggested that β-cell was only reduced by ∼25% within 5 years 

of diagnosis in T2D patients, suggesting that β-cell mass alone cannot be responsible for the onset 

of diabetes.  

Increased apoptosis in T2D subject is generally thought to contribute to the reduction in β-cell 

mass. Butler et al. [128] examined pancreatic tissue from diabetic and non-diabetic subjects and 

found that the frequency of β-cell apoptosis was increased 10-fold in the diabetic group compared 

to controls. The difference was reduced to 3-fold in the case of obese T2D subjects. Since new islet 

formation and β-cell replication was unchanged amongst the subjects, the authors claimed that 

apoptosis may be the major defect leading to a decrease in β-cells mass in type 2 diabetes [128]. 

Several factors seem to trigger apoptosis in β-cells, including the toxic effects of hyperglycaemia 

(glucotoxicity) [130] and elevated levels of free fatty acids (lipotoxicity [131]. Studies have demon-

strated that also endoplasmic reticulum (ER) stress may participate in β-cell death [132, 133]. It 

has been suggested that, as compensatory mechanism for hyperinsulinemia, β-cells start to pro-

duce additional islet amyloid polypeptide (IAPP), a polypeptide pancreatic hormone that aggre-

gates and accumulates at both intracellular and extracellular levels and mediate permeabilization 

and loss of membrane β-cell membrane integrity [134]. This mechanism leads to ER stress that 
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causes accumulation of unfolded proteins inside the ER, which in turn activates the unfolded pro-

tein response and leads to pro-apoptotic pathway initiation [135]. 

1.4.2 Insulin secretory deficiency in T2D  

Defective glucose mediated insulin secretion is the hallmark of β-cell failure in T2D [136]. Indeed, 

islets isolated from patients with T2D present a 60% reduction in glucose insulin secretion com-

pared to non-diabetic controls and this difference is supported by reduced β-cell insulin content 

[137]. It has also been reported that islets from diabetic and non-diabetic patients have a different 

threshold for glucose stimulated insulin secretion (7 mmol/l and 12 mmol/l respectively), indicat-

ing that diabetic islets are less sensitive to glucose [138]. Interestingly, mRNA levels of glucokinase 

(the first enzyme of the glycolytic breakdown of glucose) were also found to be reduced in T2D 

islets, supporting the defective glucose sensing and metabolism observed in these studies [139]. 

Indeed, reduced oxidative glucose metabolism has been observed in islets from T2D donors [140] 

and expression of glucokinase is also reduced in islets from T2D donors [139], indicating that an 

impairment of glucose metabolism could compromise the ability of glucose to initiate the insulin 

secretion cascade. Interestingly, defective secretion of insulin can be corrected by a glucokinase 

activator [140]. Moreover, the fact that T2D has been associated with a reduction of expression 

of key proteins involved in the exocytotic process [141] and that an age-dependent onset of type 

2 diabetes has been linked to a SNP in the gene of syntaxin 1A, an important protein of the SNARE 

complex, suggests that in type 2 diabetic β-cells might also be characterized by a defective exocy-

tosis machinery [142, 143].  

1.4.3 Hyperglycaemia and β-cell identity  

Hyperglycaemia is the result of a combination of insulin resistance in skeletal muscle, liver and 

adipose tissue and insufficient secretion of insulin from pancreatic β-cells [144]. It occurs when 

the blood glucose levels are greater than 7.0 mmol/L while fasting and 11.0 mmol/L 2 hours post-

prandial. Whereas in the pre-diabetes state β-cells are able to secrete more insulin in order to 

compensate for peripheral insulin resistance, in frank diabetes β-cells lose this ability leading to 

chronic hyperglycaemia [145]. Prolonged plasma glucose levels can have a toxic effect in a variety 
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of cell types, a process called glucotoxicity [146]. While most cells are able to maintain a relatively 

constant intracellular glucose concentration in an hyperglycaemic environment by reducing the 

rate of intracellular glucose transport [147], other cell types, including pancreatic β cells, neuronal 

cells, and vascular endothelial cells, cannot counteract this process because they equilibrate their 

intracellular glucose level to that of their extracellular environment [147-149], making them highly 

susceptible to hyperglycaemic damage as excess glucose enters the cell. Specifically, it has been 

demonstrated that, in mouse β-cells, glucose induces metabolic dysfunction through decreased 

oxidative metabolism and the accumulation of glycogen, providing one of the possible causes of 

reduced insulin release, β-cell number and identity [150].  

Maintenance of cellular identity requires active regulation of gene expression. In β-cells, deletion 

of several important transcription factors such as FOXO1 [151], PDX1 [152], NKX6.1 [153] and PAX6 

[154] have been shown to perturb cell identity by silencing the expression of set of genes that 

allow β-cells to be functional as such. Concomitantly, the expression of genes normally suppressed 

or expressed at very low levels in β-cells have instead been found upregulated [155]; This genes 

are called β-cell disallowed or forbidden genes [156-158]. 

Moreover, the presence of progenitor cell markers has been observed in the dedifferentiated is-

lets of diabetic animals [159-161] and emerging evidence also suggests that elevated blood glu-

cose can be responsible for alterations of β-cells identity in both human and mouse models pro-

moting trans-differentiating to other pancreatic endocrine cell types such as α cells and δ cells 

[162-164]. Jonas JC et al. [165] was the first who, in the early nineties, identified the major role of 

hyperglycaemia in the loss of β-cell identity and dedifferentiation. After him, many others have 

and are still working on the identification of the precise molecular mechanisms involved [130, 159, 

166]. This will certainly help in the development of new therapeutic strategies that will preserve 

or restore the functionality of β-cell in diabetes.  

1.4.4 Approaches for the treatment of diabetes  

While in T1D insulin treatment is necessary, T2D patients are only administered insulin if oral hy-

poglycaemic drugs are not effective. In the past years, multiple antidiabetic drugs able to maintain 
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a durable glycaemic control have become available, which are often combined, in order to reverse 

the manifold pathophysiological changes present in T2D [167-169]. Metformin is currently the 

most prescribed antidiabetic drug [170, 171], and it specifically reduces hepatic gluconeogenesis 

without inducing hypoglycaemia or weight gain [172]. The mechanisms by which metformin sup-

presses hepatic glucose production remain unclear. It was originally believed that  the activation 

of AMPK [173, 174] and suppression of mitochondrial glycerophosphate dehydrogenase in liver 

[175] were important mediators of metformin action. However, more recent studies indicate that, 

although metformin activates AMPK through decline in cellular energy status by reducing intracel-

lular ATP levels [176, 177], the metformin- induced acute suppression of glucose production ap-

pears to be independent of the LKB1–AMPK signalling pathway [178]. 

Sulfonylureas are another group of antidiabetic drugs, which work by triggering endogenous insu-

lin secretion from pancreatic β-cells targeting mainly the ATP-sensitive potassium channels on β-

cells [179].  Given their mechanism of action, sulfonylureas are effective only in the presence of 

residual pancreatic β-cells and can cause hypoglycaemia and weight gain [180]. 

Finally, Glucagon-like peptide 1 (GLP-1) analogues have been suggested for the treatment of 

young obese patients with recent diagnosis of T2D. These drugs cause a pharmacological increase 

in plasma GLP-1  that results in increased insulin secretion and inhibition of glucagon secretion 

[181]. These molecules are not the only ones used to compensate for the severe GLP-1 resistance 

in β-cells observed in T2D. In fact, Dipeptidyl peptidase 4 (DPP4) inhibitors are also used as antidi-

abetic drugs since they prolong the half-life of endogenously secreted GLP-1 and gastric inhibitory 

polypeptide [182], which can stimulate insulin synthesis from pancreatic β-cells [183]. 

1.5 AMPK 

1.5.1 AMPK structure and expression  

AMPK is a phylogenetically conserved serine/threonine protein kinase that plays an important role 

in regulating energy metabolism [184]. As major cellular energy sensor and master regulator of 

metabolic homeostasis, AMPK has recently emerged as an interesting potential drug target for 
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treating diabetes [185] . AMPK is a heterotrimeric enzyme characterized by a catalytic (α1 or α2) 

subunit and two regulatory (β1 or β2 and γ1, γ2, or γ3) subunits, all of which are encoded by 

separate genes, for a total of 12 possible complexes [186-188] (Figure 1.5). 

 

 

Figure 1.5: Domains and structure of the AMPK complex 
A. Schematic illustration of AMPK main protein domains characterized by a catalytic subunit (α) and two 
regulatory subunits (β and γ).  
B. Ribbon representation of AMPK α2β1γ1 trimeric complex crystal structure. The image is from Garcia et 
al. [189]  

The α-subunit is characterized by a N-terminal Ser/Thr kinase domain, an auto-inhibitory sequence 

(AIS) and a β subunit binding domain at the C-terminal [184].  The β-subunit contains two con-

served domains: a carbohydrate-binding module (CBM), responsible for AMPK ability to sense gly-

cogen, and a C-terminus domain that binds the α- and γ-subunits. The β-subunit also contains a 

myristoylation site at its N-terminal, which facilitates the targeting of AMPK to cellular membranes 

[190, 191]. The γ-subunit is comprised of two Bateman domains, each containing two cystathi-

onine β-synthase repeats (CBS). The resulting four CBS repeats form the four sites in AMPK that 

can potentially bind AMP, ADP or ATP in a competitive manner [184]. 
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Interestingly, following AMPK knockout in animals it has been established that AMPKα1 is the ma‐

jor catalytic subunit found in both mouse insulinoma cells (MIN6) and islets, and it is also respon-

sible for the vast majority of AMPK catalytic activity [187, 192]. It has been suggested that in islets 

the differential expression and localization of the multiple isoforms that compose AMPK subunits 

may contribute to this differences in AMPKα catalytic activity [193]. 

1.5.2 Regulation of AMPK activity  

The activity of AMPK is mainly regulated by nutrients, such as glucose and amino acids [186, 194], 

but also calcium, hormones, and cellular stress can trigger the phosphorylation of different targets 

involved in protein synthesis, ATP and glucose metabolism [195]. AMPK uses these signals of en-

ergy availability to regulate cell function, metabolism (anabolism and autophagy) and survival 

(apoptosis)[196]. 

The phosphorylation of Thr172 in the α-subunit is the principal event required for full activation 

of AMPK [197, 198]. Thr172 phosphorylation is mediated by upstream activating kinases including 

LKB1 (Liver kinase B1), CAMKK2 (Ca2+/Calmodulin (CaM)-dependent serine–threonine protein ki-

nase) and TAK1 (TGF-β activated kinase 1) [199, 200] and by allosteric activation mediated by ad-

enine nucleotides that bind to the ϒ subunit [161].  

Cells normally maintain their ATP:ADP ratio at about 10:1. If this ratio declines because of higher 

demand of ATP consumed by energy-requiring processes, more AMP or ADP is available to bind 

AMPK and therefore stimulates its activation. The rise in AMP availability and its binding to the ϒ-

subunit of AMPK triggers three complementary mechanisms [185, 198]: 

• Increased LKB1 mediated phosphorylation of Thr172 on AMPK α subunit 

• Protection of Thr172 from dephosphorylation by protein phosphatases 

• increased activity by allosteric activation of already phosphorylated AMPK 
 

LKB1 appears to be constantly active and is responsible for the activation of AMPK in most of the 

tissues [201]. Indeed, LKB1 is crucial for the activation of AMPK in β-cells since its loss has been 

shown to abolish both AMPK and its target proteins phosphorylation [193]. It has been estimated 

that the combination of LKB1 mediated phosphorylation and  protection from dephosphorylation 
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of Thr172 is able to increase AMPK activity by 100-fold while the allosteric activation is responsible 

for a further activation of 10-fold, for a total of 1000-fold [202]. 

On the contrary, the phosphorylation of AMPK by CAMKK2 does not require changes in AMP and 

ADP concentrations and is therefore described as a nucleotide-independent regulation [184]. 

CAMKK2 is activated by increases in intracellular Ca2+ concentration, which occur in response to 

different hormones such as vascular endothelial cell growth factor (VEGF) in endothelial cells 

where it promotes angiogenesis [203] and ghrelin in the hypothalamus [204, 205] where it triggers 

feeding behaviour. Once activated, CAMKK2 can phosphorylate Thr172 on the AMPK α subunit 

[199, 206]. The activation of AMPK by CAMKK2 has been already implicated in angiogenesis and 

in the response of neurons to the sensation of hunger[203, 204], but it was only recently that 

CAMKK2 was suggested as an important component of the Ca2+-mediated response to glucose 

signalling in β-cells [207]. The exact mechanism of this regulation and the potential role of AMPK 

activation remains to be explored.  

1.5.3 AMPK role in energy homeostasis 

The activation of AMPK has two main roles in the restoration of energy balance: activate catabolic 

enzymes involved in the generation of ATP and deactivate anabolic enzymes that are involved in 

processes driving the consumption of ATP such as synthesis and storage of macromolecules [202].  

Together with insulin, activated AMPK promotes muscle glucose uptake through the translocation 

and fusion of glucose transporter type 4 (GLUT4; also known as SLC2A4) intracellular storage ves-

icles to the plasma membrane. AMPK, in fact, phosphorylates and triggers the dissociation of TBC1 

domain family member 1 (TBC1D1) from the GLUT4 vesicles, which otherwise acts as an inhibitor, 

promoting the fusion of the vesicles to the plasma membrane [208, 209]. Similarly, AMPK pro-

motes glucose uptake by glucose transporter type 1 (GLUT1) in cells that are only characterized 

by this type of receptor (such as adipose tissue and brain) [210]. 

AMPK is also involved in the first steps of glycolysis where it phosphorylates and activates two 

isoforms of phosphofructokinase (PFK), the enzyme responsible for the conversion of fructose-6-

phosphate to fructose-2,6-bisphosphate (F26BP) [211]. 
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AMPK regulates glucose homeostasis also by inhibiting glucose production by the liver. In fact, the 

activation of AMPK was showed to suppress the transcription of genes encoding for important 

enzymes involved in the gluconeogenesis pathway such as phosphoenolpyruvate carboxykinase 

(PEPCK), glucose-6-phosphatase (G6Pase) [212] and, not surprisingly, AMPK α2 liver-specific 

knockout mice show glucose intolerance and have high fasting glycemia [213]. 

In addition to gluconeogenesis, AMPK has been implicated in regulation of liver lipogenesis and 

lipid oxidation. On one hand, AMPK has been shown to suppress glucose-induced expression of 

lipogenesis-associated genes such as fatty acid synthase [174], whereas through the activation of 

the fatty acid transporter CD36 it promotes the uptake of fatty acids into cells [214] to facilitate 

the fatty acid oxidation mediated by the mitochondria.  To help this process AMPK also enhances 

the expression of oxidative enzymes that are part of the TCA (Krebs) cycle [215].  Interestingly, the 

uptake of fatty acid into mitochondria mediated by AMPK can also be promoted through the phos-

phorylation of Acetyl-CoA carboxylase 2 (ACC2) and therefore inhibition of malonyl-CoA [216]. 

In conditions where glucose levels are low, such as during starvation, AMPK has been shown to 

promote autophagy. This mechanism allows the cells to survive by recycling nutrients from orga-

nelles, proteins, and different macromolecules that are delivered to the lysosomes for degradation 

[217]. Kim et al., [218] have proposed a mechanism by which AMPK is able to promote autophagy 

by direct phosphorylation and activation of the autophagy-initiating kinase (ULK1). However, they 

also show that this mechanism is antagonised by mTOR activity under nutrient sufficiency. mTOR, 

which role in autophagy inhibition has already been widely established [219, 220] phosphorylates 

ULK1 on a different site from AMPK and by doing so disrupt the interaction between the two pro-

teins [218]. 

Interestingly, in mammals, AMPK can also influence metabolism and energy balance at the whole-

body level through its actions in the hypothalamus. The hypothalamic area of the brain in fact 

represents a key compartment for energy sensing and satiety regulation: stimulation of neurones 

that express neuropeptide Y (NPY) and agouti-related protein-expressing neurons (AgRP) induces 

feeding, while stimulation of neurons expressing pro-opiomelanocortin (POMC neurons) [G] inhib-

its it.  It has been demonstrated that, in rodent, hormones inhibiting feeding such as leptin are 
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able to inhibit AMPK α2 isoform and, similarly, those promoting feeding such as ghrelin can acti‐

vate AMPK [221] . In line with this, activation of AMPK mediated by injections of 5-aminoimidazole-

4-carboxamide 1-β-D-ribofuranoside (AICAR)  into the hypothalamus promoted feeding [205] 

whereas expression of dominant negative AMPK in the hypothalamus was enough to reduce food 

intake [221]. 

1.5.4 AMPK molecular mechanism of action in pancreatic β-cell 

In the past few years, AMPK has been shown to regulate many proteins in a disparate number of 

cell types [222-226]. Some of these regulations have been also confirmed in  in β-cells [222, 227-

229], however, this area of research still remains poorly understood. 

In line with its important role in energy homeostasis, the activation of AMPK in pancreatic β-cells 

targets several proteins such as enzymes, transporters and transcription factors involved in im-

portant metabolic pathways [193]. For example, one of the best characterized AMPK targets is 

Acetyl-CoA carboxylase 1 (ACC1). ACC1 catalyses a rate-limiting step in fatty acid biosynthesis and 

AMPK-mediated phosphorylation has been shown to inactivate this protein leading to inhibition 

of cholesterol and de novo fatty acid synthesis [228]. For these reasons, targeting AMPK and/or 

ACC1 could be a strategy for treating obesity and insulin resistance [196]. Moreover, it has been 

demonstrated that silencing of Acc1 using RNA interference impairs GSIS alongside with a de-

crease in glucose oxidation ATP:ADP in rat insulinoma cell line INS-1. Furthermore, chronic, but 

not acute, treatment of Acc1 inhibitors impairs GSIS [228]. 

Another well characterised AMPK target is mTOR. AMPK inhibits mTOR and protein synthesis 

through phosphorylation and activation of Tuberous Sclerosis Complex 2 (TSC2) protein [226]. In-

terestingly, mice lacking p70S6K1, a downstream target of mTOR, are glucose intolerant and pre-

sent hypoinsulinemia and reduced cell size demonstrating that the regulation of this pathway is 

crucial for pancreatic β-cells [230].  

AMPK also regulates β-cell gene expression to modulate lipogenesis and insulin production [229, 

231]. The role of Sterol regulatory element-binding transcription factor 1 (SREBP1c) in the up-reg-

ulation of lipogenic genes such as FAS (fatty acid synthase) is well studied [232, 233]. Interestingly, 
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Diraison et al. [229] found that, while SREBP1c-transduced islets displayed increased levels of FAS 

alongside with triacylglycerol, the treatment with AMPK activators was able to decrease the ex-

pression of the endogenous SREBP1c and FAS and, more importantly, to reverse the effect on 

increased glucose oxidation, ATP levels, and decreased glucose-induced insulin secretion deriving 

from overexpressing SREBP1c [229].  

Interestingly, by dephosphorylating and destabilizing Hepatocyte Nuclear Factor 4α (HNF4α), 

AMPK may also have a role in the β-cell insulin synthesis [231, 234]. Expression of active AMPK α1 

in INS-1 cells [231] or treatment of mouse islets with AICAR [234] has been associated with de-

creased levels of HNF4α protein. Interestingly, HNF4α transcription factor has previously shown 

to mediate the indirect [235] and direct [236] activation of the insulin gene promoter in β-cells. 

1.5.5 AMPK role in pancreatic β-cells and insulin secretion 

AMPK has recently emerged as a key regulator of insulin secretion and β-cell survival and prolifer-

ation [192]. In the past years many groups have tried to clarify the connection between insulin 

secretion and the LKB1-AMPK pathway. After more than 20 papers and counting, the topic is far 

from being settled since both positive and negative regulation has been reported after AMPK ac-

tivation [160, 193, 237]. 

The first study that addressed the role of AMPK in controlling insulin secretion was published in 

1998 [186]. Salt and colleagues demonstrated that INS-1 rat β-cells treated with AICAR showed 

inhibited GSIS whereas the basal insulin secretion was increased [186]. However, in the same study 

stimulatory effects on GSIS were observed after AICAR treatment on isolated rat islets. A few years 

later, these two conflicting results were confirmed by others. Akkan and Malaisse [238], along with 

other groups [160, 186, 237], demonstrated that increasing doses of AICAR administered along-

side increasing concentrations of glucose caused increased insulin secretion in both isolated pan-

creatic rat islets or perfused pancreases, suggesting that the activation of AMPK promotes insulin 

secretion.  

On the contrary, other studies performed with different insulinoma cell lines (INS1, MIN6 and HIT) 

and pharmacological activation of AMPK with AICAR [187, 194] and more consistently  with the 
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anti-diabetic drugs thiazolidinediones (TZDs) [239-241], found AMPK activation to reduce insulin 

secretion. While acute activation of AMPK results in varied GSIS responses, a long-term activation 

has been more consistently shown to inhibit insulin secretion in both β-cell lines and islets [242-

244].  

Two independent groups generated an AMPKα2 β-cells and brain mice knock-out using RIP2-cre 

in the background of a whole-body knockout of AMPKα1 [192, 245]. In both studies the mice pre-

sented impaired glucose tolerance and reduced plasma insulin while β-cell mass was slightly in-

creased, although the difference was not significant. Sun et al. [192] showed that AMPKα1/α2 KO 

β-cells had an increased cell proliferation and reduction in size. Insulin secretion in isolated islets 

was increased in both low glucose and high glucose conditions. Beall et al. [245] confirmed the 

increased insulin secretion under low glucose concentration, but the islets showed a defect in 

GSIS. The discrepancies in the age of the animals could explain the different phenotypes, however 

both studies couldn’t be used to draw a conclusion on how the AMPK catalytic subunit deletion 

can impact insulin secretion. In fact, global loss of α1 or loss of both α1 and α2 using Cre recom-

binase could masks potential β-cell dependent defects as this protein may be expressed in neurons 

involved in the regulation of energy and glucose homeostasis themselves [246]. 

In order to avoid the complications associated with the deletion of AMPK in the brain following an 

Ins2Cre-mediated recombination, Kone et al. [247] used a knock-in mouse with the Cre recom-

binase in the Ins1 locus. These mice, in which both catalytic subunits of AMPK were deleted, did 

not show an increase in postnatal body weight and had a minor phenotype compared to the pre-

vious model used by Sun et al.: glucose tolerance was slightly impaired, insulin release was dimin-

ished by only 50% and β-cell mass was unchanged [247]. Interestingly, RNA-seq data showed that 

deletion of AMPK in β-cells leads to an upregulation of neuronal and hepatic genes also defined 

as “disallowed genes”. 

On the contrary, mice with a β-cell-specific ablation of LKB1 generated by Fu et al. and others [247-

249] have shown discordant phenotype from the previously described AMPK model. According to 

Fu et al. [248], LKB1-KO mice displayed improved glucose tolerance and protection against diet-

induced hyperglycaemia whereas LKB1-KO β-cells were hypertrophic because of elevated mTOR 
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activity. The authors concluded that inhibition of LKB1 activity may facilitate β-cell expansion and 

glucose tolerance in vivo. Kone et al.[247] also reported that loss of LKB1 led to improved glucose 

homeostasis and increased β-cell mass and insulin secretion in vivo but GSIS in vitro was reported 

as largely unchanged. Moreover, GSEA performed on RNA-seq data from LKB1KO vs control mice 

displayed no significant changes in β-cells marker genes such as Slc2a2 (Glut2), Pdx1, MafA and 

NeuroD. However, as for AMPK-KO, the analysis identified significant enrichment for a subset of 

neuronal and hepatic genes. This data, together with those obtained from AMPK-KO, suggest that 

the LKB1-AMPK axis might maintain β-cell identity by suppressing alternative pathways. 
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  Cells Drug/Model Effect on IS/GSIS Ref. 
In

 v
it

ro
 

A
ct

iv
at

io
n

 
INS-1 AICAR ↑ basal IS/ ↓ GSIS [250] 

MIN6 AICAR ↓ GSIS [251] 

MIN6 Metformin ↓ GSIS [194] 

MIN6 Troglitazone ↓ GSIS [239] 

MIN6 Berberine ↓ GSIS [241] 

INS-1 Pioglitazone ↓ GSIS [240] 

Rat islets AICAR ↑ GSIS [250] 

Rat islets AICAR ↑ GSIS [238] 

Perfused pancreas AICAR ↑ GSIS [238] 

Mouse islets AICAR ↑ GSIS [160] 

Mouse islets AICAR ↑ GSIS [237] 

Human islets Metformin ↓ GSIS [194] 

Rat islets Troglitazone ↓ GSIS [239] 

Rat islets Berberine ↓ GSIS [241] 

In
h

ib
it

io
n

 

Mouse Islets Whole body AMPKα2 KO normal IS [252] 

Mouse islets β-cell AMPKa1/AMPKa2 KO  ↑  basal IS and GSIS   [192] 

Mouse Islets β-cell AMPKa1/AMPKa2 KO  ↑  basal IS/↓ GSIS [245] 

Mouse Islets β-cell AMPKa1/AMPKa2 KO  ↑  IS [247] 

Mouse Islets β-cell LKB1 KO  normal GSIS [247] 

Mouse Islets β-cell LKB1 KO  ↑  IS [248] 

Mouse Islets β-cell LKB1 KO  ↑  IS [249] 

 

Table 1.1: In vivo and in vitro effects of AMPK on GSIS 

In
 v

iv
o

 

In
h

ib
it

io
n

 

Mouse Whole body AMPKα1 KO normal IS [253] 

Mouse Whole body AMPKα2 KO ↓  IS [253] 

Mouse Whole body AMPKα2 KO ↓  IS [252] 

Mouse 
β-cell and hypothalamus AMPKa1 
/AMPKa2 KO 

↓  IS 
[192] 

Mouse 
β-cell and hypothalamus AMPKa1 
/AMPKa2 KO 

↓  IS 
[245] 

Mouse β-cell AMPKa1/AMPKa2 KO ↓  IS [247] 

Mouse β-cell LKB1 KO  ↑  IS [247] 

Mouse β-cell LKB1 KO  ↑  IS [248] 

Mouse β-cell LKB1 KO  ↑  IS [249] 
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1.6 MicroRNAs 

MicroRNAs (miRNAs) are small non-coding RNAs ~22 nucleotides long that silence gene expression 

post-transcriptionally. 

MiRNAs were identified for the first time in 1993 by Ambros’ and Ruvkun’s groups while studying 

the Lin-14 gene in C. elegans [254, 255]. At the time Lin-14 was already known to be down-regu-

lated during development in C. Elegance and that Lin-4 was a negative regulator of lin-14 essential 

for the transition from the first larval stage (L1) to the second (L2).  

Ambros’ and Ruvkun’s groups were able to simultaneously elucidate the molecular mechanism 

that underpinned the inhibition of Lin-14 mediated by Lin-4 [254, 255]. In fact, they demonstrated 

that Lin-4, which encodes for two short non-coding RNAs (approximately 22 and 61 nt), was able 

to regulate Lin-14 at the posttranscriptional level and that the 3’UTR of Lin-14 was necessary and 

sufficient for this regulation. More specifically, this regulation occurred through seven conserved 

elements in the 3’UTR of Lin-14 that are complementary to a portion of Lin-4 transcripts. There-

fore, they proposed a model by which the seven sites in the 3’UTR of Lin-14 bind the Lin-4 RNAs 

and synergically downregulate Lin-14 expression during development through the generation of a 

temporal gradient.  

However, the importance of the role of miRNAs became clear only 7 years later when Ruvkun’s 

and Horvitz’s laboratories [256] identified a new miRNA (Let-7) that was able to regulate the het-

erochronic pathway in C. elegans and promote the transition from the last larval stage (L4) into 

the adult stage. Importantly, in 2002 George Adrian Calin [257] and his team described for the first 

time an involvement of miRNA genes in human tumours. They associated the deletion, and there-

fore downregulation, of miR-15 and 16 genes in chronic lymphocytic leukaemia. Since then many 

studies on miRNAs have been carried out and their role and function widely investigated within 

different species: many miRNAs are evolutionarily conserved, and this strongly suggests an im-

portant role for these little molecules in relevant regulatory pathways [258]. At the time of writing, 

miRbase v22, the central online repository for miRNAs, reported that, in human alone, there are 
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2656 annotated mature miRNAs [259]. Remarkably, it has been estimated that 60% of protein-

coding genes are under their control [260]. 

1.6.1 Biogenesis of miRNAs 

In mammalian cells, miRNAs are mostly transcribed by RNA polymerase II from both intragenic and 

intergenic regions. The former are mainly processed from introns of protein coding genes, while 

the latter are regulated by their own promoters [261, 262]. In less frequent cases, human intra-

genic miRNAs can be independently transcribed by RNA polymerase III if they are close to Alu 

repeats [263].  

It is possible for different miRNAs to be transcribed together as long transcriptional units or “clus‐

ters” that contain multiple miRNAs [264]. However, the expression of miRNAs that are co‑tran-

scribed from the same cluster can be individually regulated at the post-transcriptional level [265]. 

Interestingly, most of the clusters are evolutionary conserved, thus implying an important biolog-

ical function [266]. 

A schematic illustration of the genomic organization and structure of miRNA genes can be found 

in Figure 1.6. 

 

Figure 1.6: Schematic representation of genomic miRNA genes organization and structure 
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MiRNAs are typically transcribed as long (over 1kb) primary transcripts (pri-miRNA) that contain a 

double stranded stem of about 33-35 bp where the mature miRNA sequence is enclosed by a 

terminal loop and single-stranded RNA segments at both the 5ʹ and 3ʹ sides and characterized by 

a CAP and a poly-A tail [265]. Pri-miRNAs are quickly processed into the nucleus by the Micropro-

cessor complex that consists of an RNAse III enzyme, DROSHA, and the DiGeorge syndrome critical 

region 8 (DGCR8), also called PACHA (Partner of DROSHA). The Microprocessor recognizes the pri-

miRNA through DGCR8, and cleaves it (through DROSHA) at the base of the hairpin structure [267]. 

This results in the formation of a hairpin-shaped precursor RNA of ~70nt with a 2nt and 3’ over‐

hang called pre-miRNA (Figure 1.7) [268]. 
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Figure 1.7: miRNA biogenesis. 
MiRNAs are typically transcribed mainly by RNA 
polymerase II (Pol II) as long primary transcripts 
(pri-miRNA) consisting of multiple parts: a double 
strand, a terminal loop and single-stranded RNA 
segments at both the 5ʹ and 3ʹ sides that are char‐
acterized by a CAP and a poly-A tail. Pri-miRNA 
transcripts are processed by Drosha in the nucleus 
resulting in the precursor miRNA (pre-miRNA). 
The pre-miRNA is exported from the nucleus by 
exportin 5 and then further cleaved by the endo-
nuclease Dicer together with its dsRNA-binding 
partner TRBP (transactivation-response RNA-
binding protein; in mammals) form a miRNA–
miRNA* duplex. Supported by the HSC70–HSP90 
chaperone machinery, this duplex is loaded into 
an Argonaute (AGO) protein as a dsRNA. Subse-
quent maturation steps expel the miRNA*, pro-
ducing a mature RNA-induced silencing complex 
(RISC). The image was adapted from Ameres and 
Zamore et al. [269]. 
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Studies demonstrate that the depletion of both DGCR8 and DROSHA results in a reduction of both 

precursors of mature miRNAs in multiple organisms, including humans [268, 270-273]. Interest-

ingly, the deletion of the genomic region that includes DGCR8 is implicated in a genetic disorder 

called DiGeorge syndrome [274], a condition present from birth that can cause a range of lifelong 

problems.  

The efficiency of Drosha-mediated processing of pri-miRNAs is important to determine miRNA 

abundance and is regulated by the amount of Microprocessor available to the cell. Remarkably, 

Drosha and DGCR8 autoregulate each other post-transcriptionally [275]. In fact, while DGCR8 is 

able to stabilize DROSHA through protein-protein interactions [276], DROSHA destabilizes DGCR8 

mRNA by cleaving it at a hairpin in the second exon [276, 277]. 

Following microprocessor processing, the pre-miRNA is ready to be exported to the cytoplasm. 

This is mediated by Exportin 5 (XPO5) that, helped by cofactor GTP-binding nuclear protein Ran-

GTP, recognises and binds the pre-miRNA with high affinity [278, 279] and promotes its passage 

from the nucleus to the cytoplasm. Additionally, Exportin 5 plays also a role in pre-miRNAs stabili-

zation by preventing their degradation by exonucleases [280]. In fact, knockdown of XPO5 results 

in the reduction of miRNA levels without an accumulation of nuclear pre-miRNA [281].  

Once into the cytoplasm, the pre-miRNA is processed by DICER, an RNAse III endonuclease, which 

cleaves the ~70 nt double stranded RNA at the loop level leaving a small RNA duplex of 21–24 

nucleotides [282, 283] characterised by a phosphate at 5’ and a 2nt overhang with hydroxyl at the 

3’ end.  

The regulation of this step is affected by different factors [284]. In human, for example, miRNAs 

themselves can regulate DICER. In fact, DICER1 mRNA contains binding sites for miRNA Let-7 re-

sulting in a loop where both DICER and Let-7 regulate each other [285]. Moreover, DICER activity 

can be regulated by many protein interactions: for example, when the trans-activation response 

RNA-binding protein (TRBP) is bound to DICER, it enhances the stability of Dicer–substrate com-

plexes and therefore the cleavage of miRNA precursors [286]. Moreover, it has been demon-

strated that some proteins like LIN28 act selectively on specific miRNAs. In mammalian cells, 
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LIN28A blocks DICER processing of Let-7 and simultaneously recruits Terminal uridylyltransferase 

4 (TUT4) that adds uridines to the 3′ ends of the RNA and promotes its degradation [287].  

After DICER produces the 21-24nt miRNA duplex, it is ready to be loaded onto Argonaute proteins 

and form the miRNA inducing silencing complex (miRISC). TRBP is able to sense the strand with 

the less stable 5’ end (guide strand) in the duplex and loads the double stranded miRNA in the 

right orientation in order to allow the Argonautes to unwind the duplex, remove the “passenger“ 

strand and leave the mature miRNA molecule [278, 288]. The sequence of the mature miRNAs 

drives the miRISC to the target mRNAs by partial complementarity. 

1.6.2 Role of AGO proteins 

Argonaute proteins are evolutionarily conserved and can be divided into two categories, Ago and 

Piwi [289]. Ago proteins have a role in short interfering RNAs (siRNA) and miRNA pathways, while 

Piwi proteins interact with PIWI-interacting RNAs (piRNAs) to regulate gene expression in the 

germ-line [290]. In mice and humans, Argonautes are encoded by 8 different genes [291] and, 

more specifically in humans, AGO1, AGO2, AGO3 and AGO4 form the AGO subfamily [292]. AGO1, 

3 and 4 are clustered on chromosome 1, whereas the AGO2 gene is located on chromosome 8. 

The human PIWI subfamily consists of HIWI1, HIWI2, HIWI3 and HILI proteins, all encoded from 

different chromosomes[289] (Figure 1.8).  

Figure 1.8: Domains and structure of Argonaute pro-
teins 
A. Schematic illustration of Argonaute main protein do-
mains: the N-terminal, PAZ, MID and PIWI domains.  
B. Ribbon representation of eukaryotic Argonaute crystal 
structure. The image was adapted from Jinek et al. [293] 
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AGO2 is the most studied argonaute [294] and is the only AGO to function as an endonuclease in 

mammals [295, 296]. While the role of the remaining ones has not been fully identified yet, it has 

been suggested that the action of each AGO is functionally equivalent when operating with bulged 

miRNA duplexes [297]. In humans, the four AGO proteins (AGO1–4) have also been associated 

with almost indistinguishable sets of miRNAs [297-299].  

Like most proteins, Argonaute proteins are regulated post-translationally through various types of 

modifications that can affect their function [292]. For example, human AGO proteins under cellular 

stress conditions can be modified by poly (ADP)-ribose, a major nuclear regulatory macromole-

cule, that in the cytoplasm can mitigate miRNA-guided repression [300]. Argonaute can also un-

dergo ubiquitination or phosphorylation: like for many other proteins the former is responsible for 

the Argonaute degradation, while the latter can dictate its intracellular localization [301] or regu-

late the efficiency of small RNA binding [302]. 

AGO proteins have been localized both in the nucleus and the cytoplasm suggesting that they 

could have a role also in nuclear processes. In fact, it is well established that, in plants, AGO4 can 

be associated with nascent transcripts and induce DNA methylation directed by double-stranded 

RNA through short interfering RNA (siRNA) [303, 304]. RNAi has also been linked to transcriptional 

silencing in mammals, but evidence supporting a link with AGO proteins is lacking [292]. Interest-

ingly, human AGO1 and AGO2 have been shown to mediate transcriptional silencing by interacting 

with the transcription machinery [305, 306] and to affect alternative splicing facilitating spliceo-

some recruitment and modulating RNA polymerase II elongation rate [307].  

1.6.3 Mechanism of action of miRNAs 

As mentioned earlier, the mechanisms by which miRISC recognizes complementarity sequences 

on the mRNA targets is by Watson–Crick base pairing (Figure 1.9). In plants, miRNAs recognize 

nearly or fully complementary binding sites promoting target endonucleolytic cleavage in the mid-

dle of the miRNA–mRNA duplex (between nucleotide 10 and 11 opposite to the guide strand) and 

causing efficient degradation of the RNA [308]. In animals, the canonical miRNA-target recognition 

consists in a 7-8nt seed-matched sites interaction that occurs between the miRNA seed region 
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(nucleotides 2–8 of the miRNA) and the 3′ UTRs of the target mRNAs. However, binding sites in 

the 5′UTRs and coding regions of target mRNAs have also been reported, with the latter occurring 

much more often than the former [309, 310]. Using both experimental and bioinformatics anal-

yses [311-314] scientists have identified a set of constraints that are essential for miRNA-mRNA 

imperfect binding. Firstly, the seed region must bind to the target with perfect base paring to have 

an efficient repression. Furthermore, it has been demonstrated that an “A” residue opposite the 

nucleotide 1 of the miRNA and an “A or U” across nucleotide 9 can improve the efficiency even 

though they don’t bind the miRNA sequence [311-314].  

Secondly, in order to prevent AGO-mediated endonucleolytic cleavage of the target, a bulge or 

mismatch has to be present in the central region of the miRNA-mRNA duplex [315]. However, 

although mismatches and bulges are generally tolerated in this region, a good base pairing be-

tween residues 13–16 of the miRNA appears to be important when the matching in the seed re-

gion is not optimal [311, 313].  

 

Figure 1.9: Schematic representation of miRNA-mRNA target interaction. 
The miRNA-target canonical recognition in animals consists in 7-8nt seed- matched sites interaction that 
occur between the miRNA seed region (nucleotides 2–8 of the miRNA), and the 3′ UTRs of target mRNAs. 
The seed region must bind to the target with perfect base paring in or-der to have an efficient repression. 
An “A” residue opposite the nucleotide 1 of the miRNA and an “A or U” across nucleotide 9, can improve 
the efficiency of the binding between miRNA and mRNA target. Figure from Filipowicz et al. [316] 
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In animals, miRNA-mediated repression of gene expression can occur through different mecha-

nisms. Indeed, miRISC can recruit the CAF1-CCR4–NOT deadenylase complex to the target mRNAs 

[317], which results in their deadenylation and decapping. Destabilized, decapped mRNAs are then 

degraded by exonucleases [318]. Additionally, in the past few years it has been suggested that 

miRNAs in mammals can repress gene expression through different mechanisms (Figure 1.10) and 

inhibition of translation initiation is one of them [319, 320]. More specifically, Kiriakidou’s study 

[321] showed that Argonaute proteins exhibit sequence similarities to the cytoplasmic cap-binding 

protein eIF4E (eukaryotic translation initiation factor 4E), which is essential for cap-dependent 

translation initiation, thus indicating that Argonaute can compete with eIF4E to bind to the cap 

structure [321]. AGO2 has also been shown to recruit eIF6 (Eukaryotic translation initiation factor 

6), a protein that, amongst other functions, prevents the large ribosomal subunit from prema-

turely joining with the small ribosomal subunit, suggesting that its recruitment by AGO2 could 

have a role in repressing translation  [322]. Another proposed mechanism of translational repres-

sion is the inhibition of translation elongation [323]. This is supported by the fact that in some 

studies, although protein expression was inhibited after miRNA action, clusters of ribosomes (pol-

ysomes) were detected bound to mRNAs  suggesting that the repression occurred after translation 

had been initiated [324, 325]. Petersen et al. further demonstrated that inhibition of translation 

elongation might also occur through ribosome dissociation or ribosome drop-off [325]. 

Finally, it has also been recently suggested that, along with translation repression, co-translational 

protein degradation may occur. In this model, after premature translation termination, the incom-

plete aberrant protein might be degraded by protease activities [326]. At present, although there 

is some evidence suggesting this mechanism [323, 326], we lack any conclusive proof.  
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Figure 1.10: Mechanisms of miRNA gene repression in mammals 
After miRNA-target recognition (a), which in animals occurs through base-pairing to partially complemen-
tary binding sites, the AGO–GW182 complex directs the mRNA to deadenylation (c). (b) represents the 
possibility of the translation being inhibited before deadenylation, but this step is still unclear. Depending 
on the cell type and/or specific target, deadenylated mRNAs can be stored in a translationally repressed 
state (d) or can be de-capped (e) and rapidly degraded by the major 5′-to-3′ exonuclease (f). Figure from 
Huntzinger et al. [327] 
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1.6.4 MiRNAs biological function 

MiRNAs build a complex regulatory network that finely regulates gene expression [328] with tissue 

specificity [329]. While each single miRNA can simultaneously target hundreds of genes, they usu-

ally have a moderate effect in the expression of any given one [330]. However, a specific miRNA 

can often target multiple genes on the same pathway with the aim to reinforce cell identity or 

respond to physiological conditions [330]. In order to orchestrate this complex regulatory network, 

miRNAs often take part together with transcription factors in several circuit motifs and build a so-

called “coordinated repression” where both work together to repress a target. This type of repres-

sion has been found to be prevalent in mammalian genomes [331]. On the other side, it is also 

possible for miRNAs and transcription factors to carry out opposing functions and work as inco-

herent feedforward [328, 332], a process that is mostly used to reduce noise in gene expression 

[332]. 

It has been demonstrated that miRNAs regulate a broad range of biological processes, including 

proliferation, differentiation, and apoptosis [328, 333]. One of the first functions attributed to 

miRNAs was the ability to suppress the residual transcripts remaining from previous stages of cell 

development [334]. By doing this, miRNAs reinforce the cell-specific transcriptional gene expres-

sion program during development and this could at least partially explain why interactions be-

tween miRNAs and their mRNA targets are often characterized by tissue specificity [329, 335]. The 

importance of miRNAs in early development is supported by the lethal effect observed at a very 

early development phase upon Ago2 and Dicer-1 deletion in mouse [295, 336]. Notably, day 9.5 

embryos of AGO2-deficient mice show a predominant defect in neural tube closure and cardiac 

failure with enlarged hearts that Liu et al. have mainly associated to yolk sac and placental defects 

[295]. Similarly, Bernstein et al. found numerous empty and necrotic decidua in embryos collected 

from Dicer-1 mutant mice at embryonic day (E) 11.5 [336]. 

MiRNAs have also been studied in the context of cell cycle regulation. In fact, the cell entrance 

into the cell cycle and the transition between different phases is tightly regulated at multiple levels 

and miRNAs participate in many of these crucial pathways [337, 338]. In fact, it has been demon-
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strated that they can both positively and negatively regulate cell cycle, mostly acting on G1–S tran-

sition [339], as first demonstrated by Hatfield et al. in Drosophila. In their study, the authors 

showed that the deletion of Dicer-1 in germline stem cells resulted in cells blocked at the G1/S 

transition [340]. 

MiRNAs also play a role in the regulation of cell survival. Both pro-apoptotic and anti-apoptotic 

genes can be regulated by miRNAs and it is not to exclude that a single miRNA might have both 

pro-apoptotic and anti-apoptotic properties [341]. Not surprisingly, the role of miRNAs in apopto-

sis has been predominantly studied in the context of cancer [339]. Some miRNAs are defined pro-

apoptotic because they can suppress anti-apoptotic factors [342]. These include miR-24, miR-195 

and miR-365, which in human breast cancer cells MCF-7 have been shown to negatively regulate 

B-cell lymphoma 2 (Bcl2), an important anti-apoptotic protein. Singh et al. [343] also demon-

strated that overexpression of these miRNAs causes a decrease in the mitochondrial membrane 

potential, increase in the release of cytochrome c into the cytosol, and therefore induction of 

apoptosis. On the contrary, miRNAs that mainly target pro-apoptotic genes are considered anti-

apoptotic [341]. Studies carried out in MCF-7 cells showed how miR-21 down-regulates tumour 

suppressor tropomyosin 1 (Tpm1) and acts as an oncogene by promoting tumour growth [344].  

MiRNAs were first linked to cancer in 2002 by Calin et al. In this study, two specific miRNAs, miR-

15 and miR-16, were found deleted or down-regulated in 68% of chronic lymphocytic leukaemia 

(CLL) patients [345]. Since then, many studies have explored the role of miRNAs in cancer. They 

can in fact act oncogenes, either by down-regulating tumour-suppressor genes and/or promoting 

cell growth [346]. Interestingly, it has been demonstrated that miRNAs are generally downregu-

lated in tumour conditions compared to normal tissues[347] and that defects in the miRNA bio-

genesis machinery is responsible for miRNAs deregulation and promotion of tumour formation 

[348]. Downregulation of miRNA processing regulators DROSHA, DGCR8 and DICER-1 in mouse 

lung adenocarcinoma cells caused, as expected, reduced miRNAs expression levels that led to in-

creased proliferation. Moreover, a higher percentage of miRNA processing–impaired cells were 

entering S phase and grew faster than controls [348]. 
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Finally, miRNAs have been implicated in the development of different pathologies including liver 

and kidney disorders [349], neurological, neurodevelopmental [350, 351] and cardiovascular dis-

eases [352, 353], inflammation [354], and diabetes [355]. 

1.6.5 MiRNAs in pancreas, β-cell development and β-cell identity 

Pancreas development is a complex process that involves a multistep stringent regulation of the 

expression of transcription factors, hormones and cell specific markers [356]. 

Pancreatic progenitor cells are characterized by the presence of several transcription regulators 

such as PDX1, NGN3, NEUROD1, NKX2.2, and PAX6 [357-359]. These have different expression 

patterns during the different stages of pancreas development, with some being expressed during 

very specific developmental timeframes and others, for example PDX1, being present from early 

development to adult β-cells [356].   

Growing evidence supports the importance of miRNAs in processes such as pancreas development 

and β-cell differentiation [360, 361]. Lynn and colleagues demonstrated that deletion of Dicer1 in 

mice during early pancreas development (using Pdx1-Cre, e8.5) has an impact on all pancreatic 

lineages but, more importantly, they observed a reduction of β-cells numbers that was associated 

with a decrease of neurogenin3, the initiator of endocrine cells differentiation. This study demon-

strated the importance of miRNAs in β-cells formation [360]. 

Contrarily, β-cell specific Dicer1 deletion from mid gestation (E9–11.5) using Cre-lox System 

showed that, although the mice had normal foetal and neonatal β-cell development, they dis-

played a progressive hyperglycaemia preceded by reduced insulin gene transcription and secre-

tion as a consequence of reduced β-cell mass and reduced insulin granules [362]. 

Interestingly, when Dicer1 was deleted in endocrine precursor cells, the animals showed loss of 

insulin and glucagon expression that was not associated with altered expression of characteristic 

β-cells transcription factors like PDX1, NKX6.1 and MAFA, but rather with an upregulation in the 

expression of neuronal genes [363]. 
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Besides, in adult β-cells, the disruption of DICER caused a strong decrease in β-cell mass and im-

paired glucose-stimulated insulin secretion. In Melkman-Zehavi et al., the deletion of Dicer in adult 

mice using an inducible RIP‐CreER system caused a dramatic decrease in insulin content and insulin 

mRNA level after only 3 weeks and a striking diabetic phenotype [364]. Martinez-Sanchez et al 

found that some genes, usually poorly expressed or “disallowed” in normal β-cells, were upregu-

lated when DICER was inactivated. Further analysis demonstrated that some of those genes were 

miRNAs direct targets [365]. 

Thus, taken together these studies firmly indicate that miRNAs are very important for early pan-

creas and β-cell development, as well as the function and identity of the mature β-cell [366]. 

The role in cell development and function of a few specific, highly expressed miRNAs in pancreatic 

islets, such as miR-7 and miR-375, has been explored in detail in the past few years, both in vitro 

and in vivo [361, 367-369].  MiR-375 is a highly conserved and enriched miRNA in the adult endo-

crine pancreas and its increased expression has been associated with the generation of pancreatic 

islet cells while the maturation and function of β-cells is associated with its decrease [361, 367]. In 

fact, miR-375 represses genes associated with cellular growth and proliferations, including Pdx1 

and NeuroD1 [370, 371]. It has also been suggested that NEUROD1 and PDX1 regulate miR-375 

transcription themselves to form a β-cell specific regulatory network [370].  

Kloosterman et al. [371] also demonstrated that specific knockdown of miR-375 in the first 4 days 

of development in zebrafish altered pancreatic islets morphology with a specific malformation of 

the endocrine pancreas. Interestingly, in these embryos the insulin-positive cells showed an unu-

sual scattered pattern. In mouse, a genetic deletion of miR-375 has a similar effect. Poy et al. 

[368]demonstrated that 375KO mice had a reduced proliferative capacity of endocrine pancreas, 

exhibited a reduction in β-cell mass and an increase in alpha cell numbers.  

MiR-7, like miR-375, is a highly conserved miRNA and is the most abundant in rat and human islets 

[372]. It is expressed at high level in both human endocrine cells during development and adult 

islets of Langerhans [369, 373]. Importantly, at stage E17.5 of development in mouse, an increased 

apoptosis throughout the pancreas followed by a strong reduction in insulin content followed the 
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administration of a miR-7 antisense in vivo. These animals also showed lower insulin content, im-

paired glucose intolerance and a decreased number of β-cells [374].  

1.6.6 MiRNAs, insulin production and secretion  

Insulin production and secretion are essential for the maintenance of blood glucose homeostasis 

and failure of β-cells to secrete enough insulin results in T2D [375]. Insulin transcription and the 

stability of its transcript are processes mainly regulated by glucose [56, 376], which acts through 

a network of transcriptional activators and repressors [54] of which miRNAs are part of.  As de-

scribed before, it has already been demonstrated that the specific deletion of Dicer1 results in 

reduced expression of the insulin gene [360, 362, 364, 365] and, in the past few years, several 

studies have described many specific miRNAs able to regulate this important process acting at 

different levels [375]. For example, Melkman-Zehavi et al. [364] found that the downregulation of 

several specific miRNAs such as miR-24, miR-26, miR-148a and miR-182 following Dicer1 KO in 

mouse islets was directly responsible for alteration observed in insulin expression. These miRNAs 

were described as positive regulators of insulin transcription via directly targeting the transcrip-

tional repressors Sox6 (miR-24, miR-26 and miR-148a) and Bhlhe22 (miR-182) [364]. On the other 

hand, in the same study miR-7 was described as a negative regulator of insulin transcription [364]. 

Although Melkman-Zehavi and his group didn’t investigate the mechanism, others demonstrated 

that miR-7 can repress insulin gene transcription acting on Pax6 mRNA [377, 378]. 

Abdelfattah El Ouaamari et al [379] also provided evidence for a role of miR-375 in the glucose 

regulation of insulin gene expression. They demonstrated that, in rat, miR-375 targets Pdk1, a 

protein part of the PI3-kinase/PDK1/PKB signalling, a pathway that had already been implicated in 

glucose-induced upregulation of insulin gene expression. In 2004, miR-375 was the first miRNA to 

be associated with the regulation of  glucose stimulated insulin secretion [380]. In their work, Poy 

et al.[368] suggested that miR-375 acts as a negative regulator of insulin secretion by targeting 

myotrophin and interfering with the exocytosis of the hormone. Following that study, many other 

miRNAs have been described as regulators of the exocytotic process of insulin secretion [381-383]. 

For example, in rat miR-124a has been suggested to regulate insulin secretion through the sup-

pression of Foxa2 (Forkhead box protein A2) and thus inhibiting KATP channel subunits Kir6.2 and 
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Sur-1 [384, 385]. This role was confirmed by Regazzi’s group [383] in mouse MIN6 cells, where 

miR-124a and miR-96 are shown to act as key regulators of insulin secretion by targeting proteins 

such as RAB27A and NOC2, which are critical for insulin exocytosis [386, 387].  

Moreover, miRNAs have also been found to target important proteins of the SNARE complex. The 

miR-29 family (miR-29a/b/c) has for example been shown to regulate β-cell insulin secretion by 

targeting Syntaxin-1 in rat β-cells [388], whereas in the same cells miR-335 directly binds and 

downregulates Stxbp1 mRNA (syntaxin‐binding protein 1 or Munc18‐1) [389], a protein involved 

in the formation of the SNARE complex [390] and the recruitment of insulin granules to the mem-

brane [391]. 

miRNA Function Ref. 

let-7 Negatively regulates GSIS [377] 

miR-7 Negatively regulates insulin transcription [364] 

miR-9 Negatively regulates insulin secretion by targeting Onecut-2 [381] 

miR-19a Negatively regulates insulin expression by targeting NeuroD1 [392] 

miR-24 Positively regulates insulin transcription targeting Sox6 [364] 

miR-26 Positively regulates insulin transcription targeting Sox6 [364] 

miR-29 Negatively regulates GSIS by targeting Mct1 [393] 

miR-34a Negatively regulates insulin secretion by targeting Vamp2 [383] 

miR-96 Negatively regulates insulin secretion by targeting Noc2 [383] 

miR-124a Negatively regulates insulin secretion by targeting Foxa2 [384, 385] 

miR-148a Positively regulates insulin transcription targeting Sox6 [364] 

miR-182 Positively regulates insulin transcription by targeting Bhlhe22 [364] 

miR-204 Negatively regulates insulin transcription by targeting MafA [384] 

miR-335 Negatively regulates GSIS by targeting Stxbp1 [389] 

miR-375 Negatively regulates insulin transcription and  secretion by targeting Mtpn and Pdk1 
[368, 379, 

380] 

miR-410 Positively regulates GSIS [394] 

Table 1.2: miRNAs involved in insulin production and secretion. 
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1.6.7 MiRNAs in Diabetes 

MiRNAs are important regulators of multiple fundamental processes for the functioning of the 

human body, including metabolic homeostasis [395]. As described before, miRNAs participate in 

the regulation of glucose homeostasis and insulin secretion and defects in the miRNA processing 

machinery result in the development of diabetes [395]. 

Many rodent models of diabetes have been used in the past few years to identify changes in miR-

NAs expression that coincide with the onset of this disease and potentially contribute to its devel-

opment [396]. Interestingly, genetic mouse models of diabetes such as Goto‐Kakizaki rats, diabetic 

db/db and obese ob/ob mice have been used by independent research teams [397-401] to identify 

a group of commonly misregulated miRNAs including miR-34a, miR-132, miR-184, miR-199a-5p, 

miR-210, miR-212, miR-338-3p and miR-383. Some of these miRNAs, including miR-34a, miR-210 

and miR-383, are involved in processes such as apoptosis of β-cells and/or glucose-induced insulin 

secretion inhibition [397, 398] or, as it is the case for miR-184 and miR-338-3p, their down-regu-

lation was found to induce β-cell proliferation [400, 401]. Interestingly, miR-184 has also been 

identified as an important modulator of compensatory β-cell expansion during insulin resistance 

in obesity [397, 400, 402] and pregnancy [400]. 

However, these studies also identified dozens of non-overlapping miRNAs between different ani-

mal models. This, together with the fact that often studies carried on humans and rodents have 

also led to the identification of distinct profiles of microRNAs associated with diabetes, suggests 

that, perhaps, animal studies should be used more to investigate the functional effect of the 

changes in miRNAs expression rather than the profiling itself. 

In humans, comparative high throughput sequencing analysis identified multiple miRNAs differen-

tially expressed between T2D and nondiabetic donors’ islets [403], some of them been previously 

implicated in β-cell function and diabetes, such as miR-7. Surprisingly, the most downregulated 

miRNAs in T2D islets, comprising miR-432, miR-136, miR-469-3p and miR-656, were transcribed 

from the DLK1-MEG3 locus on human chromosome 14q32. This interesting finding captured the 

attention of the authors because the decreased expression of the gene MEG3, which is part of a 
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maternally expressed cluster of ncRNAs and implicated in numerous diseases, had never been as-

sociated with T2D before. Further investigation indicated that this cluster of miRNAs is primarily 

transcribed in the insulin secreting β-cells and its repression correlates with hypermethylation of 

the MEG3 locus [403].  

As mentioned in previous chapters, genome-wide association studies (GWAS) data have identified 

more than 80 T2D susceptible loci. Although many of these polymorphisms are located in the cod-

ing region of susceptible genes [404-406], some were found in the 3’UTR [407] meaning that there 

is a possibility that they could have an impact on the functionality of miRNAs binding sites and 

therefore create potential susceptibility to T2D. Interestingly, when Bunt et al. [408] screened hu-

man islets for miRNAs, they identified 40 miRNAs that were predominantly expressed in islets 

compared to other tissues, and remarkably, the potential targets of these β-cell-specific miRNAs, 

such as NOTCH2 and SLC30A8, were among those previously identified as type 2 diabetes suscep-

tibility genes in GWAS.  

SNPs can also occur in the pre-miRNAs sequences, but they appear to be relatively rare. In fact, it 

has been reported that only 10% of human pre-miRNAs are subject to mutation and only <1% of 

the SNPs are in the seed region [409]. However, when SNPs occur in the pre-miRNA sequence, 

they can affect the secondary structure of the pre-miRNA and therefore the miRNA processing 

efficiency [410]. An example is miR-146a rs2910164 C>G: this SNP is located within the seed se-

quence of the pre-miR-146a [411] and it has been suggested that it is responsible for the reduced 

levels of mature miR146a and associated with Diabetic Nephropathy and Retinopathy [412].  

MiRNAs have also been detected in blood and other body fluids and it has been suggested that 

the profiling of these miRNAs profiling could reflect the physio-pathological state of an individual 

and therefore be used as potential biomarkers for many diseases including diabetes [413]. Many 

studies reporting the dysregulation of miRNAs in the serum or plasma from diabetic patients have 

emerged in the past few years [414]. Zhang et al. [415] have for example identified miR-126 ex-

pression to be down regulated in susceptible and T2D groups compared to non-diabetic individu-

als. These findings have also been confirmed by others [416-418], suggesting that this miRNA could 

be used as a biomarker for the identification of T2D susceptible individuals [415].  
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In a global profile study focusing on T2D circulating miRNAs, several miRNAs showed dysregulated 

levels (up or down regulation) in blood samples of T2D patients [419]. Moreover, a meta-analysis 

confirmed 40 significantly dysregulated miRNAs in T2D patients, and highlighted that circulating 

miR-29a, miR-34a, miR-103, miR-107, miR-132, miR-142-3p, miR-144 and miR-375 levels may 

serve as potential biomarkers for T2D [420]. While blood level of miRNAs seems to be a promising 

strategy to prevent diabetes development, in order to use the miRNA signature as a tool to diag-

nose T2D more independent studies with larger number of patients are needed.  

As mentioned before, high blood sugar has a negative impact on pancreatic β-cells and contributes 

to β-cell failure [165] but the mechanisms behind this regulation are not well understood. Inter-

estingly, miRNAs seem to have a role in this process. miR-375-null Mice, for example, develop 

hyperglycaemia at only 4 weeks of age and this has been linked to the role that this miRNA has in 

the regulation of a cluster of genes involved in cellular growth, proliferation and apoptosis [368]. 

Likewise, miR-155 and miR-26a are also possibly required to maintain normal glucose levels. In 

fact, it was reported that, while the overexpression of this miRNAs in mice enhanced glycolysis 

and insulin secretion, their deficiency caused hyperglycaemia [421, 422].  

Besides, miRNAs expression can change in response to fluctuation of glucose levels [389] indicat-

ing that hyperglycaemia itself has an active role in the regulation of miRNA expression in islets. In 

fact, it has been shown that, in a spontaneous rat model of type 2 diabetes, hyperglycaemia can 

alter the expression patter of critical miRNAs such as miR-222 and miR-27a, and that this alteration 

not only depends on the glucose concentration but it is also tissue-dependent [423]. Moreover, 

circulating miRNA profiles of patient with T1D confirmed that more than 50 miRNAs, amongst the 

2,083 screened, correlated with HbA1c [424] with miR-125b-5p showing the strongest positive 

correlation. 

Insulin production and secretion are essential for the maintenance of blood glucose homeostasis 

and failure of β-cells to secrete enough insulin results in T2D [375]. Insulin transcription and the 

stability of its transcript are processes mainly regulated by glucose [56, 376], which acts through 

a network of transcriptional activators and repressors [54] of which miRNAs are part of.  As de-

scribed before, it has already been demonstrated that the specific deletion of Dicer1 results in 
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reduced expression of the insulin gene [360, 362, 364, 365] and, in the past few years, several 

studies have described many specific miRNAs able to regulate this important process acting at 

different levels [375]. For example, Melkman-Zehavi et al. [364] found that the downregulation of 

several specific miRNAs such as miR-24, miR-26, miR-148a and miR-182 following Dicer1 KO in 

mouse islets was directly responsible for alteration observed in insulin expression. These miRNAs 

were described as positive regulators of insulin transcription via directly targeting the transcrip-

tional repressors Sox6 (miR-24, miR-26 and miR-148a) and Bhlhe22 (miR-182) [364]. On the other 

hand, in the same study miR-7 was described as a negative regulator of insulin transcription [364]. 

Although Melkman-Zehavi and his group didn’t investigate the mechanism, others demonstrated 

that miR-7 can repress insulin gene transcription acting on Pax6 mRNA [377, 378]. 

Abdelfattah El Ouaamari et al [379] also provided evidence for a role of miR-375 in the glucose 

regulation of insulin gene expression. They demonstrated that, in rat, miR-375 targets Pdk1, a 

protein part of the PI3-kinase/PDK1/PKB signalling, a pathway that had already been implicated in 

glucose-induced upregulation of insulin gene expression. In 2004, miR-375 was the first miRNA to 

be associated with the regulation of  glucose stimulated insulin secretion [380]. In their work, Poy 

et al.[368] suggested that miR-375 acts as a negative regulator of insulin secretion by targeting 

myotrophin and interfering with the exocytosis of the hormone. Following that study, many other 

miRNAs have been described as regulators of the exocytotic process of insulin secretion [381-383]. 

For example, in rat miR-124a has been suggested to regulate insulin secretion through the sup-

pression of Foxa2 (Forkhead box protein A2) and thus inhibiting KATP channel subunits Kir6.2 and 

Sur-1 [384, 385]. This role was confirmed by Regazzi’s group [383] in mouse MIN6 cells, where 

miR-124a and miR-96 are shown to act as key regulators of insulin secretion by targeting proteins 

such as RAB27A and NOC2, which are critical for insulin exocytosis [386, 387].  

Moreover, miRNAs have also been found to target important proteins of the SNARE complex. The 

miR-29 family (miR-29a/b/c) has for example been shown to regulate β-cell insulin secretion by 

targeting Syntaxin-1 in rat β-cells [388], whereas in the same cells miR-335 directly binds and 

downregulates Stxbp1 mRNA (syntaxin‐binding protein 1 or Munc18‐1) [389], a protein involved 
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in the formation of the SNARE complex [390] and the recruitment of insulin granules to the mem-

brane [391]. 

1.6.8 MicroRNAs as therapeutic targets  

Nowadays, it is possible to deliver oligonucleotides that can mimic or inhibit the activity of specific 

miRNAs in vivo, and it has been demonstrated that they can have therapeutic effects in animal 

models and humans [425]. Development of miRNAs therapeutics is an area of intense interest for 

pharmaceutical companies that are trying to develop both anti-miRNAs and oligonucleotides able 

to mimic the miRNA for replacement therapies [220]. This is due to the fact that, given their mo-

lecular characteristics, miRNA-targeting oligonucleotides have advantages over traditional small-

molecule drugs. Fundamentally, they can be easily modified in order to enhance their pharmaco-

kinetic/pharmacodynamic profile [426] and, more importantly, can regulate multiple transcripts 

simultaneously allowing for a global control of gene networks that could provide an advantage to 

cure complex diseases such as Diabetes. 

One of the main approaches used in this field includes the use of antisense oligonucleotides (ASOs) 

[426], which are molecules that can bind to the miRNA in the miRISCs with high complementarity 

and block their binding to the mRNA target. They are very sensitive to the RNAses present into the 

blood and therefore need to be chemically modified to be delivered into the cells. Modifications 

are usually also made to enhance their cellular affinity. In addition, since the cell membrane is 

negatively charged, oligonucleotides are unable to enter the cells without modifications or encap-

sulation. Huynh et al., for example, showed that intraperitoneal injection of 2’ modified phos‐

phorothioated miR-182 anti-sense oligonucleotides could reduce liver micro-metastases of mela-

noma cells in mouse [427]. However, the best example of therapeutic that targets and inhibits a 

specific miRNA is Miravirsen. This drug acts as an antisense inhibitor of miR-122 and has been 

developed to reduce the levels of hepatitis C viral RNA in patients affected by hepatitis C infection 

[221, 222]. Data coming from the Phase II trial suggested that patients with chronic HCV did not 

show serious side effects after the weekly subcutaneous injections and showed a dose-dependent 

reduction in HCV RNA levels [221]. 
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As mentionend before, it is also possible to use oligonucleotides that mimic the miRNA and func-

tion as replacement therapies. An example of this approach comes from Trang et al., where they 

demonstrated that in vivo delivery of Let-7 mimics reduces lung tumour development in mouse 

[428]. Remlarsen (MRG-201), designed to mimic the activity of miR-29 and currently in Phase 2 

clinical trial, could potentially be a first-in-class miRNA mimic used to limit the formation of fibrous 

scar tissue in certain diseases idiopathic pulmonary fibrosis treatment [429].  

Several studies [430-433] conducted in murine diabetes models have demonstrated that it is pos-

sible to modulate the level of specific miRNAs using oligonucleotides in order to improve insulin 

sensitivity. Evidence indicates that restoring the expression of specific miRNAs can induce insulin 

secretion or action and reverse the disease. Belgardt et al. demonstrated that, while overexpres-

sion of miR-200/miR-141 family in mice was responsible for increased levels of glucose in the blood 

and the development of diabetes in the first weeks of life, the specific deletion of these miRNAs 

in β-cells had a protective role towards the development of diabetes [430]. Moreover, manipula-

tion of different miRNAs had the same outcome in mice deficient for the miR-143-145 cluster. 

These mice, which showed impaired insulin activation and glucose homeostasis when subject to 

induced transgenic overexpression of miR-143, were reported to be protected from development 

of obesity-associated insulin resistance when miR-143-145 cluster was knockdown [434]. Trajkov-

ski et al. used antisense oligonucleotides in liver and adipocytes to silence miR-103 and miR-107 

and this led to an improved glucose homeostasis and enhanced insulin sensitivity [431]. Moreover, 

when oligonucleotides against let-7 where directed to liver and muscle, the obese mice used in 

the study showed improved insulin sensitivity and better control of glucose homeostasis. The au-

thors concluded that anti miR-induced knockdown of let-7 could provide an approach to treating 

T2D [432]. Indeed, Tuskita et al. [433] have recently demonstrated that intravenously adminis-

tered miR-106b/222 mimics promotes β-cell proliferation and improves hyperglycaemia in mice 

with insulin-deficient diabetes. This opens new possibilities to the discovery of novel therapeutic 

strategies for diabetes but first we certainly need to understand how to overcome the delivery 

limitations regarding cell specificity when using miRNAs as therapeutics [435].  
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Therapeutic 
molecule 

Treatment 
Target 
miRNA 

Biotechnology or 
Biopharmaceutical 

Company 
Stage 

Miravirsen 
(SPC3649) 

Treatment of hepatitis C virus infec-
tion miR-122 Santaris Pharma Phase-II  

MRX34 Treatment of different types of can-
cers miR-34a miRNA Therapeutics Phase-I 

RG-101 Treatment of viral effect miR-122 Regulus Therapeutics Phase IB  

RG-012 Prevent nephropathy miRNA-21 Regulus Therapeutics Preclinical  

RGLS4326 Treatment of Polycystic kidney dis-
ease miR-17 Regulus Therapeutics Phase-I  

MGN-1374 Treatment of post-myocardial in-
farction 

miRNA-15 
/ miR-195 

miRagen Therapeutics Preclinical  

MGN-2677 Treatment of vascular disease miR-143 
/miR-145 

miRagen Therapeutics Preclinical  

MGN-4220 Treatment of cardiac fibrosis miR-29 miRagen Therapeutics Preclinical  

MGN-4893 Treatment of abnormal red blood 
cell production miR-451 miRagen Therapeutics. Preclinical 

MGN-5804 Treatment of cardiometabolic dis-
ease miR-378 miRagen Therapeutics Preclinical  

MGN-6114 Treatment of peripheral arterial dis-
ease miR-92 miRagen Therapeutics Preclinical 

MGN-9103 Treatment of chronic heart failure miR-208 miRagen Therapeutics Preclinical 
Cobomarsen 
(MRG-106) 

Treatment of cutaneous T-cell lym-
phoma (CTCL) miR-155 miRagen Therapeutics Phase-I  

MRG-107 Treatment of amyotrophic lateral 
sclerosis (ALS) miR-155 miRagen Therapeutics Phase-I 

MRG-110 Target blood vessel growth and con-
trol of ischemia miR-92a miRagen Therapeutics Phase-I  

Remlarsen 
(MRG-201) 

Treatment of different type of fibro-
sis  miR-29 miRagen Therapeutics Phase-I  

Table 1.3: Major miRNA-based therapeutics which are in the development phase.  

1.6.9 Approaches for miRNAs targets identification 

As described before, miRNAs are important posttranscriptional regulators of a large genetic net-

works and, in order to understand their molecular function in specific cells or tissues, it is im-

portant to identify their targetome, which is defined as the group of mRNA molecules targeted by 

a specific miRNA [436]. Several algorithms able to predict the miRNA binding site to the mRNA 
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targets have been developed in the past few years [436] and most of them rely on the canonical 

rule of miRNAs binding to the 3′ untranslated region (3’UTR) of their mRNA targets via the seed 

region [437]. Some tools, such as for example TargetScan and MiRanda, predict miRNAs targets 

by searching for the presence of conserved 6mer, 7mer and 8mer sites which match the seed of 

each miRNA while taking into account target site accessibility and thermodynamic properties of 

the seed region [438]. 

Site accessibility is the measurement of a miRNAs ability to find and hybridise to its mRNA target. 

mRNAs are normally characterized by a long and complex secondary structure that can obstruct 

miRNA binding, and therefore miRNAs normally first bind to an accessible short region on the 

mRNA sequence and induce a secondary structure unfold that allows their complete hybridization 

to the target. MiRanda uses the hybridization energy and amount of energy required to make an 

mRNA site accessible to the miRNA to predict the targets. 

On the other side, the thermodynamic properties refer to the measure of changes in the free 

energy (ΔG) that characterize a specific miRNA-mRNA duplex. Free energy can be used as a meas-

ure of the stability of a biological system and since reactions with a negative ΔG have less energy 

available to react in the future, miRNA-mRNA duplex with low free energy is considered stable. 

Therefore, tools like MiRanda can help to identify candidate mRNA targets by predicting how 

strongly the miRNA can bind to it [439]. 

However, it has been shown that only 25% of miRNA-mRNA interactions occur through canonical 

binding [440]. In fact, functional miRNA-target interactions can also occur through G:U wobbles, 

bulges and with the gene coding sequence [441] and this, together with the substantially high false 

positive (46-63%) and negative (44-82%) rate given by prediction programmes [442, 443], suggest 

that computational approaches for miRNAs binding site prediction still represent a big challenge. 

For this reason, it is widely accepted that only a combination of experimental approaches and 

prediction algorithms can represent a winning strategy to study a specific miRNA regulatory net-

work [444]. 

Profiling-based strategies are widespread experimental methods used to study the molecular 

function of the miRNA of interest in a specific tissue/cell line. These methods generally involve 
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overexpression or inhibition of the miRNA of interest, which can be achieved by transfecting a 

double-stranded RNA that mimics or inhibits the mature endogenous miRNA, coupled with a 

downstream gene-expression analysis, such as RNA microarray or sequencing, and/or a proteome 

profiling (Table 1.4). Although these methods are very sensitive and characterized by a high ge-

nome profile coverage, they are unable to experimentally discriminate between direct and indirect 

miRNA targets. This distinction is particularly important when the specific mechanism of action of 

the miRNAs needs to be understood to develop new therapeutic agents without off-target effects 

[445]. 

 

Table 1.4: Profiling-Based Strategies for miRNA target identification  
From Steinkraus et al. [446] 

New methods that rely on the immunoprecipitation of AGO proteins to directly capture miRISC-

bound mRNAs have recently been developed to overcome previous limitations (Table 1.5). RNA 
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immunoprecipitation (RIP) is one of the first methods of this kind used to identify miRNAs direct 

targets. RIP is typically performed following overexpression/inhibition of the miRNA of interest 

using an antibody against members of the miRISC complex, often AGO2. Subsequently, immuno-

precipitated RNAs are identified by qRT-PCR, microarray (RIP-Chip), or next-generation sequencing 

(RIP-seq). Overexpression or inhibition of the miRNA of interest results in an enrichment or reduc-

tion, respectively, in the amount of target mRNAs present in the immunoprecipitates.  Although 

straightforward and useful, RIP-based approaches can be characterized by a significant false posi-

tive discovery rate due to the immunoprecipitation of RNAs that can unspecifically interact with 

proteins and are not eliminated because of the low-stringency purification protocols [446]. Con-

versely, loose interactions can be lost during the immunoprecipitation and important targets re-

main undetected [446]. 

 

Table 1.5: AGO2-Immunoprecipitation based methods for miRNA-mRNA interaction identification 
From Steinkraus et al. [446] 

For these reasons, stabilization of RNA-protein interaction through covalent binding have become 

increasingly adopted. Crosslinking and immunoprecipitation methods (CLIP) use UV to induce pro-

tein–RNA crosslinks preceding immunoprecipitation of miRISC [446]. Following stringent washes, 

the precipitated mRNA is released from the protein complexes using Proteinase K and, normally, 
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submitted to High-Throughput sequencing (HITS-CLIP)[447]. Ago-HITS-CLIP was the first CLIP ap-

proach used for miRNAs target identification [448] and several variations and refinements of the 

technique have been implemented during the past few years  to improve efficiency and achieve 

single nucleotide resolution in the binding site of miRISC or the RBP (Rna binding protein) of inter-

est. PAR-CLIP (Photoactivatable Ribonucleoside Enhanced Crosslinking and Immunoprecipitation), 

for example, uses 4-thiouridine (4SU) or 6-thioguanosine (6SG) photoactivatable nucleosides in 

the cell culture media that are then incorporated in the cellular RNA and enhance both crosslinking 

and immunoprecipitation efficiency [449-451]. Another example is iCLIP (individual-nucleotide 

resolution CLIP), which utilizes the truncation of the cDNA synthesis at the crosslinking site and a 

combination of adapters and enzymatic reactions that, following deep-sequencing, allows for the 

determination of the protein location and the miRNA binding to the target RNAs with single nu-

cleotide resolution. At the time of writing, iCLIP for miRNA target identification has however only 

been successfully used so far in C. elegans with an antibody against the AGO2 homologous ALG-1 

[452] and further investigation is required to successfully apply this methodology to the identifi-

cation of miRNA direct targets in mammalian cells. 

1.6.10 AMPK and miRNAs  

Various miRNAs have been shown to reduce AMPK activity by targeting AMPK mRNA, both directly 

and indirectly [453-455]. Different studies have been focused on the regulation of AMPK α subunit, 

which translational suppression has already been linked to tumorigenesis and formation of metas-

tasis [455, 456]. Zhao et al. found that miR-148b was downregulated in human pancreatic cancer 

tissues and its expression inversely correlated with AMPKα1 subunit expression. Moreover, in vitro 

experiments further showed that miR-148b directly targets AMPKα1 3’UTR and its overexpression 

in PANC-1 cells decreases both mRNA and protein levels of AMPK α1 [455]. Finally, Zhang et al. 

demonstrated that AMPKα1 is a miR-301a direct target in osteosarcoma cells and suggested that 

miR-301a contributes to chemoresistance in osteosarcoma by inhibiting AMPKα1 [457]. 

While AMPK regulation by miRNAs has been widely studied, albeit mostly in cancer, the role of 

AMPK in the regulation of miRNAs has not been exhaustively described, especially in the β-cell. 

Kone et al. has previously shown that, in pancreatic β-cells, loss of AMPK impairs the expression 
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of more than 4000 genes [247], and interestingly, our group demonstrated that AMPKdKO mouse 

islets also showed an altered expression of several miRNAs. Moreover, ~850 predicted targets of 

these miRNAs identified using TargetScan were also differentially expressed in AMPKdKO mouse 

islets and GO analysis revealed that they could be involved in processes important for β-cell func-

tion [458]. Specifically, genes up-regulated upon AMPKdKO that were predicted targets of down-

regulated miRNAs were enriched in pathways such as vesicle fusion, calcium dependent exocyto-

sis, and nervous system development, suggesting that the newly identified miRNAs could contrib-

ute to the altered insulin secretory phenotype observed in islets depleted of AMPK and/or be re-

sponsible for the up-regulation of genes involved in neuronal function characteristic of AMPKdKO 

islets. 

1.6.10.1 MiR-184  

MiR-184 is the most down-regulated in AMPKdKO islets [458]. This is a highly conserved microRNA 

from fly to human [459] and has been shown to be involved in various biological processes such 

as germline development in Drosophila, where loss of miR-184 leads to multiple severe defects 

during oogenesis and early embryogenesis up to complete loss of egg production [460].  

MiR-184 is also important for the regulation of cell proliferation and migration in different types 

of cells [461-464]. In the epidermis, for example, miR-184 represses proliferation and activates the 

NOTCH pathway suggesting a role as tumour suppressor [465]. Nagosa et al. demonstrated that 

miR-184 controls the balance between epidermal cell proliferation and differentiation: by target-

ing K15 and Fih1, miR-184 regulates the transition from proliferation to early differentiation, while 

mutation in miR-184 results in impaired homeostasis. In addition, miR-184 knockout mice develop 

epidermal hyperplasia, while overexpression of miR-184 in stem/progenitor cells induced epider-

mal hypoplasia [459]. 

Different groups have investigated the function of miR-184 in pancreatic β-cells in the past few 

years [389, 397, 400, 458, 466]. The expression of miR-184 in human pancreatic islets is consider-

ably high in comparison with other tissues such as liver and skeletal muscle [467] and its expression 
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positively correlates with insulin mRNA expression in human islets [389]. It has also been sug-

gested that miR-184 could target proteins important for optimal insulin secretion such as L-type 

and T-type voltage-gated Ca2+ channel (CACNA1C and CACNA1H, respectively) [389]. Indeed, in 

MIN6 cells, mir-184 appears to inhibit insulin secretion through the repression of Slc25a22, a glu-

tamate transporter that plays a role in the control of GSIS [468]. 

Moreover, miR-184 expression is downregulated in prediabetic and diabetic mice [397] and it has 

been demonstrated to play an important role in the regulation of β-cell proliferation during com-

pensatory expansion in pregnancy and obesity [397, 401]. Tattikota et al. [400] demonstrated that 

miR-184 targets Ago2 in obese mouse and this regulation is essential for the compensatory re-

sponse to balanced proliferation according to insulin sensitivity. However, in Kone’s work Ago2 

expression was found unaltered upon AMPK β-cell specific deletion [247]. 

Both Nesca et al. and Tattikota et al. [397, 402] showed that miR-184 expression is regulated ac-

cording to glucose metabolism both in vivo and in vitro.  These researchers found that miR-184 is 

slightly down-regulated in mouse islets cultured at high glucose concentrations and is strongly 

increased in islets from mice fed a low-sugar/ketogenic diet. These data were confirmed by our 

group [458] and we also demonstrated that AMPK is required for the glucose-dependent regula-

tion of miR-184 expression. In vitro, treatment of isolated mouse islets with increasing concentra-

tions of glucose for 48h led to inactivation of AMPK and a slight but significant reduction of miR-

184 expression. However, in AMPKdKO islets, miR-184 expression remained unchanged. In vivo, 

while mice fed a ketogenic diet showed an important increase in miR-184 expression, in both 

AMPKdKO and LKB1KO the miRNA remained unchanged, confirming that AMPK is required for 

glucose-mediated regulation miR-184 in pancreatic islets. 

1.6.10.2 MiR-125b  

MiR-125b, conversely, is one of the most up-regulated miRNAs in AMPKdKO islets. Interestingly, 

in the past few years high levels of circulating miR‐125b have been associated with hyperglycaemia 

in prediabetic [469], T2D [469] and T1D subjects [424] suggesting that this miRNA may be a po-

tential contributor to the detrimental effect of hyperglycaemia and the development of diabetes. 
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Indeed, according to our data, the expression of miR-125b positively correlates with BMI in human 

islets (Unpublished). 

MiR-125b is ubiquitously expressed and its role in β-cells in still unknown. Preliminary data gener-

ated by our group indicated that overexpression of miR-125b in MIN6 cells impaired both insulin 

content and secretion. Insulin content of MIN6 cells transfected with miR-125b mimics was signif-

icantly reduced by 40% when compared with cells transfected with control mimic and GSIS was 

30% lower. Overexpression of miR-125b has also an effect on MIN6 cell morphology, with cells 

appearing less rounded and more sprawl (Figure 1.11). 

 

Figure 1.11: miR-125b overexpression reduces insulin content and affects cell morphology in MIN6 
cells. 
Transfection of miR-125b mimic in MIN6 resulted in a significant 40% reduction of insulin content (left) and 
affected morphology of the cells that appeared less rounded and more sprawling (Right). 
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In other cell types, miR-125b controls proliferation, apoptosis and differentiation [470]. MiR-125b 

expression has been found to be aberrant in a great variety of tumours where it can act as an 

oncogene or a tumour suppressor. This dual and opposing function depends on the role of the 

genes that this miRNA regulates [471]. 

Mir-125b elevated expression has been detected in several tumour types including acute myeloid 

leukaemia and B-cell acute lymphoid leukaemia [472, 473]. Bousquet et al. demonstrated that 

overexpression of miR-125b, using retroviral vectors, was the main cause of leukaemia develop-

ment in mouse [473]. In acute myeloid leukaemia , where its overexpression has been identified 

as the main cause of tumour development [473] miR-125b directly targets core-binding factor 

subunit β (Cbfβ), a suggested tumour suppressor [474]. 

Furthermore, miR-125b has been shown to be upregulated also in pancreatic [475] gastric [476] 

and follicular cancers [477] but the molecular mechanisms that lead to this upregulation are not 

very well understood. 

As mentioned earlier, miR-125b can also act as tumour suppressor by inhibiting cancer formation 

and proliferation [478-481]. Interestingly, in breast, ovary and cervical cancer miR-125b is subject 

to loss of function as both MIR125B-1 and MIR125B-2 loci are located in the so-called fragile sites 

that are commonly deleted in these types of tumours [482]. Indeed, in human ovarian cancer cells, 

miR-125b suppresses the growth by targeting BCL3 [480], while in breast cancer the down regula-

tion of miR-125b and the subsequently activation of ERBB 2 and 3 proteins, two confirmed targets 

of miR-125b, has been associated with cell proliferation and inhibition of programmed cell death 

[478, 479].  
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1.7 Aims of the thesis 

This thesis aims to widen the understanding of the mechanisms underlying regulation and function 
of AMPK-regulated miRNAs in pancreatic β-cells. 

Accordingly, the chapters of this thesis will aim to: 

1. Determine whether AMPK controls CTCF activity to modulate miR-184 transcription and to 

identify MIR184 TSS in mouse islets. 

2. Determine whether SMAD2/3 promotes miR-125b expression in β-cells and if this regula-

tion is inhibited by AMPK. 

3. Identify miR-125b direct gene targets in β-cells in a high-throughput manner to elucidate 

its function and its potential as a target for the treatment of diabetes. 

4. Develop a high‐throughput method (AGO2 eiCLIP-seq) to identify all specific miRNA‐mRNA 

interactions in human β-cells. 
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Chapter II:  Materials and Methods 

2.1 Mammalian cell culture 

MIN6 cell line (mouse insulinoma) [483] was cultured in Dulbecco’s modified Eagle’s medium at 

25mM D-glucose (DMEM; Sigma Aldrich), containing 15% [vol./vol.] foetal bovine serum (FBS), 100 

U/mL streptomycin and 100 U/mL penicillin and supplemented with 50 μM 2-mercaptoethanol 

(Sigma Aldrich), at 37°C with 5% CO2.  

Human EndoCβH1 cell line [484] was cultured in DMEM 1g/L (Sigma) medium, supplemented with 

2% [wt/vol] Albumin from Bovine Serum Fraction V Fatty Acids Free (Roche), 100 units/ml Penicil-

lin-Streptomycin (Thermo Fisher Scientific),  100 μg/ml Streptomycin (Thermo Fisher Scientific), 

10 mM Nicotinamide (Sigma), 5.5 μg/ml transferrin, 6.7 ng/ml sodium selenite and 50 μM 2-mer-

captoethanol (Sigma Aldrich), at 37°C with 5% CO2.  

EndoCBH1 lacking miR-125b (EndoCBH1 miR125BKO) were generated using CRISPR-Cas9 by Re-

becca Cheung in our lab. Briefly, EndoCBH1 cells were infected by a lentiviral vector expressing 

Cas9 under the control of a RIP promoter (a kind gift from Ferrer’s Lab at Imperial) and two gRNAs 

against MIR125B2. These cells consist in a heterogenous population with a ~80% reduction in ma-

ture miR-125b levels. 

2.2 MIN6B1 clone 14 

Stable MIN6B1-SNAP-GLP-1R cells were provided by Dr Alejandra Tomas. They were generated by 

transfecting pSNAP-GLP-1R (Cisbio) into wild-type MIN6B1, G418 (1 mg /ml) selection, and single-

cell sorting by fluorescence-activated cell sorting (FACS) following SNAP-Surface-488 (New Eng-

land Biolabs) labelling  [485]. 
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2.3 Mouse islet isolation and culture  

Mice were euthanised by cervical dislocation of the neck followed by decapitation prior injection 

of collagenase NB8 from Clostridium histolyticum (1mg/mL in RPMI 1640) (Nordmark Biochemi-

cals) into the bile duct until the pancreas was fully inflated. The pancreas was then removed and 

the pancreata were incubated for 12 min at 37ᵒC in a water bath for digestion and islets separation 

from remaining pancreatic tissue. Digested pancreas were washed 3X with RPMI 1640 before sep-

aration of the exocrine tissue by centrifugation through a histopaque gradient at densities 1.119 

and 1.087 g/mL and RPMI-1640 medium (Sigma Aldrich) at 2500 rpm for 20 min. Islets were picked 

from the interphase and incubated in RPMI-1640 medium supplemented with 10% heat-inacti-

vated foetal bovine serum (FBS) (Sigma) and 100U/ml penicillin and streptomycin (Thermo Fisher 

Scientific) and incubated at 37°C with 5% CO2 for 24 hours before use. 

2.4 Human islets isolation and culture 

Human islets were isolated from deceased heart-beating donors in the isolation centres in Oxford, 

Pisa or Milan, respecting the relevant national and local ethical permissions. Islets were cultured 

in RPMI-1640 medium supplemented with 5.5 mM D-glucose, 10% FBS, 1% penicillin/streptomycin 

and 0.25 μg/ml fungizone. 

2.5 Electron microscopy 

MIN6 cells transfected with control or miR-125b mimics were fixed with 2% PFA + 2% glutaralde-

hyde in 0.1 M cacodylate buffer for 30 minutes at room temperature, washed with phosphate 

buffer and prepared for conventional EM. Cells were then post-fixed in 3% potassium ferricyanide 

mixed with 2% osmium tetroxide, treated with tannic acid and then followed by dehydration with 

increasing concentrations of ethanol and propylene oxide. Finally, they were embedded in Epon 

resin and mounted onto Epon stubs by Dr. Alejandra Thomas. Epon was polymerised overnight at 
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60°C and coverslips removed by surface heating. Ultrathin 70-nm sections were cut with a dia-

mond knife on a Leica ultramicrotome, stained with 2% uranyl acetate and visualised in a Tecnai 

T12 Spirit transmission electron microscope with a CCD camera. 

2.6 RNA extraction  

Total RNA from all samples was extracted using TRIzol reagent (Thermo Fisher Scientific) and chlo-

roform (Sigma) in a 5:1 ratio, respectively, following manufacturer’s instructions. After centrifuga‐

tion the clear upper aqueous phase was transferred to a new Eppendorf tube and the RNA precip-

itated using 0.8 volume of isopropanol, washed twice with 70% ethanol, resuspended in RNAse 

free water and quantified using a Nanodrop spectrophotometer. 

2.7 Reverse transcription (RT) 

For mRNA, 200-300 ng of total RNA was reverse transcribed using a High Capacity cDNA RT kit 

(Thermo Fisher Scientifics) according to manufacturers’ instructions. Briefly, 5 μL of 2X RT reaction 

(10X RT buffer, 4 mM dNTPs, 10X random primers and 1 μL of Multiscribe Reverse Transcriptase) 

were combined with an equal volume of RNA and incubated at 25 ᵒC for 10 minutes, 37 ᵒC for 120 

minutes and 85 ᵒC for 5 minutes. 

For miRNAs, 20-30ng of total RNA was retrotranscribed using the miRCURY LNA RT Kit (Qiagen) 

according to manufacturers’ instructions. Briefly, 3μL of RT reaction (5X RT Buffer, 0.5 μL of 10x 

miRCURY RT Enzyme Mix, 0.25μL of Synthetic RNA spike in) was combined with 2μL of RNA and 

incubate at 42 ᵒC for 60 min, 95 ᵒC for 5 min. 

2.8 Quantitative Real-Time PCR (qRT-PCR) 

To assess the level of gene expression qRT-PCR using Fast SYBR Green Master Mix (Thermo Fisher 

Scientific) was used. A final volume of 10 μL containing 6 μL SYBR green master mix and 0.35 μl of 

10 μM primers was mixed to 2 μL of 1:4 dilution of cDNA. 
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MiRNAs expression was instead assessed using miRCURY LNA SYBR® Green PCR Kit (Qiagen). 6μL 

of 2X miRCURY SYBR Green Master Mix, 0.05μL of ROX Reference Dye and 1μL of primers mix were 

combined to 2μL of 1:10 dilution of cDNA. Primer sequences are shown in Table 2.1 

In both cases, the amplification curves for each gene, derived from fluorescent signals, were gen-

erated using a 7500 HT qPCR machine (Thermo Fisher Scientific). A threshold was manually set to 

determine the number of cycles (Cts) required to reach the set level of fluorescence (threshold 

was set to cut the exponential part of the curve, above background signals). The relative expres-

sion was determined by normalising to either the housekeeping genes cyclophilin or β-Actin for 

mRNA and let-7 or miR-576 for miRNAs. 

Name Forward Primer Reverse Primer 

Smad2 TCCGGCTGAACTGTCTCCTACT ACTGGCTGCAAATCCAAGCT 

Smad3 CCAATGTCAACCGGAATGC CGCACACCTCTCCCAATGT 

Hnf4g AAAAGAAGCGGTCAAAATGA GCCCTCGTAGGTACTTCTTCTTGT 

Bmf CCAGAAAGCTTCATTATTGCA TGCTGGTGTTGTTGCGTATGA 

Them6 CCTTCGCGATGGTTTCGT CTCCACCCTCCGTTTGCA 

β-actin CGAGTCGCGTCCACCC CATCCATGGCGAACTGGTG 

Cyclophilin TATCTGCACTGCCAAGACTGA CCACAATGCTCATGCCTTCTTTCA 

Pri-miR-125b-1 GTCCCTGAGACCCTAACTTGTG CAAGAGCCTAACCCGTGGAT 

Pri-miR-125b-2 CCTAGTCCCTGGACCCTAACTT TAGGTCCCAAGAGCCTGACTT 

MIR184-Peak1 CAGACCGCCCCACAAGAG TAAGGCTCGTGGTGGGTATAGG 

MIR184-NEG GAGGCTGCCTGGTCAACATC ATTGCTCTTGATCACCCATCAGA 

MIR125B-2 peak AGAGGGTGGATGCCAGACTGT GGCGGCGGCTGGTATT 

MIR125B-2 NEG TCCAGAAGAGTAGATTCCCATCAAT TTGCCTCTGTTCCCCTATCTGT 

Table 2.1: Validated qPCR primers sequences 
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2.9 Transfections 

2.9.1 miRNAs transfection 

Both EndoC-βH1 and MIN6 cells were transfected using Lipofectamine 2000 (Thermo Fisher Sci-

entific) following manufacturer’s instructions. Briefly, Lipofectamine and 5 nM of miR-125b or con-

trol mimic (Qiagen) were gently mixed after 5 mins incubation in transfection media OptiMEM 

(Thermo Fisher Scientific) and, after a further 20 mins incubation, the Lipo/RNA mimic mix was 

added in each flask/well. After a 4-5 hours incubation period at 37 °C with 5% CO2, the transfection 

media was replaced with normal growth media and the flask left in the incubator for 24-48 hours 

prior to RNA/Protein extraction. 

2.9.2 siRNAs transfections 

MIN6 cells split at 50% confluency overnight were transfected with 50 nM of a mixture of four ON-

TARGETplus Mouse Smad2, ON-TARGETplus Mouse Smad3 (Horizon Discovery) or ON-TARGETplus 

Non-targeting Pool (Horizon Discovery) siRNAs using Lipofectamine 2000 as described above in 

Chapter 0. 

2.10 Luciferase assay  

2.10.1 Plasmid generation and cloning  

2.10.1.1 PCR 

3’UTR or CDS sequences were downloaded using UCSC genome browser and two primer pairs 

were designed using NCBI Primer Blast (see Table 2.2 for primers list). Each sequence was ampli-

fied by PCR (polymerase chain reaction). Appropriate restriction sites were incorporated in the 

primer sequence and are indicated in bold in Table 2.2. The regions were amplified using Q5 pol-

ymerase (New England Biolabs). The products for these DNA fragments were run on a 1% agarose 

gel to assess specificity. 
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Table 2.2: PCR primers sequences used to for Luciferase assay plasmid generation. 

2.10.1.2 Restriction digestion and dephosphorylation. 

Both PCR products and pmiRGlo plasmid DNA (Promega) were digested at 37 ᵒC for 1-3 hours using 

10 U of the two appropriate restriction enzymes in a total volume of 50 μL and then samples were 

run on a 1% agarose gel to check for successful digestion. The enzymes were inactivated by puri-

fication using QIAQuick PCR purification kit (Qiagen) and, to prevent re-ligation of the digested 

plasmid, the DNA was dephosphorylated using Shrimp Alkaline Phosphatase (rSAP) (New England 

Name  Forward Primer  Reverse Primer  Restriction 
Enzymes 

Taz 3’UTR CATGAGCTCAGTCAGCTGTGGA-

GATGCG 

CGTCTAGATATGGTGG-

CACAACACAAATG 

SacI/XbaI 

M6pr 3’UTR CATGAGCTCAGCTGGGTGAAGAG-

TCGGAA 

CGTCTAGATCATTGAAAACAC-

GGGTTAGGATG 

SacI/XbaI 

Tor2a 3’UTR CATGAGCTCGGCCTCCCGACTCAC

ATTT 

CGGTCGACTTTTTTTCTAATAC-

CAAGGCTAAGTT 

SacI/SalI 

Mtfp1 3’UTR CATGAGCTCGTACCCGTCAGTGGA-

GAAGC 

CGTCTAGAAGGTTAGCACTTGGGTT-

GTGA 

SacI/XbaI 

Tnks1bp1 CDS CATGCTAGCCTTCTT-

GCTCCGCTCAGAG 

CGGTCGACACACTTGCTGCTCCAG-

TCTC 

NheI/SalI 

Gnpat 3’UTR CATGAGCTCCAGTGTGCTCCTC-

TATGCGAA 

CGTCTAGAGTGGCTGGTTTTCC-

TATTGGC 

NheI/SalI 

Gnpat CDS CATGAGCTCCATGGAC-

GTTCCTAGCTCCTC 

CGGTCGACGGTCCGGGG-

TACTGAGGT 

SacI/XbaI 

Trnp1 3’UTR CATGAGCTCCAGCGCTGACCTCAG-

TACC 

CGTCTA-

GATTGCCTCTCGTTATTTCGATTT 

NheI/SalI 

M6pr mutated 

3’UTR 

TGGGTCAGACACTTCCAG-

TAGCCAGCAGGAGAGACAGG 

CCTGTCTCTCCTGCTGGCTACTG-

GAAGTGTCTGACCCA 
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Biolabs) at 37°C for 30 minutes and the reaction stopped by incubation at 65°C for 5 minutes. The 

plasmid and fragments concentrations were quantified using Nanodrop. 

2.10.1.3 Ligation 

Resulting PCR products were then ligated into the plasmid with a vector with an insert ratio of 1:3/ 

1:5 using T4 DNA ligase (New England Biolabs). This reaction was incubated at room temperature 

for 1 hour, heat-inactivated at 65°C for 10 minutes and then placed on ice to cool. A control sample 

containing just the plasmid without the insert was also generated. 

2.10.1.4 Transformation of chemically competent cells 

5-100 ng DNA was added to 10-Beta Competent E. Coli cells (New England Biolabs, Hitchin, UK), 

mixed and incubated on ice for 30 minutes. Cells were then heat shocked at 42 o C for 30 sec exactly 

and placed on ice for 5 minutes before being resuspended in 200μL of broth and incubated at 37 

ᵒC for 60 min with vigorous shaking (250 rpm). After incubation, 100 μL of cell suspension was 

plated onto pre-warmed agar plates containing ampicillin (AMP), since the plasmid contains an 

AMP resistance gene, and incubated overnight at 37 ᵒC. 

2.10.1.5 DNA extraction & Sanger sequencing 

Individual colonies were picked and amplified in 4 ml of broth containing ampicillin (AMP) for DNA 

extraction using Qiagen Miniprep kit. 

The DNA samples were digested with the same restriction enzymes described earlier and run on 

a 1% agarose gel to assess if the plasmid contained the inserts of interest. Two bands, one at 

approximately 7 kb indicating the plasmid and one between 1 and 2.5 kb indicating the insert, 

were expected. The samples that resulted successfully cloned were grown in 200 ml of liquid broth 

containing AMP, their DNA then extracted using a Qiagen Maxiprep kit and sent for Sanger se-

quencing for verification. 
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2.10.1.6 M6pr 3’UTR mutation 

Three-point mutations in the predicted miR-125b seed binding site were introduced in the pmiR-

Glo-M6pr-3′UTR plasmid using site-directed mutagenesis. The sequence of primers designed using 

the Primer Design Program by Agilent (https://www.agilent.com/store/primerDesignProgram.jsp) 

is in Table 2.2. The mutation introduced by the primers are indicated in bold. 

Briefly, 5ng of pmiRGlo-M6pr-3′UTR plasmid were mixed to 5X Phusion Buffer, 10mM dNTPs, 10 

μM of reverse and forward primers and 0.2 μL of Phusion DNA Polymerase (Fisher) and incubated 

at 98 ᵒC for 30 sec, then 98 ᵒC for 10 min, 55 ᵒC for 30 sec, 72 ᵒC for 6 min for 12 cycles, and finally 

72 ᵒC for 5 min. 

PCR product was added to 10-Beta Competent E. coli cells and plasmid was generated as described 

previously. Mutations were confirmed by DNA sequencing. 

2.10.2 Dual-luciferase quantification  

MIN6 cells at 50-60% confluency were co-transfected with 5ng of pmiRGlo plasmid DNA and 5 nM 

miRNA mimic (control or miR-125b) in a 48-well plate using Lipofectamine 2000 as described in 

section 2.9.1 . After 24 hours from transfection, a dual luciferase assay (Promega, #E1910) was 

used to measure the luciferase and Renilla luciferase activity within the transfected cells. The 

growth media was removed, and the cells were washed with 100 μl of once PBS. Then, cells were 

incubated for 15 min at room temperature with 50 μl passive lysis buffer for cell lysis and 10 μl of 

the lysate were transferred to a luminometer tube. First, 50 μl of Luciferase Reagent II was mixed 

with the lysate and luciferase activity was measured using a Lumat LB 9507 luminometer. Subse-

quently, 50 μl of Stop and Glo® reagent was added to the lysate to stop the luciferase activity and 

catalyse the Renilla luciferase reaction. Two blanks were made using 10 μl of passive lysis buffer 

following the same steps. The value generated from the blanks was subtracted from the firefly and 

Renilla luciferase values of the samples and a ratio between firefly and Renilla luciferase was gen-

erated and data presented as fold change. 
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2.11 SDS-PAGE 

2.11.1 Western Blot  

Cells or mouse islets (50-100) were lysed on ice in RIPA buffer (150mM NaCl, 1% Triton, 0.1% SDS 

(sodium dodecyl sulphate), 0.5% sodium deoxycholate and 50mM Tris, pH 8.0) supplemented with 

proteinase (Roche) and phosphatase inhibitors (Sigma Aldrich). Lysates were centrifuged at 

16,000g for 15 minutes at 4 ֯C. Proteins were quantified by Bicinchoninic acid assay (BCA) and 

equal amounts of protein for each sample were analysed by SDS-PAGE under reducing conditions 

at constant voltage in polyacrylamide gels. The acrylamide used was adjusted according to the 

desired gel pore size depending on the size of protein analysed. The gels consisted of two parts: 

the stacking gel (5% polyacrylamide, 250 mM Tris-HCl, 0.1% SDS, 0.1% ammonium persulfate and 

0.025% N,N,N’,N’-tetramethylethylenediamine (TEMED), pH 6.8) and the resolving gel (8% poly-

acrylamide, 375 mM Tris-HCl, 0.1% SDS, 0.1% ammonium persulfate and 0.025% TEMED, pH 8.8).  

Samples were then transferred onto Immobilion polyvinylidene difluoride (PVDF) membranes 

(Fisher). After blotting, the membranes were blocked in 5% milk or Bovine Serum Albumin (BSA), 

dissolved in PBS-Tween (TPBS) or Tris-buffered saline and 0.1% Tween (TBST) depending on the 

primary antibody used,  and incubated overnight with primary antibody in blocking solution at 4°C 

(antibodies are listed in Table 2.3). After three washes with TBST, membranes were incubated in 

horseradish peroxidase (HRP)-conjugated secondary antibody for 1 hour at room temperature. 

Bands were detected (GE Healthcare) and imaged using chemiluminescence with ECL and x-ray 

films. 

For cell membrane proteins such as GLP-1R, a lysis buffer containing 20 mM Tris, 150 mM NaCl, 1 

mM EDTA, 1% NP-40, pH 7.4 plus complete mini EDTA-free protease (Roche) and phosphatase  

inhibitors (Sigma Aldrich) was used for the lysis. Urea loading Buffer (100 mM Tris-HCl [pH 6.8], 

2.5% SDS, 4 mM urea, 50 mM dithiothreitol, 0.05% bromophenol blue) followed by 10 minutes at 

37°C incubation was used for the SDS-PAGE
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 Name Species Source Dilution 

Anti-AMPK Rabbit Cell Signaling Technology 1/1000 

Phospho-AMPKα (Thr172) Rabbit Cell Signaling Technology (40H9) 1/1000 

Anti-SMAD2/3 Mouse Santa Cruz Biotechnology (sc-133098) 1/1000 

Anti-pSMAD3 Rabbit Abcam (ab52903) 1/1000 

Anti-M6PR Mouse Santa Cruz Biotechnology (sc-365196) 1/500 

Anti-CTCF Rabbit Millipore (07-729) 1/1000 

Anti-Tubulin Mouse Sigma Aldrich (T5168) 1/1000 

Anti-GAPDH Rabbit Santa Cruz Biotechnology (2118S) 1/1000 

Table 2.3: List of Antibodies used for Western Blot analysis 

2.11.2 Phos-tag  

Equal amounts of proteins/sample were diluted in 1X sample-loading dye solution, boiled for 5 

min and separated in Running Buffer (Table 2.5) at constant voltage (25 V) at 4°C using gels pre-

pared as described in Table 2.4. 

After run completion, the gel was soaked in EDTA-Transfer buffer (Table 2.5) for 10 min before 

being transferred to PVDF membrane using Transfer buffer prepared as described in Table 2.5. 

Transfer was performed under constant-voltage conditions (25 V) for 16 h (O/N). Immunoblotting 

analysis was carried out following normal condition as described earlier (see section2.11.1 ) 
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Resolving Gel Solution Stacking Gel Solution 

30% Acrylamide/Bis Mixed Solution 30%  Acrylamide/Bis Mixed Solution 

1.5 mol/L Tris/HCl Solution, pH 8.8 1 mol/L Tris/HCl Solution, pH 6.8 

5.0 mmol/L Phos-tag™ Solution (25μmol/l) 10 mmol/L MnCl2 Solution 

10 mmol/L MnCl2 Solution 10% SDS Solution 

10% SDS Solution TEMED (tetramethylethylenediamine) 

10% Ammonium Persulfate Solution  

TEMED (tetramethylethylenediamine)  

Table 2.4: Phos-Tag running gel composition 

Running Buffer Transfer buffer EDTA-Transfer buffer 3 × Sample-loading dye solution 

25 mM Tris base 25 mM Tris 25 mM Tris 195 mM Tris-HCl (pH 6.8) 

192 mM glycine 192 mM glycine 192 mM glycine 3.0% SDS 

0.1%  SDS 10% methanol 1 M EDTA (pH 8) 15% 2-mercaptoethanol 

   30% glycerol 

Table 2.5: Phos-Tag Buffers 
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2.12 ChIP-qPCR 

2.12.1 Crosslink 

Media from MIN6 cells grown at 80% confluency on 15cm adherent dish or mouse isletes isolated 

as described earlier (see section 2.3 ) was removed and replaced with 10 ml of cold PBS. Cells were 

fixed with 1% formaldehyde (Agar Scientific) for 10 minutes at room temperature and the cross-

linking reaction stopped by incubating the cells for 5 minutes at room temperature with 125 mM 

glycine. Cells/islets were washed once with cold PBS and cells were harvested through the gentle 

use of a cell scraper and collected in Falcon tubes. 

Cells/islets were pelletted at 2000g for 2 min at 4 ֯C and snap-freezed on dry ice. The pellets were 

stored at -80 4 ֯C until use.  

Each pellet was lysated in 140μL of lysis buffer (see Table 2.6) using a tight pestle (VWR). 20 strokes 

repeated 3 times were performed for each sample and between each set the samples were incu-

bated on ice for 5 min. Mouse islets and MIN6 cells were sonicated for 16 and 12 min, respectively, 

using Covaris 220 default settings. 

The sonicated samples were collected in a clean tube and the lysates cleaned from debris by cen-

trifugation at 21000 g for 5 min at 4 ֯C. The Supernatant was then collected and stored at -80 ֯C 

until use. DNA fragmentation was assessed on 10% of the sample where DNA was extracted and 

run on 1% agarose gel. 

2.12.2 Immunoprecipitation 

Samples were incubated with 30 μL of Dynabeads Protein G and A in a 1:1 ratio (Thermo Fisher 

Scientific) in a total volume of 1ml of lysis buffer at 4 ֯C for 2 hours with end-over-end rotation for 

precleaning. 

In parallel, 40μL of Dynabeads Protein G and A were coated with 3μg/ml of Rabbit anti-CTCF (07-

729, Millipore), 5µg/ml of Mouse anti-SMAD2/3 (sc-133098, Santa Cruz Biotechnology) antibody 

or same concentration of negative control anti-Rabbit IgG (ab205718, Abcam) or anti-Mouse IgG 
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(NXA931, Merck), respectively, in a total volume of 250 μL of pre-blocking buffer (Table 2.6) for 2 

hours at 4 ֯C while rotating.  

After the incubation, the beads conjugated with the antibodies were collected on a Dynamagnet 

(30sec, on ice) and gently washed 3 times with working buffer and resuspended in adequate vol-

ume of the same buffer. Simultaneously, the pre-cleaned lysates were separated from the beads, 

transferred in a new collection tube and split in equal volumes between anti-CTCF and IgG coated 

beads for CTCF ChIP-qPCR and anti-SMAD2/3 and IgG for SMAD2/3 ChIP-qPCR in a total volume of 

1ml of working buffer supplemented with complete EDTA-free proteinase inhibitors (Roche). Sam-

ples were incubated O/N at 4 ֯C with end-over-end rotation. 10% of the volume was stored at -20 

֯ C and used as INPUT sample (half for qPCR and half for western Blot). 

After the incubation, the supernatant was separated from the beads and stored at -20 ֯C to be 

used as flow-through sample. 

The beads were washed once in cold low salt buffer for 5 min, once in cold high salt buffer and 

once in cold LiCl buffer for another 5 min before being washed 3X in TE buffer (see Table 2.7). 

Sample were incubated at 37 ֯C for 15 min while shaking in 150μL of freshly prepared elution buffer 

(1% SDS, 0.1M NaHCO3) to elute the Protein-DNA complexes from the beads. The step was re-

peated twice and samples were eluted in a total volume of 300 μL. 250 μL were used for DNA 

extraction to be used as immunoprecipitated (IP) sample whereas 50 μL were kept for Western 

Blot analysis.  

2.12.3 Reverse cross-link and DNA extraction 

Both Input sample and Immunoprecipitated sample were incubated with 5 μL RNAse A (10 mg/ml) 

(Thermo Fisher Scientific) at 65 ֯C for a minimum of 30 min to remove the RNA contaminant and 

then incubated with 4.5 μL of Proteinase K (20 mg/ml )(Sigma) and 12 μL of 5M NaCl (Sigma) and 

incubated at 37 ֯C for 5 h to reverse the cross-link reaction. 

The DNA was extracted using first 1.25X Phenol:Cholorofom (Sigma). Phases were separated by 

centrifuging the sample for 5 min at 21,000x g and the aqueous layer was transferred to a new 

tube.  2.25X chloroform was then added and the phases were separated again by centrifuging the 
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samples for 5 min at 21,000x g. The aqueous layer was transferred to a new tube and the samples 

were precipitated O/N adding 3 μL of Glycogen (5mg/ml) (Thermo Fisher Scientific), 35 μL of So‐

dium Acetate (3 M), pH 5.5 (Thermo Fisher Scientific) and 875μL of 100% EtOH molecular grade. 

2.12.4 qPCR analysis 

DNA was used for quantitative real-time PCR as described in section 2.8 .  

Ct values were used to perform the calculation which consists of evaluating the fold change dif-

ference between experimental sample and normalized input using this formula: 

ΔCt [normalized IP] = (Ct [IP] - (Ct [Input] - Log2 (Input Dilution Factor) 

where Input Dilution Factor is the fraction of the input chromatin saved. For these experiments, 

10 μl of input were saved from a total volume of 110  μl recovered after sonication, thus obtaining 

an IP fraction that was 10 X the input fraction. Moreover, the Input was further diluted 4.5 times 

for the qPCR run, making the final dilution factor of the Input fraction (Input Dilution Fac-

tor) = 10 × 4.5 = 45.  

The percentage (% Input) value for each sample was calculated as follows:  

Input % = 100/2 ΔCt [normalized ChIP]. 

where “Input %” represents the enrichment of the DNA region of interest. 
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Lysis Buffer Dilution buffer Working buffer Pre-blocking buffer 

2% Triton X-100 50 mM Hepes pH8.0 1X Dilution buffer  Working buffer 

1% SDS 140 mM NaCl 4X Lysis buffer 1% SDS 

100 mM NaCl 1 mM EDTA 1X  protease inhibitor 0.5% BSA 

10 mM Tris-HCl pH 8.0 0.75% Triton X-100   

1 mM EDTA 0.1% Na-deoxycholate   

1X protease inhibitor  1X protease inhibitor   

Table 2.6: ChIP-qPCR buffers (1/2) 

 

Low Salt Wash Buffer High Salt Wash Buffer LiCl wash buffer 1X TE buffer 

1% Triton X-100 500 mM NaCl 0.25 M LiCl 10 mM Tris-HCl, pH 8.0 

150 mM NaCl 1% Triton X-100 1% deoxycholate sodium 1 mM EDTA 

20 mM Tris-HCl, pH 8.0 20 mM Tris-HCl, pH 8.0 10 mM Tris-HCl, pH 8.0  

0.1 % SDS 0.1 % SDS 1% NP40  

2mM EDTA 2 mM EDTA 1 mM EDTA  

Table 2.7: ChIP-qPCR buffers (2/2) 
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2.13 RNA immunoprecipitation and sequencing (RIP-seq)  

Lysis Buffer Lysis buffer with additives Washing buffer 

20mM Tris-HCL pH7.5 160u/ml of RNAsin (Promega) 50mM Tris-HCL pH7.5 

150mM KCL 0.5mM DTT 300mM NaCl 

0.5% NP40 (Igepal) 1X Protease inhibitors (Roche) 5mM MgCl2 

2mM EDTA 1X Phosphatase inhibitors 

(Sigma Aldrich) 

NP40 (Igepal) 0.05% 

1mM NaF   

Table 2.8: RIP-seq buffers 

2.13.1 Cell lysis 

MIN6 cells were transfected with control or miR-125b mimic as described in section 2.9.1 . After 

24 h the media from cells grown at 80% confluency on 15cm adherent dish was removed and cells 

washed twice with cold PBS. Cells were harvested through the gentle use of a cell scraper and 

collected in falcon tubes. Cells were then pelleted at 1100 RPM for 3 min at room temperature 

and lysated in cold 500μL of lysis buffer (see Table 2.8). The lysis was enhanced by pumping the 

samples 3X with a 25G syringe needle and once with a 27G syringe needle. The lysates were then 

spun at 16000g at 4 ֯C for 10 min and the supernatant collected in a clean tube. The pellets were 

stored at -80 ֯C until use. 

2.13.2 Immunoprecipitation 

The samples were incubated with 20 μL of Dynabeads Protein G (Thermo Fisher Scientific) in a 

total volume of 1ml of lysis buffer at 4 ֯C for 2 hours with end-over-end rotation for precleaning. 

In parallel, 40μL of Dynabeads Protein G were coated with 6ug of mouse-anti-AGO2 (clone E12-

1C9, Abnova) or mouse IgG (NXA931, Merck) and 1mg/ml of heparin for 2 hours at 4 ֯C. 
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After incubation, the beads were collected on a Dynamagnet (30sec, on ice) and gently washed 3X 

with lysis buffer with additives (Table 2.8). After the last washing step, the conjugated beads were 

resuspended in lysis buffer with additives in a total volume of 500μL. 

Simultaneously, the pre-cleaned lysates were separated from the beads, transferred in a new col-

lection tube and split in equal volume between mouse-anti-AGO2 and mouse IgG coated Dyna-

beads Protein G where they were incubated at 4 ֯C for 16 hours with end-over-end rotation. 5% of 

each sample was saved at -20 ֯C as INPUT samples. 

The following day the flow-through was transferred into a new collection tube and the beads 

washed once with lysis buffer and 3X with washing buffer (Table 2.8) for 5 min at 4 ֯C. 

2.13.3 DNAse treatment and RNA extraction 

The samples conjugated to Dynabeads-Protein G were treated with 1μL of TURBO™ DNase (2 

U/µL) (Thermo Fisher Scientific) for 15 min at room temperature to remove any DNA contaminant 

and subsequently treated with 3μL proteinase K (20mg/ml) (Thermo Fisher Scientific) at room 

temperature for 20 min while shaking to release the RNA bound to the proteins. 

The RNA was extracted using acid Phenol:Chloroform, pH 4.5 (with IAA, 125:24:1) (Thermo Fisher 

Scientific) and precipitated O/N adding 3μL of Glycogen (5mg/ml) (Thermo Fisher Scientific), 35 μL 

of Sodium Acetate (3 M), pH 5.5 (Thermo Fisher Scientific) and 875μL of 100% EtOH molecular 

grade.  

2.14 RNA sequencing  

2.14.1 mRNA-seq library construction 

2.14.1.1 Total RNA-seq 

Library preparation was performed by WTCHG facility in Oxford using 1 µg of RNA per sample from 

6 independent experiments in which control or miR-125b mimic were transfected into MIN6 cells 

as described in section 2.9.1  
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2.14.1.2 RIP-seq  

Quantity and integrity of RNA samples from 6 independent experiments (described in section 2.13 

) were assessed using an RNA 6000 Nano Kit (Agilent) and an Agilent 2100 Bioanalyzer. mRNA 

enrichment was achieved from 1 μg of total RNA using a NEBNext Poly(A) mRNA Magnetic Isolation 

Kit (NEB). Generation of double stranded cDNA and library construction were performed using 

NEBNext Ultra II Directional RNA Library Prep Kit for Illumina (NEB). NeBNext Multiplex Adapters 

(NEB) was used to perform ligation of the adapters. Each library was subsequently size-selected 

with SPRIselect Beads (Beckman Coulter). The adaptor-ligated DNA was PCR amplified using NEB-

Next Ultra II Q5 Master Mix and Universal i5 and i7 primers provided in the NEBNext Kits.  

2.14.2 Sequencing 

2.14.2.1 Total RNA-seq 

Sequencing was performed by WTCHG facility in Oxford as 75bp paired end reads on a HiSeq4000 

according to Illumina specifications. 

2.14.2.2 RIP-seq 

Sequencing was performed by the Imperial BRC Genomics Facility as 75bp paired end reads on a 

HiSeq4000 according to Illumina specifications.  

2.14.3 Sequencing  analysis  

For both Total RNA seq and RIP-seq, reads produced for each sample by the sequencing were 

provided in the FASTQ format. FastQC [486] was used to assess the quality of the obtained sam-

ples, and discard reads not passing filtering with default parameters.  

Remaining reads were then mapped to the mouse transcriptome (GRCm38, cDNA and ncRNA) 

using Salmon [487]: 

fastqc -d tmp -o fastqc_out -f fastq <input_directory>/ *.fastq.gz 
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For Total RNA-seq, ~31 million reads were obtained and 91% were uniquely mapped. For RIP-seq, 

~12 million reads were obtained and 70% were uniquely mapped. Aligned sequences where fur-

ther processed to obtain differential gene expression data between control and miR-125b overex-

pressed samples using the DESeq2 (v1.20.0) [488]. 

Briefly, DESeq2 default normalization method and adjusted p-value threshold <0.1 was used for 

differential expression analysis in R using relevant BioConductor packages [489]. 

The complete script used for the analysis can be found in Supplementary Table 3 in Appendix A. 

  

salmon quant -i $HOME/libraries/< Mus_musculus.GRCm38.cdna_ncrna_index > -l A \ 

         -1 ${dir}/${samp}_1.fastq.gz \ 

         -2 ${dir}/${samp}_2.fastq.gz \ 

         -p 8 -o $HOME/quants/${samp}_quant 
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2.15 eiCLIP 

Lysis buffer High salt wash buffer PNK buffer 5x PNK pH 6.5 buffer 

50 mM Tris-HCl pH 7.4 50 mM Tris-HCl pH 7.4 20 mM Tris-HCl pH 6.5 350 mM Tris-HCl pH 6.5 

100 mM NaCl  1 M NaCl  10 mM MgCl2 50 mM MgCl2 

1 % Igepal CA-630 (Sigma 

Aldrich) 

1 % Igepal CA-630 (Sigma 

Aldrich) 

0.2 % Tween-20 5 mM dithiothreitol 

0.1 % SDS 0.1 % SDS   

0.5 % sodium 

deoxycholate 

0.5 % sodium 

deoxycholate 

  

Table 2.9: eiCLIP buffers (1/4) 

 

4x Ligation buffer PK-SDS buffer 2X Bind and Wash buffer 

200 nM Tris-HCl pH 7.8  10 mM Tris-HCl, pH 7.4 10 mM Tris-HCl pH 7.4 

100 mM NaCl 100 mM NaCl 2M NaCl 

4 mM dithiothreitol 1 mM EDTA 1 mM EDTA 

 0.2% SDS  

Table 2.10: eiCLIP buffers (2/4) 

 

Tween Wash Buffer No Tween Wash Buffer 

5 mM Tris-HCl pH 8 10 mM Tris-HCl pH 8 

1M NaCl  2M NaCl 

0.5 mM EDTA  1mM EDTA 

0.05 % Tween-20  

Table 2.11: eiCLIP buffers (3/4) 
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2X Bind and Wash buffer Tween Wash Buffer Tween Wash Buffer 

10mM Tris-HCl pH 7.4 5 mM Tris-HCl pH 8 10 mM Tris-HCl pH 8 

1mM EDTA 0.5 mM EDTA 1 mM EDTA 

2M NaCl 1M NaCl 1M NaCl 

 0.05% tween  

Table 2.12: eiCLIP buffers (4/4) 

 

 

 

 

 

3’ end RNA 
dephosphorylation mix 

μL 3’ adaptor ligation mix μL Recj- deadenylase mix μL 

5X PNK pH 6.5 buffer (Table 2.9) 4 4X ligation buffer 

(Table 2.10) 

5 Buffer 2 (NEB) 2 

T4 PNK (NEB) 0.5 0.1M ATP 0.2 Recjf endonuclease (NEB) 0.5 

RNasin (Promega) 0.5 T4 RNA ligase (NEB) 0.5 RNasin (Promega) 0.5 

ddH2O 15 DMSO 0.6 PEG 400 4 

  RNasin (Promega) 0.4   

  ddH2O 3.3   

  PEG 8000 7   

  L7-Cy5 adapter 10μM 3   

Table 2.13: eiCLIP reaction mixes (1/3) 
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Reverse transcription mix μL cDNA Adapter Ligation mix μL 

5X SSIV buffer 3 DMSO 1 

0.1M DTT 0.5 10x RNA ligase buffer (NEB) 2 

RNasin (Promega) 0.25 0.1M ATP 0.2 

Superscript IV (Thermo Fisher Scientific) 0.25 RNA ligase (NEB) 0.5 

1 pmol biotenilated RT-primers + 10mM dNTPs mix 2 5’end adapter 1 

  ddH2O 5.8 

Table 2.14: eiCLIP reaction mixes (2/3) 

 

Preparatory PCR amplification mix μL Final-PCR mix μL 

5X Phusion Buffer (Fisher) 2 Accuprime Supermix 1 21 

dNTPs 0.25 10 μM P5/P7 indexed primer mix 1 

10 μM P5/P3 solexa primer mix 0.25   

Phusion DNA Polymerase (Fisher) 0.1   

ddH2O 

 

5.4   

Table 2.15: eiCLIP reaction mixes (3/3) 

2.15.1 UV Cross-link  

Media from cells grown at 90% confluency on 15cm adherent dish was removed and replaced with 

10 ml of cold PBS. Plates were placed on ice-filled tray and were crosslinked at 150mJ/cm2 at 254 

nm using s Stratalinker UV crosslinker. Cells were immediatelly harvested through the gentle use 

of a cell scraper and aliquoted accordingly. From each plate 2 aliquots of 1 ml each were 

generated. 

Finally, cells were pelleted at 376g for 1 min at 4 ֯C and snap freezed on dry ice and  pellets stored 

at -80 C until use. 
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2.15.2 Beads preparation 

Immunoprecipitation was performed using antibodies conjugated to magnetic beads. 

100μL/sample of Dynabeads Protein G (Thermo Fisher Scientific) was washed twice with 900μL of 

lysis buffer (Table 2.9), resuspended in the required volume conjugated with 100ng of anti-

hnRNPC (sc32308, Santa Cruz Biotechnology) or 1.5 ug  of anti-AGO2 (MABE253, Sigma) antibodies 

used per sample. 100μL of beads were not conjugated to the antibody and kept to be used as a 

negative control (No Ab). The tubes were rotated for 60 min at 4 ֯C while proceeding with sample 

preparation. The beads were washed once in high salt buffer and twice in lysis buffer and 

resuspendend in 100 μL of lysis buffer per sample. 

2.15.3 Sample Preparation and immunoprecipitation 

Cell pellets were resuspend in 1 ml of ice-cold lysis buffer supplemented with 1X proteinase 

inhibitor cocktail.  

1:20 and 1:1000 RNAse I (10U/L) (Thermo Fisher Scientific) dilution were prepared accordingly in 

ice-cold lysis buffer and added to the appropriate samples together with 2μL of DNA Turbo DNAse 

(Thermo Fisher Scientific). The sample treated with the lowest dilution of RNAse I was used as a 

negative control. The samples were incubated for exactly 3 min at 37 ֯C whilst shaking at 1100 rpm 

and immediately transferred on ice for another 3 min. 

The samples were then centrifuged at 4°C at 20,000x g for 10 min and the lysate transferred to a 

new microcentrifuge tube. 5% of volume was removed and kept in order to be used as size 

matched input control (see next section). These lysates were then mixed with the antibody-

conjugated beads (or no-antibody beads used as negative control) at 4 °C for 16 hours. The beads 

were then washed twice in high-salt wash buffer (Table 2.9) for 5 mins and another two times with 

PNK wash buffer (Table 2.9) before being resuspended in 1ml PNK wash buffer. 

2.15.4 Size matched input preparation 

1X volume of Sera-Mag SP3 beads (Sigma) and 2X volume of 100% ethanol was added to each 

input sample recovered from the previous step in order to initiate binding between protein-RNA 
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complexes and magnetic beads. The tubes were rotated at 4 °C for the duration of the 

immunoprecipitation step (16 hours). 

The beads were then washed twice with high salt wash buffer for 5 mins and two more times with 

PNK wash buffer before being resuspended in 1ml PNK wash buffer. 

2.15.5 Adapter ligation 

3’-end dephosphorylation mix (Table 2.12) was added to the samples that were incubated at 37 

°C for 20 min while shaking at 1100 rpm. By performing this step, the RNA attached to the im-

munoprecipitated protein was dephosphorylated at the 3’ end. After incubation the samples were 

washed once in PNK buffer, then twice in high salt wash buffer. Samples were then resuspended 

in 10 μl 3’ adaptor ligation mix (Table 2.12) to ligate the adaptor to the dephosphorylated 3’-end 

of the RNA molecules. The samples were incubated at 16 °C ON while shaking at 1,100 rpm. 

After incubation, the samples were washed once with PNK buffer, twice with high salt wash buffer 

and once again with PNK buffer. 20μL of the Recj-deadenylase mix (Table 2.12) was then added to 

the samples and tubes incubated for 30 mins at 37 ֯C while shaking. This step removes the free 

adaptors that are not ligated to the RNA molecules. 

After incubation, the samples were washed twice in high salt buffer and once in PNK buffer before 

being resuspended in 20μL of NuPAGE sample loading buffer and incubated at 80 °C for 5 mins. 

2.15.6 Protein-RNA complex visualization  

Samples were loaded onto a 4-12 % NuPAGE Bis-Tris 1.5 mm 10-well gel (Thermo Fisher Scientific) 

alongside 5μl of protein size marker. Gels were used in conjunction with the XCell SureLock Mini-

Cell Electrophoresis System (Thermo Fisher Scientific) filled with 0.5 l of NuPAGE MOPS-SDS run-

ning buffer (Thermo Fisher Scientific) for 60 min at 180 V. Once the run was completed, the dye 

front was removed, and the samples transferred to 0.2μm Nitrocellulose Membrane (Whatman) 

using the XCell II Blot Module (Thermo Fisher Scientific) filled with 1X NuPAGE transfer buffer and 

10% methanol for 1.5 h at 30 V. After transfer, the membrane was washed with PBS buffer, 
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wrapped in saran wrap and the protein-RNA complexes were visualised using fluorescent imager 

Odyssey LI-COR CLx. Images at full resolution from the instrument were saved as JPEG. 

2.15.7 RNA isolation 

The image generated by the LI-COR was used as a guide to produce a mask to cut the desired RNAs 

fragments from the nitrocellulose membrane and the high-RNase sample was used as a guide to 

examine the specificity of the protein-RNA complex. The membrane fragments were then placed 

into LoBind tubes and 200μl PK-SDS buffer (table 2.10) additioned with 10μl proteinase K (Roche) 

was added. The mix was incubated at 50 °C for 1 hour while shaking at 1,100 rpm.  

The supernatant was then collected and added to a 2 ml Phase Lock Gel Heavy tube (VWR), along 

with 400μl of neutral Phenol:Chloroform:Isoamyl Alcohol (Sigma Aldrich). Tubes were incubated 

at 30 °C for 5 min while shaking at 1,100 rpm, and the phases were separated by centrifuging for 

5 min at >18,000 rpm. The aqueous layer was then transferred to a new tube and 340 μL of oligo 

binding buffer (Zymogen) alongside 1360 μL of 100% of EtOH were added and the resulting Mix 

placed on ice for 5 min before proceeding with a centrifugation step using the oligo clean and 

concentrator spin column. The RNA was then eluted using water in a new microcentrifuge tube. 

2.15.8 Reverse transcription  

RT biotinylated primers were added to the samples and their annealing to the RNA was performed 

at 65 °C for 5 min. Samples were then cooled to 25 °C until the next step where the reverse tran-

scription mix (Table 2.13) was added to the samples for the reverse transcription. Samples were 

incubated at 25 °C for 5 min, 50 °C for 5 min, 55 °C for 5 min and then cooled to 4 °C. Free adaptors 

were removed by incubating the sample with Exonuclease III enzyme for 15min at 37 °C. 

2.15.9 Streptavidin isolation  

The samples containing the biotinylated group attached to the adapter ligated in previous step 

were separated using MyOne Streptavidin beads (Thermo Fisher Scientific). First, 20 μL of beads 

per sample were washed twice with Bind and Wash buffer and then resuspended in 100μL of the 
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same buffer. Then, beads were added to the sample and incubated at room temperature for 10 

min.  

After incubation, the samples were washed twice with 1X Bind and Wash buffer, twice with 0.05% 

tween wash buffer and twice with no tween wash buffer (Table 2.11) before being resuspended 

in PNK buffer and transferred in a new microcentrifuge tube. 

2.15.10 cDNA 5’ end adapter ligation 

PNK buffer was removed and samples were resuspended in 11μL of adapter ligation mix (Table 

2.13) containing 9μL of PEG 8000 and then incubated at 16 °C for 1 hour.  

After incubation, the samples were washed twice with 1X Bind and Wash buffer, twice with 0.05% 

tween wash buffer, twice with no tween wash buffer (Table 2.14) and once with PNK buffer before 

being resuspended in 22 μL of nuclease free water. 

The cDNA was eluted from the beads by incubating the samples at 80 °C for 3 min. This step was 

repeated twice, and the samples were eluted in a total volume of 44 μL of nuclease free water. 

2.15.11 cDNA library PCR 

Prior to PCR amplification of the entire cDNA, a preparatory PCR was conducted on a small portion 

of cDNA in order to identify the appropriate number of cycles to be used for amplification. The 

preparatory PCR mix (Table 2.15) was processed using the PCR programme in table 2.16. 

 
 1 cycle 20-25 cycles 1 cycle Hold 

Temp 94 °C 94 °C 68 °C 72 °C 72 °C 25 °C 

Time 2 min 20 s 30 s 45 s 3 min hold 

Table 2.16: PCR cycles for eiCLIP cDNA library amplification 
 

12μl of PCR product were then mixed with 2 μl 6X TBE loading buffer and loaded onto a 6 % TBE 

gel. The XCell SureLock Mini-Cell Electrophoresis System was used for the gel electrophoresis, with 
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samples electrophoresed at 180 V for 30min. 2 μl SYBR safe stock solution was diluted in 10 ml 

TBE buffer, and the TBE gel immersed in this solution to visualize cDNA visualised by UV transillu-

mination. If over-amplification was present in the form of smears extending above a solid band, 

then the cycle number was re-adjusted until over-amplification was no longer present, using ref-

erence images in [487] as a guide. Once the desired cycle number had been established, 30μL of 

the final-PCR mix (Table 2.15) was added to 20μL of cDNA and the samples were amplified using 

the program reported in Table 2.16. 

Once the final library was constructed, primer-primer artefacts were removed using the select-a-

size DNA clean and concentrator columns (Zymogen) and samples were eluted in 21μL of DNA 

elution buffer. Finally, size distribution and accurate quantification was achieved by running 1 μL 

of the final cDNA library on a high sensitivity DNA bioanalyzer chip (Agilent). 

2.15.12 Bioinformatic analysis 

The sequencing analysis was performed using NextSeq500 platform. ~4.5 million reads with an 

average length of 41 nt were obtained and, of those, ~2 million reads (45.7%) were uniquely 

mapped to the Homo sapiens (human) genome assembly GRCh38 (hg38). The results obtained 

from the sequencing were bioinformatically analysed by our collaborators Chris Sibley and Nejc 

Haberman. Briefly, sequencing data were uploaded into iMaps (https://imaps.genialis.com/iclip), 

a a web-based application that enables a user-friendly analysis and visualization of CLIP data, and 

AGO2 binding sites were identified using default settings using the Paraclu algorithm 

(https://zenbu-wiki.gsc.riken.jp/zenbu/wiki/index.php/Paraclu). 

The most highly expressed miRNAs in Hela cells were selected using a filtering system based on 

the threshold of median reads obtained from single guide RNA (sgRNA) library [490] whereas 7-

mer seed sequences of these miRNAs were downloaded from the TargetScan Human Release 7.2 

database (http://www.targetscan.org/vert_72/). 

The sequence enrichment of the 7-mer reverse completements of the most highly expressed 

miRNA targets were calculated and plotted as an heatmap where the strongest crosslink position, 

or rather the ones that had the maximum number of reads, were used as reference point. 

https://imaps.genialis.com/iclip
https://zenbu-wiki.gsc.riken.jp/zenbu/wiki/index.php/Paraclu
http://www.targetscan.org/vert_72/
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2.16 GO and pathway enrichment analysis 

GO analysis and Kyoto Encyclopedia of Genes and Genomes (http://www.gsea-

msigdb.org/gsea/index.jsp) pathway analysis were conducted to identify to identify  the biological 

function of the differentially expressed genes [491]. 

2.17 Statistical Analysis 

For comparisons between two groups, statistical significance was assessed using two-tailed stu-

dent´s t-test. For comparisons between more than two groups a one-way or two-way ANOVA tests 

were performed. Paired analyses were used in experiments with matched designs. Un-paired anal-

ysis on the logarithmic values was used in experiments where fold-changes were analysed. 

GraphPad Prism 8.0 software was used for data analysis. Statistical significance was taken as 

p<0.05. Errors are represented as the standard error of the mean (SEM). 
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Chapter III:  mir-184 transcription regulation  

3.1 Introduction 

MiR-184 expression is downregulated in prediabetic and diabetic mice [397] and it has been 

demonstrated to play an important role in the regulation of β-cell proliferation during compensa-

tory expansion in pregnancy and obesity [397, 401]. In MIN6 cells, miR-184 inhibits insulin secre-

tion through the repression of Slc25a22, a glutamate transporter that plays a role in the control of 

GSIS [468]. 

As described earlier, both our group and others have previously shown that the expression of miR-

184 is regulated by glucose [397, 402, 458] . Recently, our group demonstrated that islet miR-184 

expression is impaired upon both AMPK (AMPKdKO) and its main upstream kinase LKB1 (LKB1KO) 

deletion in mouse pancreatic β-cells [458].  Conversely, the activation of AMPK using specific acti-

vators [492, 493] resulted in upregulation of miR-184 in MIN6 cells and human islets. Moreover, 

glucose failed to regulate miR-184 expression in AMPKdKO and LKB1KO islets, demonstrating that 

AMPK is responsible for the effect of glucose on the expression of this miRNA [458]. Interestingly, 

primary miR-184 was also down-regulated in AMPKdKO islets, suggesting regulation at the tran-

scriptional level [458]. However, the exact mechanism by which miR-184 expression is regulated 

by AMPK remained to be investigated. 

The exact location of the miR-184 promoter has not been precisely annotated or experimentally 

validated. In human, miR-184 resides within region 25.1 on the q-arm of chromosome 15 [494], 

whereas in the mouse genome miR-184 is located in an imprinted locus on mouse chromosome 9 

and it has been suggested that the transcription start site (TSS) might be located up to ~78 kb 

upstream of the pre-miR-184 loop [495].  

ATAC-seq (Assay for Transposase-Accessible Chromatin followed by high-throughput sequencing) 

is a method used in molecular biology to map chromatin accessibility genome-wide. This technique 

targets accessible DNA with a Tn5 transposase, a member of the RNase superfamily, which cuts 
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and simultaneously inserts sequencing adapters into accessible regions of the chromatin. Frag-

ments tagged with the adapters can then be sequenced and the resulting reads used to identify 

regions of open chromatin [496]. 

Interestingly, our lab has recently shown that islets from LKB1KO mice [458] contain two open 

chromatin peaks (ATAC-peaks) located upstream (~25 and ~72 Kb) of MIR184  that are significantly 

more open (or “Upregulated”) when compared to control islets (Figure 3.1) [458]. Open chromatin 

in the two regions upstream of MIR184 could therefore be subjected to differential binding of 

regulatory molecules such as transcription factors and thus play a role in the regulation of miR-

184 transcription.  

It was previously shown that in CH12 cells, BHLHE40, ETS1, GCN5 and p300 bind both regions 

located within the two open chromatin peaks upstream of MIR184 [497]   whereas CCCTC-binding 

factor (CTCF), a transcription factor with important insulator activity, has been shown to bind in 

liver the region located 25 Kb upstream of MIR184 [458]. This indicates that these TFs might be 

involved in the regulation of miR-184 transcription and the regulation could occur also in pancre-

atic β-cells [458]. 

CTCF is an 82-kDa architectural protein which plays an essential role in the epigenetic regulation 

of gene expression [498]. CTCF was originally characterized as a transcription factor able to bind 

to a wide range of sequences and control gene expression via the activation or repression of pro-

moters [499]. However, CTCF was later found to display properties that are characteristic of insu-

lators [500, 501]. In fact, CTCF can, either alone or in combination with other proteins, mediate 

enhancer–promoter communication and arbitrate both inter-chromosomal and intra-chromoso-

mal interactions [498, 502]. Moreover, while this TF can act as an enhancer blocker in specific loci 

[502], it has also been found significantly enriched alongside with histone modifications that are 

characteristic of active enhancers such as H3K4me1, H3K4me2, H3K27 and H3K27ac. A highly con-

served DNA-binding domain with 11 zinc fingers [503] is present within this protein, and DNA bind-

ing occurs through a 52‑bp sequence containing four CTCF-binding modules [504, 505] called 

CTCF-binding motifs, which are present at ~55,000–65,000 sites in mammalian genomes [506].  
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Figure 3.1: ATAC-seq enrichment profiles integrated with ENCODE CTCF and transcription factors 
ChIP-seq datasets.  
The genomic region 100Kb upstream of (pre-) miR-184 shows 2 ATAC-seq peaks significantly more accessi-
ble/open (red arrows) in βLKB1KO (green) vs. control (black) islets. Enrichment ChIP-seq profiles for CTCF 
in liver and BHLHE40, ETS1, GCn5 and p300 in CH12 cells are shown. Alignment with the human DNA track 
is reported in blue. Modified from Martinez et al. [507]F 

We thus hypothesised (Figure 3.2) that increased CTCF binding to the most proximal region up-

stream of MIR184 results in miR-184 repression and reduced miR-184 levels in both AMPKdKO 

and LKB1KO islets. While it has been demonstrated that increased glucose and insulin concentra-

tion can upregulate CTCF in β-cells [508], the mechanism by which this happens has not been 

deciphered yet. Given the fact that glucose can regulate both AMPK and CTCF, we further hypoth-

esised that AMPK is the mediator of the glucose-dependent regulation of CTCF. Therefore, this 

chapter aims to determine whether AMPK controls CTCF activity by regulating protein expression, 

phosphorylation and/or binding to MIR184 regulatory regions in mouse islets. Finally, in order to 

facilitate future studies on miR-184 transcriptional regulation, I also aimed to identify MIR184 TSS 

in mouse islets using a computational approach.  
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Figure 3.2: Simplified schematic representation of the hypothesis and aims of the chapter. 
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3.2 Results 

RNA-seq data from AMPKdKO and LKB1KO mouse islets [247] demonstrated that CTCF expression 

is not altered by the absence of these enzymes in β-cells at the mRNA level. However, AMPK could 

modulate CTCF activity at different levels, such as quantity of the protein, cellular localization [509] 

and phosphorylation.  

3.2.1 Effects of AMPK activation on CTCF protein levels 

In order to investigate whether AMPK acts as an inhibitor of CTCF protein expression, I cultured 

MIN6 cells for 24 hours with and without the combination of two specific AMPK activators Com-

pound 13 (C-13) and 991 (C-991) [492, 493]. These two compounds activate AMPK by acting on 

two different regulatory subunits [492, 493], therefore the combination of the two was used to 

enhance AMPK activation. Moreover, given that glucose has been shown to regulate both AMPK 

and CTCF [458, 508] but it is unclear whether AMPK acts as an intermediate for this regulation, 

MIN6 cells were also cultured at both low and high glucose concentrations (5.5 or 25 mM, respec-

tively). 

As expected, a clear increase in CTCF protein was observed in cells cultured at high glucose con-

centration, while, conversely, pAMPK, the active form of AMPK, was down-regulated (Figure 3.3). 

Surprisingly, the activation of AMPK led to increased levels of CTCF in both low and high glucose 

concentrations (Figure 3.3). These results suggest that glucose regulates CTCF expression inde-

pendently of AMPK and that reduced miR-184 expression in MIN6 upon AMPK activation is not 

mediated by a reduction in CTCF protein levels. 
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Figure 3.3: Activation of AMPK increases protein levels of CTCF 
Representative western blot of AMPK, phosphorylated AMPK (pAMPK) and CTCF in MIN6 cells cultured in 
low (5.5 mM) and high (25 mM) glucose concentrations in the presence (+) or absence (-) of specific AMPK 
activators C-991 (20µM) and C-13 (50µM) for 24 hours. Tubulin is used as a loading control. CTCF, AMPK 
and pAMPK quantitative analysis of the immunoblots was determined by ImageJ. Each dot represents an 
independent experiment (n=3). Data are expressed as mean ± SEM relative to control levels. Values were 
normalised against the levels of Tubulin. * p<0.05 ** p<0.01, *** p<0.001, **** p<0.0001. P values were 
determined by two-way ANOVA with Sidak´s multiple comparisons test, with a single pooled variance on 
the normalized values. 

3.2.2 Effect of AMPK phosphorylation activity on CTCF phosphorylation  

CTCF phosphorylation has been previously shown to impair CTCF binding to its DNA target se-

quences [1, 2]. Interestingly, an analysis performed using Scansite4 [3] suggested that AMPK can 

potentially phosphorylate serine 461 in CTCF through a basophilic serine/threonine kinase group 

(Figure 3.4 A). Since a commercial antibody capable of recognising this specific phosphorylated 

site of CTCF is not available, Phos-TagTM SDS-PAGE was used to detect this change. This method 

uses a synthesized chemical compound that, capturing phosphorylated Ser/Thr/Tyr and 

His/Asp/Lys, induces a mobility shift of the phosphorylated proteins on the gel during an SDS-

PAGE. This allows to separate and therefore identify phosphorylated forms of proteins from their 

non-phosphorylated counterparts using an antibody against the (total) protein of interest.  

To determine whether AMPK phosphorylates CTCF I performed Phos-TagTM SDS-PAGE with protein 

extracts from MIN6 cells treated with AMPK activators (C-13 and C-991) or vehicle (DMSO) at high 

glucose concentration (25 mM). As expected, a small up‐shifted migrating band (~20kDa), in sam-

ples treated with AMPK activators compared to controls was detected using an antibody against 
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(total) AMPK, suggesting that the Phos-TagTM compound was able to detect the phosphorylation 

of AMPK upon activation.   

When an antibody against CTCF was used, a broad smear was detected in both samples suggesting 

firstly that CTCF phosphorylation might not change upon AMPK activation, and secondly that other 

types of post-translation modifications of CTCF might happen independently from AMPK activa-

tion.  However, the addition of more controls is necessary to further investigate these aspects. For 

example, phosphorylation of CTCF by casein kinase 2 (CK2), which has been shown to phosphory-

late different serines of this protein [510], could provide a positive control whereas the use of a 

phosphatase could instead add an appropriate negative control to the experiment. Also, the addi-

tion of a sample lacking Phos-Tag might be necessary to demonstrate whether the molecular 

weight shifts are due to the post-translation modifications or to the way the samples were handled 

during the experiment and/or to the Phos-Tag intrinsic background.  
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Figure 3.4: PhosTagTM didn’t detect enhanced CTCF phosphorylation upon AMPK activation 
A. Predicted motif sites shows the summary of the information obtained from the analysis performed using 
ScanSite and includes the candidate consensus site (Sequence). In Sequence alignment the red rectangle 
shows the conservation of the site amongst different species. 
B. The plot illustrates the percentile rank for S461-AMPK predicted phosphorylation site in mouse com-
pared to the distribution of all potential phosphorylation sites for AMPK motif sequences in the vertebrate 
subset of SWISS-PROT. A query site is tentatively scored as a “hit” if the final sequence scores (S

f
) value falls 

within the top 0.2% (high stringency), 1% (medium stringency) or 5% (low stringency) of all scored sites 
within vertebrate SWISS-PROT 

C. Representative PhosTagTM immunoblot analysis of CTCF and AMPK in MIN6 cells cultured in the presence 
or absence of specific AMPK activators C-991 (20µM) and C-13 (50µM) for 24 hours. Non-specific band is 
used as loading control. n=2 independent experiments 
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3.2.3 CTCF binds to an open chromatin region 25Kb upstream MIR184 in mouse islets 

As mentioned earlier, in liver cells CTCF binds the region chr9:89721201-89723471 located ~25 Kb 

from MIR184 (Figure 3.1, [497]). In order to demonstrate that the binding of CTCF also occurs in 

pancreatic islets, I performed Chromatin Immunoprecipitation followed by quantitative PCR (ChIP-

qPCR) using an antibody against CTCF on mouse islets. ChIP-qPCR allows for the identification of 

specific protein–DNA interactions, but in order to guarantee reliable results it needs to be carefully 

optimised. Figure 3.5 A details the different steps involved in this technique. 

The original ChIP-qPCR protocol was provided by Ferrer’s group at Imperial College and for the 

purpose of my thesis I have adapted it to mouse islets in order to detect CTCF binding sites. 

The first stage of ChIP-qPCR protocol requires the crosslink between the proteins and the DNA 

strands to which they are bound. The protocol provided by Ferrer’s group was previously opti‐

mized in human islets and required an initial 10 minutes incubation with 1% formaldehyde solu-

tion, so I decided to apply the same settings for the cross link to mouse islets and therefore no 

further optimization was required for this step. 

Adequate chromatin fragmentation (200-500 bp) is essential to provide consistency when analys-

ing different samples simultaneously and at the same time improves the efficiency of the tech-

nique, leading to higher recovery and lower background [511]. After testing different sonication 

methods, I decided to use a Covaris 220 shearing instrument and identified 16 minutes as the 

optimal running time. This generated DNA fragments of optimal length, falling within the range of 

150-500 bp (Figure 3.5 B).  

For the following immunoprecipitation step, I tested two different concentrations of anti-CTCF 

antibody (3 and 15ug/ml) and both protein G and A magnetic beads. The combination of both 

protein G and A in a 1:1 ratio combined with 3ug/ml of antibody proved to be optimal as in the 

CTCF-immunoprecipitated sample (CTCF IP) I could clearly detect by western blot a band around 

130 KDa corresponding to CTCF, whereas nothing was detected in the sample immunoprecipitated 

using IgG antibody (IgG IP, negative control) (Figure 3.5 C).  
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Figure 3.5: CTCF ChiP-qPCR optimization in mouse islets. 
A. Schematic representation of the main steps of the ChIP-qPCR protocol. 
B. Agarose gel electrophoresis assessment of chromatin fragmentation for C57BL/6 islets. The red arrow 
indicates the optimal average DNA fragments size (200nt) obtained with DNA sonicated for 16 minutes 
using Covaris 220. 
C. Western Blot analysis obtained with the optimized protocol in C57BL/6 islets. CTCF protein (130 kDa) 
levels in samples where immunoprecipitation was performed with an anti-CTCF antibody (CTCF IP) or an 
IgG control (IgG IP). Input: 5% of the total lysate submitted to immunoprecipitation (IP); FT (Flow-through): 
5% of the extract recovered after IP. 
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However, it is important to draw attention to the fact that, in Figure 3.5 C, the band that corre-

sponds to CTCF in the input lane seems to be characterized by a broad smear. This could indicate 

that, as mentioned earlier, this protein undergoes post-translation modifications in β-cells under 

circumstances yet to be identified. Additionally, from the same blot it is also possible to notice that 

the CTCF antibody unfortunately recognises numerous bands with unexpected molecular weights, 

indicating that the specificity of this antibody could be in question. The antibody used for this 

western blot is the same used for the ChIP protocol and, due to the different nature of these two 

techniques (e.g., denaturation of the proteins during the SDS-Page), it cannot be excluded that the 

results obtained with the western blot are not a clear representation of the ones obtained by ChIP.  

Indeed, a different antibody against CTCF or a tag-based pull down of tagged CTCF should have 

been used as an independent test to rule out this possibility.  

The following step of the protocol consists in the detection of the DNA fragments bound to the 

immunoprecipitated proteins. This can be achieved by qPCR, therefore, primers able to recognize 

and amplify the region in chromosome 9 (Chr9:89721201-89723471) where CTCF binding site was 

previously predicted to bind (MIR184-peak1) were designed. In addition, I have also generated 

primers for a region distant >5 Kb from MIR184-peak1 where no ATAC-seq peaks were detected 

that I used as the negative control (MIR184-NEG, chr9:89717577-89719847). A schematic repre-

sentation of the regions amplified by the primers can be found in Figure 3.6A.  

The optimized protocol was then performed on 400 islets isolated from C57BL/6 mice and the 

results are shown in Figure 3.6 B. Using this protocol, I was able to detect a clear binding of CTCF 

to MIR184-peak1 (P = 0.022) in mouse islets whereas no DNA corresponding to a region >5 Kb 

upstream from MIR184-peak1 used as our negative control (MIR184-NEG) was enriched in CTCF-

precipitates. The CTCF ChIP-qPCR data are represented as % of input and the value shown in Figure 

3.6 B are in the range of 0.05%. This data indicates that, although CTCF binds to the region of open 

chromatin 25Kb upstream MIR184 (peak1) in mouse islets, the amount of DNA recovered after 

immunoprecipitation is lower than what is normally expected from this type of experiments (~0.5-

1 %). This might be due to a low efficiency of the cross-link step between the proteins and the DNA 
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target or a lower pull down of CTCF during the immunoprecipitation step. However, it is also pos-

sible that CTCF binds to MIR184-peak1 with low efficiency under normal conditions and this bind-

ing can increase when the islets are subject to different stimuli.  

 

Figure 3.6: CTCF binds MIR184-Peak1 in MIN6 cells. 
A. Schematic representation of the regions recognized by the primers designed for CTCF ChIP-qPCR. In 
orange the predicted CTCF binding site (MIR184-Peak1) and in black the region used as negative control 
(MIR184-NEG). 
B: qPCR results using primers specific for the predicted CTCF binding site (MIR184-peak1) and negative 
primers (MIR184-Neg). Values are represented as % of input. Black dots represent samples immunoprecip-
itated (IP) using IgG antibody, blue triangle samples immunoprecipitated (IP) using CTCF antibody. Each dot 
represents an independent experiment performed using 400islets/experiment (n=3). Data are expressed 
as mean ± SEM of 3 independent experiments. ** p<0.01. P values were determined by one-way ANOVA 
with Sidak´s multiple comparisons test, with a single pooled variance. 
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3.2.4 Effect of LKB1 depletion and/or ketogenic diet in CTCF binding to MIR184  

To determine whether AMPK/LKB1 promotes miR-184 expression by limiting CTCF binding to 

MIR184-peak1, I performed ChIP-qPCR in LKB1KO vs control mouse islets. Our data show (Figure 

3.7 A) that binding of CTCF to MIR184-Peak1 is comparable between LKB1KO and control islets. 

Finally, to determine whether differential binding of CTCF to MIR184-Peak1 was responsible for 

the effect of a ketogenic diet on miR-184 expression, I performed ChIP-qPCR in islets of mice fed 

with a keto or a control chow diet for 28 days. As shown in Figure 3.7 B, results demonstrate that 

CTCF biding to MIR184-Peak1 is not affected by the diet.  

All together, these results suggest that the glucose‐dependent regulation of miR‐184 mediated by 

AMPK occurs through mechanisms that are independent from CTCF binding to the region of open 

chromatin 25kb upstream MIR184.  

 

Figure 3.7: CTCF binding to MIR184-Peak1 is not affected by depletion of LKB1 or ketogenic diet. 
A. qPCR results using primers specific for the predicted CTCF binding site (MIR184-peak1) in islets from 
LKB1KO vs Control mice  
B. qPCR results using primers specific for the predicted CTCF binding site (MIR184-peak1) in islets of mice 
fed a Chow vs a Ketogenic (Keto) diet. 
Values are represented as % of input. Black dots represent samples immunoprecipitated (IP) using IgG an-
tibody, blue triangles samples immunoprecipitated (IP) using CTCF antibody. Each dot represents an inde-
pendent experiment performed using 500 islets/experiment. Data are expressed as mean ± SEM of 3 (A) 
and 2 (B) independent experiments. P values were determined by one-way ANOVA with Sidak´s multiple 
comparisons test, with a single pooled variance (A).  
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3.2.5 Identification of putative miR-184 promoter and regulatory sequences 

During miRNA biogenesis, pri-miRNA processing happens at such a high rate that conventional 

mRNA-Seq experiments fail to capture most pri-miRNAs. Consequently, conventional mRNA-Seq 

experiments cannot be used to identify TSSs of miRNAs directly. 

Here, I have taken advantage of several published datasets of ChIP-seq histone modifications 

(H3K4me3, H3K4me1 and H3K27ac) [512, 513] and combined them with SLIC-CAGE data obtained 

by our collaborators in mouse islets to identify MIR184 TSS in islets. Super-Low Input Carrier-Cap 

Analysis of Gene Expression (SLIC-CAGE) is a methodology used to obtain a genome-wide quanti-

tative mapping of capped 5’ends of RNA polymerase II transcripts. This method can precisely and 

efficiently profile transcriptional start sites with single nucleotide resolution [514]. 

Results obtained applying this computational analysis are shown in Figure 3.8. Open chromatin 

regions containing H3K4me3 were identified as promoters whereas those containing H3K27Ac 

and/or H3K4me1 in the absence of H3K4me3 were defined as enhancers. Additionally, to identify 

promoters actively transcribed in mouse islets (SLIC-CAGE/ H3K4me3) a SLIC-CAGE dataset was 

used. Transcription starting sites transcribed from the negative (minus) strand are reported in red 

in Figure 3.8, whereas green ones are transcribed from the positive (plus) strand. As shown in 

Figure 3.8, MIR184-peak1 was confirmed as a promoter (H3K4me3+) although active transcription 

initiation was not detected in this region (Yellow rectangle). Additionally, the region 78 kb up-

stream MIR184 which had been previously proposed as a potential miR-184 promoter [495], is in 

fact an enhancer (blue rectangle).  

Interestingly, using this approach I was able to identify two actively transcribed promoters (SLIC-

CAGE/H3K4me3) in the antisense strand (TSS positions chr9:89909804 and chr9:89923188-

89923354, delimited by a green rectangle in Figure 3.8) ~107-121 Kb upstream of MIR184 

(chr9:89802260-89802328) and the most distal (chr9:89923188-89923354) was found located 

within chromatin regions significantly less accessible in LKB1KO islets.  
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Figure 3.8: ATAC-seq enrichment profiles of MIR184 locus integrated with histone modifications 
and SLIC-CAGE.  
Genomic region ~107-121 Kb up-stream MIR184 is associated with less chromatin accessibility in LKB1KO 
(Red) vs. control (Black) islets. SLIC-CAGE/H3K4me3 track shows actively transcribed TSS from the negative 
strand (Red) and positive strand (Green). SLIC-CAGE/H3K4me3/ATAC-peak track shows chromatin regions 
containing SLIC-CAGE and H3K4me3 modifications and significantly differentially expressed ATAC-peak in 
LKB1KO (Red) vs. control (Black) islets. Chromatin regions containing only H3K4me1 modifications are 
shown as PROMOTERS (Dark red) whereas those containing H3K27Ac and/or H3K4me1 in the absence of 
H3K4me3 are defined as ENHANCERS (Blue). ATAC-seq significantly up-regulated peaks are shown in green 
(ATAC-Up) whereas the significantly down regulated are in red (ATAC-Down). MIR184-peak1 does not show 
active transcription initiation (Yellow rectangle); Significantly up-regulated ATAC-peak ~75 Kb upstream of 
MIR184 is an ENHANCER (Blue rectangle); Two genomic regions positioned ~107-121 Kb upstream of 
MIR184 (green rectangle) transcribe for non-coding protein gene from negative strand, however only the 
most distal is associated with significantly differentially expressed ATAC-peak. 
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3.3 Discussion 

Reduction of miR-184 is required for adequate β-cell proliferation during compensatory expansion 

in pregnancy and obesity [397, 401]. MiR-184 expression is also downregulated in prediabetic and 

diabetic mice [397] and concomitantly negatively regulated by glucose [402, 458]. Our group 

showed that this regulation is mediated by AMPK [458]. In fact, miR-184 was found downregulated 

upon AMPK and LKB1 knockout in mice and upregulated in both MIN6 cells and human islets 

where AMPK was pharmacologically activated [458]. Importantly, this regulation occurs at tran-

scriptional level since the expression of both mature miR-184 and the precursor form (pri-miR-

184) were reduced upon depletion of AMPK [458]. ATAC-seq data in LKB1KO vs control mice indi-

cate that the most proximal regions upstream of the miR-184 predicted promoter is characterized 

by an increase in chromatin accessibility [458]. Therefore, we hypothesised that AMPK might reg-

ulate miR-184 transcription through a transcriptional inhibitor. 

Using ENCODE ChIP-seq datasets I found that CTCF, an important epigenetic regulator with insu-

lator functions [500, 501], binds this region in liver [497]. CTCF is an evolutionarily conserved and 

ubiquitously expressed zinc finger protein [515] essential for controlling many epigenetic regula-

tory gene expression events [498]. In pancreatic β-cell, it is positively regulated by glucose and 

insulin [508] and has been shown to function as a molecular mediator between insulin‐induced 

upstream ERK signalling and down-regulation of Pax6 contributing to β‐cell proliferation stimu-

lated by both glucose and insulin [508]. 

We hypothesised that AMPK might be the mediator of glucose-dependent CTCF regulation and, 

moreover, by inhibiting this important TF, AMPK could also prevent its binding to miR-184 pro-

moter and promote its transcription.  

According to RNA-seq data from AMPKdKO and LKB1KO mouse islets [247], regulation of CTCF by 

AMPK at transcriptional level is quite improbable since mRNA levels of CTCF are not altered by the 

absence of these enzymes in β-cells. Therefore, I investigated if this regulation occurred at the 

protein level. The glucose-mediated regulation of CTCF in β-cells was confirmed, but, contrary to 

what we previously hypothesised, also AMPK resulted to be a positive regulator of CTCF protein 
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level since the activation resulted in increased level of CTCF. These results suggest that glucose 

regulates CTCF expression independently of AMPK and therefore reduced expression of miR-184 

in MIN6 cells upon AMPK activation is not mediated by a reduction in CTCF protein levels.  

Increased levels of both glucose and insulin have been shown to stimulate the expression of CTCF 

and promote β-cell proliferation [508]. In these cells in fact CTCF acts as a molecular mediator 

between insulin-induced upstream ERK signalling and Pax6 expression and may contribute to the 

regulation of β-cell survival and proliferation.  

On the contrary, AMPK inhibits proliferation of β-cell [516] and is inactivated by glucose. There-

fore, by activating CTCF and inhibiting AMPK, glucose might lead mature β-cell towards a more 

proliferative status.  

AMPK has also been shown to play an important role in the maintenance of β-cell function and 

identity. It has been suggested that the reciprocal opposition between mTORC1 and AMPK deter-

mines whether β-cells adopt a more proliferative, immature phenotype, or the mature, highly in-

sulin-responsive phenotype essential for postnatal life [535]. Indeed, β-cell specific loss of AMPK 

in mouse increased the expression of subsets of hepatic and neuronal genes and up-regulated 

“disallowed” genes indicating that AMPK maintains β-cell identity by suppressing alternate path-

ways [247]. While the mechanisms behind this regulation are unknown, DNA binding motifs of 

CTCF have interestingly been recently associated with open chromatin regions of genes that are 

significantly correlated to mature β-cell function and identity [536]. Therefore, it is possible that, 

by positively regulating CTCF expression, AMPK might promote the maintenance of β-cell function 

and identity. Indeed, selective targeting of these enzymes may provide a new approach to main-

taining β-cell function in some forms of diabetes. 

Phosphorylation of CTCF has been previously shown to impair the binding to DNA target se-

quences [517, 518]. AMPK is a kinase able to phosphorylates a variety of proteins, however AMPK 

phosphorylation of CTCF has never been reported before. An analysis performed using Scansite4 

tool [519] suggested that AMPK may phosphorylate serine 461 in CTCF sequence through a baso-

philic serine/threonine kinase group. As mentioned before, since a commercial antibody able to 

recognise this specific phosphorylated site of CTCF is not available, Phos-TagTM SDS-PAGE was used 
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to investigate if AMPK phosphorylates CTCF as predicted. The method was able to detect phos-

phorylation of AMPK upon its activation, but the antibody against CTCF detected a broad smear in 

both control and MIN6 cells treated with AMPK activators, thus suggesting that CTCF phosphory-

lation is not changed upon AMPK activation. This experiment was repeated twice, and in both 

cases similar results were obtained. However, as described earlier, the experiment is missing key 

controls therefore it cannot be excluded that the result obtained could be due to a limitation of 

the technique itself: the SDS-PAGE performed with this method is very sensitive to variations of 

protein concentration, quantity of Phos-TagTM compound added to the protein sample and salt 

concentration in the buffers used for the SDS-PAGE therefore more optimizations and, as dis-

cussed previously, additional controls are required. Indeed, alternative, more straightforward 

methods such as in vitro kinase activity assays or mass spectrometry could have also been used 

instead to assess CTCF phosphorylation.  

It is also possible that other types of post-translation modifications that are independent from 

AMPK and produce a broad smear on an SDS-PAGE might have been detected by Phos-TagTM. It 

has been demonstrated that different external stimuli, including high glucose concentrations, can 

mediate post-translation modifications [520]. For this Phos-TagTM SDS-PAGE experiment, for ex-

ample, the samples were collected from MIN6 cells grown at 25mM glucose, therefore it cannot 

be excluded that the high glucose concentration might be the mediator of these modifications. 

For these reasons, the addition of a control sample of cells cultured at low glucose concentrations 

might have been helpful to elucidate this aspect.  

Our data from CTCF ChIP-qPCR demonstrated that this TF is able to bind the region ~25 kb up-

stream of MIR184 (MIR184-Peak1) also in mouse islets, however the binding between LKB1KO and 

control islets was comparable. This implies that CTCF binding is not responsible for the regulation 

of miR-184 expression mediated by AMPK in mouse islets. Similarly, ChIP-qPCR in islets of mice fed 

with a keto or a control chow diet for 28 days showed that the binding of CTCF to MIR184-Peak1 

was not affected by the diet, indicating that glucose‐dependent regulation of miR‐184 mediated 

by AMPK occurs through mechanisms that are independent from CTCF binding.  
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All these data together indicate that the regulation of miR-184 mediated by AMPK might occur 

through different mechanisms that do not involve CTCF. 

As described before, the exact location of miR-184 promoter has not been precisely annotated. 

However, Marson et al., who identified the primary transcript of miR-184 by RT–PCR analysis using 

several primers around the mature miR-184 coding sequence, suggested that, in mouse embry-

onic stem cells, MIR184 TSS might be located up to ~78 kb upstream of the pre-miR-184 loop 

[495]. Nomura et al. found that, in mouse brain, the binding of methyl CpG-binding protein 2 

(MeCP2) to a region ~73 kb upstream of MIR184 is responsible for a repression of miR-184 expres-

sion, whereas in neural stem cells [521] Liu et al. identified several CpG-rich sequence in the ge-

nomic region immediately surrounding miR-184 and, when they screened locations from -5 kb 

upstream to +2 kb downstream of the miR-184 gene, identified an enrichment for Methyl-CpG 

binding protein 1 (MBD1) binding to the region -4 kb upstream and +1 downstream MIR184 [521]. 

Indeed, Martinez-Sanchez et al. [458] suggested that, in addition to CTCF, also other transcription 

factors such as BHLHE40, ETS1, GCn5 and p300 can bind the DNA located within the two open 

chromatin peaks upstream of MIR184. However, the data reported in that work were collected 

from available ChIP-seq datasets produced in CH12 cells (Figure 3.1), a mouse lymphoma cell 

which transcription might be regulated differently from β-cells.  

Moreover, according to our analysis based on the SLIC-CAGE dataset, none of these regions appear 

to be a promoter region in mouse islets, indicating that, even if these TFs might bind the same 

region in pancreatic β-cells, they would probably not be involved in the regulation of miR-184 

transcription. 

Using SLIC-CAGE analysis, instead, I was able to identify two other actively transcribed promoter 

regions from the negative strand (positions chr9:89909804 and chr9:89923188-89923354) that 

are located ~107-121 Kb from MIR184 (chr9:89802260-89802328) within chromatin regions sig-

nificantly less accessible in LKB1KO islets (chr9:89923188-89923354). Importantly, a more detailed 

analysis that included only TSS associated to non-coding protein genes suggested that the most 

distal region could act as miR-184 TSS. Indeed, additional studies are required to validate this 

newly identified region as miR-184 promoter. 
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For example, luciferase reporter assay can be used to understand which role this newly identified 

region plays in miR-184 transcription. The region of interest can be amplified by PCR using specific 

primers and cloned upstream of the luciferase construct present in pGL3 vector. Since the vector 

lacks eukaryotic promoter and enhancer sequences, if the identified putative regulatory sequence 

introduced into the vector shows higher luciferase activity when compared to the empty vector it 

might indicate that it is indeed a promoter. Moreover, the effect of AMPK activation on the lucif-

erase activity in these vectors could also be assessed to determine if transcription is regulated by 

AMPK. Finally, CRISPR/Cas9 system could be used to generate a β-cell line where the computa-

tionally identified MIR184 promoter is knocked down and assess if the deletion of this region is 

responsible for a reduction in miR-184 expression.  

In order to identify which TF might be responsible for this regulation mediated by AMPK different 

strategies can be applied. For example, a computational analysis using available tools that search 

for TF binding site motifs, such as PROMO [522] or CIIDER [523], can be performed to identify 

potential TF able to bind the miR-184 promoter. It also possible to search for publicly available 

ChIP-seq datasets in which specific TFs binding have already been identified in pancreatic islets or 

other tissues and validate them as it has been done for CTCF.  

Although we think that the regulation of miR-184 mediated by AMPK occurs at transcriptional 

level, it is still possible that other type of regulations might be involved. In the past few years, it 

has emerged that the Microprocessor, the complex responsible for the pri-miRNA processing, 

could be involved in this regulation. As described before, the Microprocessor is mainly character-

ized by Drosha, a protein that functions as a core complex together with its essential cofactor 

DGCR8. However, additional RNA‐associated proteins, such as helicases or heterogeneous nuclear 

ribonucleoproteins (hnRNPs), have also been associated to the complex [271, 273] and have re-

cently been shown to negatively [524] or positively [525] regulate the binding of the pri-miRNA to 

the Microprocessor.  

Interestingly, AMPK activation mediated by metformin has been shown to induce AMPKα2 trans‐

location into the nucleus, where it can directly phosphorylate hnRNPs and modulate metformin-

mediated glucose uptake in myoblasts [526]. While such mechanism has not been identified in β-



 129 

cell yet, understanding how AMPK might be involved in this regulation could give new insights on 

the mechanism by which it regulates miRNAs. 
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Chapter IV:  mir-125b transcription regulation 

4.1 Introduction 

MiR-125b is ubiquitously expressed and, although its function in β‐cells remains unknown, it con‐

trols proliferation, apoptosis and differentiation in other cell types [470]. Interestingly, high levels 

of circulating miR‐125b have been associated with hyperglycaemia (HbA1c) in prediabetic [469], 

T2D [469] and T1D  subjects [424], suggesting miR‐125b as a biomarker or contributor to the de‐

velopment of diabetes. 

Importantly, our lab found that miR‐125b expression is induced by glucose in both mouse and 

human pancreatic islets and strongly reduced in islets from mice fed a ketogenic diet. Moreover, 

according to our data, AMPK plays a key role in the regulation of miR-125b expression in β‐cells 

and acts as a mediator of the glucose regulation. In fact, the effects of glucose on miR-125b ex-

pression both in vitro and in vivo were abolished upon AMPK (AMPKdKO) and its upstream kinase 

LKB1 (LKB1KO) deletion (Figure 4.1). 
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Figure 4.1: AMPK mediates glucose-dependent regulation of miR-125b.  
A. miR-125b expression measured by RT-qPCR in isolated islets from AMPKdKO and control (C) mice cul-
tured with 5.5 or 25 mM glucose for 48 h (n=6-7 animals) 
B. miR-125b expression measured by RT-qPCR in AMPKdKO, LKB1KO and control (C) male and female mice 
fed chow or a ketogenic (Keto) diet for 28 days. Each dot represents an animal (n=7-10). Data are expressed 
as mean ± SEM relative to C levels. Values were normalised against the endogenous control Let-7. Data are 
expressed as mean ± SEM. * p<0.05, ** p<0.01, *** p<0.001. 

MiR-125b is highly conserved among species with mammals, nematodes and vertebrate sharing 

the same seed region (Figure 4.2 A) [527]. In humans, as well as in mouse, two different loci en-

code for miR-125b, MIR125B-1 and MIR125B-2 (chromosome 11 and 21 for humans and chromo-

some 9 and 16 for mouse, respectively). Interestingly, although the two different loci transcribe 

the same mature miRNA, miR-125b is clustered with different miRNAs in both loci (Figure 4.2 B). 

While MIR125B-2 clusters with MIRN99A and MIRLET7C genes and is located ~50 kb downstream 

of them, MIR125B-1 is in a cluster with MIRLET7A2 and MIR100, two miRNAs (let-7a-2 and miR-

100) that differ by only one nucleotide outside of the seed region from their family members, let-

7c and miR-99a. Moreover, each locus has been annotated with several (2-3) TSS meaning that 

these loci have the potential to generate different pri-miR-125b on a cell-specific manner [528]. 
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Figure 4.2: miR-125b seed region and loci.  
A. The seed region of homologs and orthologs of miR-125b is highly conserved throughout different spe-
cies.  
B. Genomic organization of the miR-cluster in human. Figure shows chromosome 11 and 21 containing miR-
125b with its host genes together with potential promoter regions (Black arrows). Modified from Shaham 
et al. [527] 

For example, in prostate cancer cells miR-125b expression is directly stimulated by androgens 

through the recruitment of the androgen receptor to the 5’ DNA region of MIR125B-2 [529]. In 

human myeloid leukaemia, the homeobox transcription factor CDX2 positively regulates miR-125b 

expression through its binding to two regions 1185 and 170 bp upstream MIR125B-1 promoter 

[474]. Additionally, nuclear factor kappa beta (NF-kb) regulates miR-125b expression during im-

mune response [530-532]. Zhou et al. demonstrated that in human cholangiocytes the NF-kB p65 

subunit binds to a region 1kb upstream of the putative MIR125B-1 promoter to increase miR-125b 

expression and promote the miRNA-dependent regulation of epithelial anti-microbial defence 

[532].  
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MiR-125b transcription hasn’t been characterized in β-cells. Our unpublished data suggest that, in 

EndoC-βH1 human pancreatic β-cells, MIR125B-2 region is more transcriptionally active than 

MIR125B-1 since CRISPR-mediated mutation of MIR125B-2 leads to an important decrease in ma-

ture miR-125b, while mutation of MIR125B-1 had a very limited effect (Cheung and Martinez-

Sanchez, unpublished). Moreover, ATAC-seq data in mouse islets shows maximal chromatin ac-

cessibility around the most proximal MIR125B-2 promoter, whereas chromatin accessibility seems 

limited in MIR125B-1 (Figure 4.3 A and B). More importantly, unpublished differential analysis of 

ATAC-seq data between control and LKB1KO islets identified significantly higher chromatin acces-

sibility in LKB1KO islets vs control in the proximal MIR125B-2 promoter, suggesting that TFs binding 

to this region might be responsible for higher miR-125b expression in LKB1KO islets (Figure 4.3B). 

In 2018, Ottaviani et al. [533] demonstrated that, in PDAC cells, TGF-β induces the transcription of 

miR-125b through SMAD2/3 binding to MIR125B-1. Moreover, David et al. [534] shows that, in 

the same cells, the transcription factor SMAD2/3 binds also the MIR125B‐2 locus (Figure 4.3B), 

suggesting that the TGF-β pathway could have a role in the regulation of transcription in this re-

gion.  

 

 

Figure 4.3: ATAC-seq enrichment profiles of MIR125B-1 and 2 loci integrated with histone modifi-
cations and SMAD2/3 ChIP-seq dataset.  
A. Genomic region 10 kb upstream of MIR125B-1 shows chromatin accessibility in LKB1KO (Red) vs. control 
(Black) islets.  
B. Genomic region 10 kb upstream of MIR125B-2 shows an enriched ATAC-seq peak in LKB1KO (Red) vs. 
control (black) islets. Enrichment of SMAD2/3 TF within the ATAC-seq differential peak is shown by 
SMAD2/3 ChIP-seq profiles in PDAC cells (Orange).  
When present, chromatin regions containing H3K4me3 modifications were identified as PROMOTERS (Dark 
red) whereas those containing H3K27Ac and/or H3K4me1 in the absence of H3K4me3 were defined as 
ENHANCERS (Blue). ATAC-seq significantly up-regulated peaks are shown in green (ATACUp) whereas the 
significantly down regulated are in red (ATACDown). 
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In mature pancreatic β-cells, TGF-β activation plays an important role in cell proliferation and sur‐

vival [535] and has been reported to stimulate insulin secretion [536], insulin transcription, and 

impairs islet function [537]. AMPK has been shown to regulate the TGF-β pathway in multiple cell 

types [538-540]. For example, Lin et al. [538] showed that AMPK can inhibit TGF-β-induced 

SMAD2/3 phosphorylation in cancer cells and therefore negatively regulate cancer cell migration 

and EMT. It has also been demonstrated that, in hepatic stellate cells (HSCs), treatment with the 

AMPK agonist AICAR inhibited the interaction between SMAD3 and the transcriptional coactivator 

p300, whereas the interaction between AMPK and p300 was increased [539]. In addition, the au-

thors saw a reduction of SMAD3 acetylation in HSCs treated with AICAR [539]. It has also been 

shown that AMPK can regulate TGF-β signalling by altering SMAD3 capacity to bind DNA. For ex‐

ample, a study from 2008 [540] showed that AMPK did not reduce TGF-β-stimulated SMAD3 phos-

phorylation and nuclear translocation but instead inhibited the binding of SMAD3 to the SMAD3-

binding cis-elements during myofibroblast trans-differentiation. 

However, it is not known whether AMPK regulates SMAD2/3 activity in pancreatic β-cells. Kone et 

al. [247] have previously found that Smad2 and Smad3 mRNAs were upregulated in specific β-cell 

AMPKdKO islets versus control (albeit only Smad2 was significant), whereas LKB1KO islets showed 

the opposite: a decrease in Smad2 and Smad3 mRNA levels, with only Smad3 being significant 

[247].  We hypothesize that SMAD2/3 may activate miR-125b transcription in β-cells and be, at 

least partially, responsible for the increase in miR-125b expression observed in AMPKdKO and 

LKB1KO islets. Thus, the focus of this chapter is the focus of this chapter is (1) to investigate 

whether SMAD2/3 promotes miR‐125b expression in β‐cells and (2) if this regulation is inhibited 

by AMPK (Figure 4.4). 
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Figure 4.4: Simplified schematic representation of the hypothesis and aims of the chapter.   
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4.2 Results 

4.2.1 Effect of AMPKdKO on pri-miR-125b expression in mouse islets 

To investigate whether AMPK regulates miR-125b expression at the transcriptional level we de-

cided to measure the expression of miR-125 precursor in AMPKdKO islets. As previously described, 

miRNA genes are transcribed as large poly-adenylated primary precursors, called pri-miRNAs, 

which are quickly processed to produce a first intermediate of ~70 nucleotides (pre-miRNA) and 

then the 22-25 nt mature miRNA. Full-length miR-125b pri-miRNA(s) hasn’t been annotated in β-

cells. Nevertheless, the ~70 nucleotide hairpin structure encoded by MIR125B-1 and MIR125B-2 

present in both primary and precursor miR-125b is well defined. Thus, to only detect pri-miR-125b, 

qPCR primers complementary to this part of the sequence were designed and reverse transcrip-

tion in the presence of an anchored oligo dT primer was performed. Interestingly, I found that, 

along with the mature form of miR-125b, also pri-miR-125b-1 expression was increased in 

AMPKdKO islets when compared to control (Figure 4.5), whereas pri-miR-125b-2 was undetected. 

Notably, low/undetectable levels of a miRNA precursor can represent both low transcription 

and/or fast processing.   

 

Figure 4.5: Pri-miR-125b expression is upregulated in AMPKdKO mouse islets. 
Pri-miR-125b expression measured by RT-qPCR in isolated islets from AMPKdKO and littermate control (C). 
Each dot represents an independent animal (n=8-9). Data are expressed as mean ± SEM relative to control 
levels. Values were normalised against the endogenous control Cyclophilin. ** p<0.01. P values were de-
termined by two-tailed unpaired t-test   
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4.2.2 Effect of TGF-β and SMAD2/3 on miR-125b expression 

As mentioned above, TGF-β activates miR-125b transcription via SMAD2/3 in PDAC [533] and 

AMPK has been previously shown to inhibit SMAD2/3 activation by TGF-β in other cell types [538-

540]. This led us to hypothesize that AMPK inhibits miR-125b expression by limiting SMAD2/3 tran-

scriptional activity. Thus, I decided to investigate whether (1) TGF-β and SMAD2/3 regulate miR-

125b expression and whether (2) this regulation is prevented by AMPK activation. 

In order to investigate the effect of TGF-β pathway activation on miR-125b expression I first 

treated human islets with 30 ng/ml of TGF-β for 5 days and measured miR-125b expression by 

qPCR. The results illustrated in Figure 4.6 show that the treatment positively regulated miR-125b 

expression indicating that TGF-β activates miR-125b in human islets.  Unfortunately, due to the 

limited availability of human islets samples, I was not able to perform a time-course treatment to 

identify precisely the time needed by TGF-β to induce miR-125b expression. For this reason, it 

cannot be excluded that short-term activation of TGF-β might have a stronger effect on miR-125b 

expression.  

In order to further investigate if TGF- β signalling pathway regulates miR-125b expression we de-

cided to study the role played by SMAD2/3, important proteins involved in the signalling pathways 

downstream of the TGF-β receptors [541]. As mentioned before, in mouse islets MIR125B-2 locus 

presents high chromatin accessibility, markers associated with a promoter activity (H3K4me3) and, 

in PDAC, SMAD2/3 binds this region (Figure 4.3B). If SMAD2/3 is responsible for the regulation of 

miR‐125b expression in β‐cells through the binding to MIR125B-2 locus, we expect this TF to act 

as an activator.  

Figure 4.6: TGF-β positively regulates miR-125b expression in 
human islets.  
miR-125b expression measured by RT-qPCR in isolated islets from 
human donors were treated with 30 ng/ml of TGF-β for 5 days (TGF-
β) vs control (C) mice. Each dot represents an independent animal 
(n=5). Data are expressed as mean ± SEM relative to control levels. 
Values were normalised against the endogenous control let-7. * 
p<0.05. P values were determined by two-tailed unpaired t-test on 
the log of the fold change values. 
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To investigate this hypothesis, I performed ChIP-qPCR with an antibody against SMAD2/3 and pri-

mers specific for that region. Unfortunately, using mouse islets I was unable to detect immune-

precipitated SMAD2/3 by Western Blot. In order to be able to use a higher amount of starting 

material, I tried to optimise ChIP-qPCR in MIN6 cells (Figure 4.7).  

 

Figure 4.7: SMAD2/3 ChiP-qPCR optimization in MIN6 cells. 
A. Agarose gel electrophoresis assessment of chromatin fragmentation for MIN6 cells. The red arrow indi-
cates the optimal DNA fragments average size (200nt) obtained with DNA sonicated for 12 minutes using 
Covaris 220.  
B. Western Blot analysis obtained with the optimized protocol in MIN6 cells. SMAD2 protein (55 kDa) levels 
in samples where immunoprecipitation was performed with an anti-SMAD2/3 antibody (SMAD2/3 IP) or an 
IgG control (IgG IP). Input: 5% of the total lysate submitted to immunoprecipitation (IP); FT (Flow-through): 
5% of the extract recovered after IP.  

MIN6 cells were fixed directly in tissue culture plates, and I increased the sonication time to 16 

minutes to obtain DNA fragments of the optimal length of 200-500 bp (Figure 4.7 A). For the im-

munoprecipitation step, I used 5ug IgG and SMAD2/3 antibody and, as shown in Figure 4.7B, 

SMAD2/3 was specifically immunoprecipitated only in the presence of SMAD2/3 antibody. I de-

signed specific qPCR primers to amplify the region of interest (MIR125B-2 peak, 

chr16:77644425+77644490, Figure 4.8A) as well as a region ~3 Kb upstream that did not have any 

detectable ATAC-seq peaks to use as a negative control (MIR125B-2 NEG, 

https://genome.ucsc.edu/cgi-bin/hgTracks?hgsid=680008837_oy34AUGjOHfpLxdpPPS6lKKzpLGo&db=mm10&position=chr16:77644425-77644490&hgPcrResult=pack
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chr16:77641316+77641382) (Figure 4.7 A). Unfortunately, in two independent experiments, I was 

unable to detect the DNA of interest in the SMAD2/3 ChIP sample (Figure 4.8 B), suggesting that 

SMAD2/3 does not bind to the proposed region in MIR125B-2 under these conditions in MIN6 

cells. Nevertheless, the approach could have been improved to obtain more solid results. For ex-

ample, our SMAD2/3 ChIP-qPCR experiment is missing a positive control such as a DNA region 

were SMAD2/3 binding has been previously confirmed in β-cells. Unfortunately, no such region 

had at the time of our experiments been identified and reported in literature. 
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Figure 4.8: SMAD2/3 ChiP-qPCR is characterized by high background. 
A: Schematic representation of the regions recognized by the primer designed for SMAD2/3 ChIP-qPCR. In 
orange the predicted SMAD2/3 binding site (MIR125B-2 Peak)[534] and in black the region used as negative 
control (MIR125B-2-NEG). 
B: qPCR results using primers specific for the predicted SMAD2/3 binding site (MIR125B-2 Peak) and nega-
tive primers (MIR125B-Neg). Values are represented as % of input. Black dots represent samples immuno-
precipitated (IP) using IgG antibody, blue triangles samples immunoprecipitated (IP) using SMAD2/3 anti-

body. Each dot represents an independent experiment performed using ~25x10
6 

cells/experiment (n=2). 
Data are expressed as mean ± SEM of 3 independent experiments. P values were determined by one-way 
ANOVA with Sidak´s multiple comparisons test, with a single pooled variance. 
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In parallel, I attempted to determine whether SMAD2/3 (directly or indirectly) regulates miR-125b 

expression by measuring mature miR-125b following the silencing of both Smad2 and Smad3 in 

MIN6 cells using 50nM of siRNAs. Data reported in Figure 4.8 A shows that I was able to achieve a 

significant decrease in Smad2 expression upon Smad2 siRNA transfection, whereas cells trans-

fected with siRNAs targeting Smad3 presented a down-regulation of Smad3 mRNA (Figure 4.8 B). 

Interestingly, I also observed a decrease in Smad3 mRNA levels in cells transfected with Smad2 

siRNAs, indicating that SMAD2 acts as a positive regulator of SMAD3 expression in MIN6 cells (Fig-

ure 4.8 B). Contrarily to what we expected, the expression of miR-125b was found significantly 

increased when Smad3 was silenced, whereas the silencing of Smad2 did not affect miR-125b ex-

pression (Figure 4.8 C). These results suggest that SMAD3 negatively regulates miR-125b expres-

sion in MIN6 cells. 

Figure 4.9: Silencing of Smad3, but not Smad2, increases miR-125b expression. 
A. Smad2 expression measured by qRT-PCR in MIN6 cells transfected with 50 nM siRNA against Smad2, 
Smad3 or control for 48h. 
B. Smad2 and Smad3 expression measured by qRT-PCR in MIN6 cells transfected with 50 nM siRNA against 
Smad2, Smad3 or control for 48h. 
C. miR-125b expression measured by RT-qPCR in MIN6 cells transfected with Smad2, Smad3 or control 
siRNAs.  
Each dot represents an independent experiment (n=4). Data are expressed as mean ± SEM relative to Con-
trol siRNA levels. Values were normalised against the endogenous control Cyclophilin (A and B) and Let-7 
(C). ** p<0.01, *** p<0.001, **** p<0.0001. P values were determined by one-way ANOVA with Sidak´s 
multiple comparisons test, with a single pooled variance on the log of the fold change values. 
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4.2.3 Effects on AMPK activation on SMAD2/3 and miR-125b expression 

In order to determine whether (1) AMPK controls SMAD2/3 expression and (2) the effect of 

SMAD2/3 on miR-125b is modulated by AMPK, I transfected MIN6 cells with Smad2 and Smad3 

siRNAs and, 24 hours later, activated AMPK with compounds C‐13 and C‐991 for an additional 24 

hours [492, 493]. 

 I first measured Smad2 and Smad3 mRNA levels by qPCR and observed that, while AMPK activa-

tion did not affect Smad2 mRNA levels (Figure 4.9 A), cells transfected with non-targeting siRNAs 

and treated with the activators showed a small tendency (albeit not significant) to increased 

Smad3 mRNA levels (Figure 4.9 B). As expected, I again detected a decrease in Smad3 mRNA levels 

when Smad2 siRNAs were introduced into the cells, however this effect disappeared upon AMPK 

activation. I then measured miR‐125b expression in the same samples and as shown in Figure 4.9 

C, I confirmed that, as expected, Smad2 silencing did not affect miR-125b expression. Additionally, 

AMPK activation alone did not result in an alteration of miR-125b levels in MIN6 cells. Finally, 

Smad3 siRNAs caused a small increase in miR-125b expression in both presence and absence of 

AMPK activators though only in the latter the results were statistically significant. Importantly, the 

silencing of Smad3 induced by Smad3 siRNAs in this set of experiments appears to be less effective 

(~30%) (Figure 4.10 B) compared to the one observed in the previous dataset (~50%) (Figure 4.9 

C) and this might explain why the silencing of Smad3 without the co-activation of AMPK was not 

sufficient to significantly up-regulate miR-125b expression. 
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Figure 4.10: Activation of AMPK and silencing of Smad3 increases miR-125b expression. 
A. Smad2 expression measured by qRT-PCR in MIN6 cells transfected with 50 nM siRNA against Smad2, 
Smad3 or control for 48h. 
B. Smad2 and Smad3 expression measured by qRT-PCR in MIN6 cells transfected with 50 nM siRNA against 
Smad2, Smad3 or control for 48h. 
C. miR-125b expression measured by RT-qPCR in MIN6 cells transfected with Smad2, Smad3 or control 
siRNAs.  
Each dot represents an independent experiment (n=4). Data are expressed as mean ± SEM relative to con-
trol siRNA levels. Values were normalised against the endogenous control Cyclophilin (A and B) and Let-7 
(C). * p<0.05, ** p<0.01, **** p<0.0001. P values were determined by two-way ANOVA with Sidak´s multi-
ple comparisons test, with a single pooled variance on the log of the fold change values 
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4.3 Discussion 

Our group unpublished data demonstrates that miR-125b is up-regulated upon specific knockout 

of AMPK in β-cells and its expression is induced by glucose. Interestingly, AMPK seems to play a 

key role in this regulation acting as a mediator of glucose regulation.  

Mature miR-125b is transcribed from paralog genes located in two different loci, MIR125B-1 and 

MIR125B-2. Remarkably, both loci have been annotated with several (2-3) TSS indicating that the 

precursor form of miR-125b (pri-miR-125b) could vary in a cell specific manner [528]. Indeed, it 

has been demonstrated that the transcription of miR-125b can occur predominantly from one or 

the other locus depending on the cell type [474, 529-531].  

Our preliminary data indicated that the regulation of miR-125b expression mediated by AMPK 

could occur at the transcriptional level. Both EndoC-βH1 human pancreatic β-cells and mouse is-

lets present a more transcriptionally active MIR125B-2 region compared to MIR125B-1, thus we 

hypothesized that the transcriptional regulation mediated by AMPK might occur through the 

MIR125B-2 locus. 

Differential analysis of ATAC-seq data performed in LKB1KO islets vs control showed significantly 

higher chromatin accessibility in the proximity of MIR125B-2 promoter in LKB1KO, suggesting that 

TFs binding to this region might be responsible for higher miR-125b expression in LKB1KO islets. 

Interestingly, ChIP-seq in PADC cells indicated that SMAD2/3 binds this region [534] suggesting 

that in β-cells the TGF-β pathway, and SMAD2/3 specifically, could regulate miR-125b transcription 

through MIR125B‐2 locus. 

In order to confirm that the regulation of miR-125b mediated by AMPK was at the transcriptional 

level, first the expression of miR-125 precursor in AMPKdKO islets was measured using qPCR pri-

mers able to identify pri-miR-125b-1 and pri-miR-125b-2 independently. Surprisingly, I found that, 

while on one hand pri-miR-125b-1 expression was increased in AMPKdKO islets when compared 

to control, I failed to detect pri-miR-125b-2. It is known that different pri‐miRNAs can exhibit dif‐

ferent processing kinetics ranging from fast to slow processing [542], thus the fact that pri-miR-
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125b-2 was undetected despite the ATAC-seq profile could be due to a rapid processing of miR-

125b precursor from this locus. 

Different signalling pathways and TFs regulate miR-125b in a cell-specific manner. In PDAC cells, 

for example, miR-125b transcription is induced by TGF-β through binding of SMAD2/3 to MIR125B-

1 [533]. I hypothesized that SMAD2/3 could act as a positive regulator of miR-125b transcription 

in β-cells and be partially responsible for the up-regulation of miR-125b expression observed in 

AMPKdKO and LKB1KO islets.  

TGF-β superfamily signalling has been widely studied in pancreatic development and postnatal 

growth [543-546]. In this context, it has been shown that both SMAD2 and SMAD3 proteins play a 

key role in the in vitro trans differentiation of a duct cell line (AR42J cells) into β-cells [547].  SMAD2 

and SMAD3 increased expression towards the end of gestation has also been associated with en-

docrine cells maturation [545]. The role of SMAD2/3 in the mature β-cells is still elusive, however 

it has been recently demonstrated that T2D human islets present increased levels of phosphory-

lated SMAD3 (pSMAD3), suggesting that TGF-β/SMAD3 signalling might have a role in β-cell apop-

tosis [548]. Interestingly, overexpression of SMAD3, but not SMAD2, was found to decrease GSIS 

in pancreatic islets [549], whereas mice with β-cell-specific expression of constitutively active 

SMAD3 protein presented increased apoptosis and induced loss of cell mass. β -cell dysfunction 

and glucose intolerance were also observed. On the contrary, β-cell-specific inactivation of SMAD3 

protects from apoptosis, preserves β-cell mass and improves cell function and glucose tolerance 

[548]. 

TGF-β/SMAD pathway has also been shown to play an important role in regulating the transcrip‐

tion of different miRNAs in different cell types [550-554]. In the contest of β-cell, it has been shown 

to enhance the transcription of both miR-375 and miR-26a and play an important role in the pro-

duction of β-like-cells from mesenchymal stem cells and in the modulation of insulin secretion in 

vitro [555-557]. 

We originally hypothesized that AMPK acts to prevent SMAD2/3 activity also in β-cells which would 

contribute to repress miR-125b expression and, possibly, TGF-β signalling. Our results confirm that 
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TGF-β acts as a positive regulator of miR-125b expression in human islets although, paradoxically, 

treatment of MIN6 cells with TGF-β activators failed to increase miR-125b expression.   

Moreover, silencing of Smad3 in MIN6 did not result in miR-125b down-regulation but instead 

significantly increased miR-125b expression indicating that, in these cells, Smad3 acts as an inhib-

itor. 

The fact that the effect of Smad3 silencing on miR-125b expression was very small might be due 

to the limited strength of the siRNA knock-down achieved in our experiments (30-50%). However, 

in humans the heterozygous mutations in the SMAD3 gene is sufficient to cause a genetic disease 

characterized by cardiac abnormalities in combination with early-onset osteoarthritis (OA) known 

as aneurysm-osteoarthritis syndrome [558] indicating that these small changes might still produce 

meaningful biological outcomes. 

 Nevertheless, our results suggest that the positive effect of TGF-β in human islet miR-125b ex-

pression occurs independently of Smad3. Unfortunately, I was not able to obtain enough material 

to silence Smad3 and measure miR-125b expression in human islets, therefore we cannot exclude 

that this difference is due to the use of a cell line versus primary islets or species-specific. TGF-β 

Signaling can indeed mediate its effect through SMAD-independent pathways, including Erk, 

SAPK/JNK, and p38 MAPK pathways [559] 

It is also important to mention that, for this experiment, a pool of siRNAs was used in order to 

achieve Smad2/3 silencing and therefore it cannot be excluded that the increased expression of 

miR-125b might be owed to potential siRNAs off-target effects and further validation would be 

necessary to exclude this possibility. For example, a rescue experiment control, where a recombi-

nant SMAD3 is re-introduced into the cells, or the introduction of a silent point mutation into the 

cDNA encoding for Smad3 abolishing the complementarity with the siRNA could tell us more about 

the specificity of our results.  

Moreover, it is important to mention that monitoring both mRNA and protein levels when per-

forming siRNAs experiments is essential to validate the approach and exclude the possibility of a 

slower protein turnover that in turn results in unchanged protein levels. Unfortunately, due to the 
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unavailability of a specific antibody able to recognize SMAD3, here I cannot confirm that the 30-

50% reduction of Smad3 mRNA levels specifically resulted in the reduction of its protein levels. 

Consequently, it cannot be concluded that, in this experiment and under these conditions, SMAD3 

is directly responsible for changes in miR-125b expression. 

Unfortunately, I also failed to confirm SMAD2/3 binding to MIR125B-2 peak 

(chr16:77644425+77644490) in mouse islets and in MIN6 cells, since SMAD2/3 ChIP-qPCR failed 

the detection of the DNA of interest. This data could indicate that SMAD2/3 does not bind to the 

proposed region in MIR125B-2 under these conditions and therefore does not activate miR-125b 

expression directly.  

However, It is important to mention that only when both Smad2 and Smad3 were silenced using 

siRNAs and SMAD2 and SMAD3 protein levels were measured, I realized that the antibody used 

for the ChIP-qPCR protocol, which in other cell types has been successfully used for ChIP experi-

ments [560, 561], in  MIN6 cells was only able to recognize SMAD2. Although these two proteins 

often work together as heterodimers, they can also function by binding to other R-SMAD proteins 

independently. Therefore, there is a possibility that by immunoprecipitating SMAD2, which ac-

cording to the results seemed to have no role in the regulation of miR-125b expression, I have not 

been able to co-precipitate SMAD3 and as a consequence the DNA bound to it.  

Moreover, it is also possible that SMAD3 binding to MIR125B-2 only occurs under specific (stimu-

latory) conditions. For example, the activation of TGF-β pathway could have been crucial for 

SMAD2/3 binding to the target-DNA region by promoting their phosphorylation and subsequent 

nuclear localization. It is important to mention that in the attempt to activate TGF-β pathway in 

MIN6 cells by treating the cells with 60ng/ml of TGF-β, no differences were found in the active 

phosphorylated forms of SMAD2 and SMAD3 compared to non-treated cells, indicating that the 

treatment failed to activate the pathway. It’s also true that, for their optimal growth, MIN6 cells 

require high FBS concentration which is already supplemented with TGF-β amongst other growth 

factors, hormones and nutrients [562]. The exact concentration of this cytokine in commercial FBS 

is unknown, however it could have been enough to saturate our system. In this case, what we see 

is not a failure to activate TGF-β, but the impossibility to activate it further.  

https://genome.ucsc.edu/cgi-bin/hgTracks?hgsid=680008837_oy34AUGjOHfpLxdpPPS6lKKzpLGo&db=mm10&position=chr16:77644425-77644490&hgPcrResult=pack
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AMPK has been previously shown to inhibit SMAD2/3 activation by TGF-β in other cell types [539]. 

In cancer cells it inhibits TGF-β-induced SMAD2/3 phosphorylation and negatively regulates cancer 

cell migration whereas in myofibroblasts AMPK it has been shown to directly prevent SMAD3 from 

binding DNA targets [540]. To our surprise, pharmacological activation of AMPK cells resulted in a 

small but significant increase in Smad3 expression in MIN6. 

Moreover, activation of AMPK while Smad3 was silenced resulted in a small but significant increase 

of miR-125b expression, and this difference was slightly bigger than the one observed when only 

Smad3 was silenced. This could indicate that by positively regulating Smad3, AMPK could contrib-

ute towards the inhibition of mir-125b expression. Nevertheless, the effects observed were very 

small and it is therefore likely that AMPK represses miR-125b expression by SMAD2/3 independent 

pathways (Figure 4.10) 

As mentioned earlier, overexpression of SMAD3 reduces GSIS in pancreatic islets [563], whereas 

its constitutive activation in β-cell increases apoptosis and induces cell mass loss. In β-cell, the role 

of AMPK in these two processes is still debated. However, it has been shown that its activation can 

negatively regulate GSIS and promote apoptosis  [194, 242, 243], whereas its inhibition can protect 

from apoptosis [564]. Therefore, it is possible that AMPK could regulate these pathways through 

the positive regulation of Smad3 and that the inhibition of SMAD3 or the regulation of its down-

stream effectors in β-cells might be used as a therapeutic strategy to improve insulin secretion in 

pre-diabetic and diabetic patients. Further research would be necessary to corroborate this hy-

pothesis, especially considering that the effect of AMPK activation on Smad3 we observed in our 

data was small. 

In order to identify the TF that binds MIR125B-2 peak, the reverse chromatin immunoprecipitation 

assay (reverse ChIP) could be used [565]. This technique uses a specific nucleic acid probe to iso-

late genomic DNA and the proteins associated to it. Then, using mass spectrometric analysis, it is 

possible to identify all the proteins bound to the locus of interest. This method allows the unbiased 

identification of targeted DNA locus-associated proteins and is used specially to find the regulatory 

proteins associated with the known DNA elements [565]. Once the TF has been identified, the role 

AMPK has in the regulation of this protein can be investigated. As mentioned in Chapter 3, it might 
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be possible that the regulation mediated by AMPK does not occur through the inhibition/stimula-

tion of the TF factor that binds the miR-125b promoter, but it might instead occur at the level of 

the pri-miR-125b processing.  

 

Figure 4.11: Simplified schematic representation of the results of the chapter 
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Chapter V:  Identification of miR-125b molecular targets and function 

5.1 Introduction  

The ability of miRNAs to regulate multiple genes within a molecular pathway [566] makes them 

excellent novel targets for the treatment of diseases.  

MiRNA-target interactions differ substantially between tissues and cell types [567] and, as a con-

sequence, miRNA function is highly cell-specific. MiR-125b has been widely studied in the context 

of cancer [568] where it plays important roles in  proliferation, apoptosis and differentiation [470]. 

For example, in neuroblastoma and lung fibroblast human cells miR-125b inhibits apoptosis by 

directly regulating p53 [569]. The regulation of p53 or its downstream proteins, such as p21, me-

diated by miR-125b has been suggested to occur also in colorectal cancer where higher levels of 

miR-125b have been associated with poor prognosis [570]. On the contrary, in osteosarcoma cells, 

overexpression of miR-125b suppresses proliferation and migration in vitro through the downreg-

ulation of the signal transducer and activator of transcription 3 (STAT3)[481].  

Additionally, a dual role in inflammation has been recently attributed to miR-125b. In human os-

teoarthritis chondrocytes, miR-125b targets inflammatory genes in the TRAF6/MAPKs/NF-κB path‐

way and therefore negatively regulates inflammation [571]. However, in the HT29 human colon 

adenocarcinoma cell line, miR-125b has been suggested to induce inflammation by targeting 

TRAF6 and TNF alpha induced protein 3 (TNFAIP3) [572]. Interestingly, increased levels of miR-

125b in vascular smooth muscle cells (VSMC) of diabetic db/db mice have been associated with 

increased expression of inflammatory genes. In VSMC cells, miR-125b directly targeted  the his-

tone methyltransferase Suv39h1,  which resulted in reduced H3K9me3 levels at the promoters of 

monocyte chemoattractant protein-1 (Mcp-1) and interleukin-6 (Il-6) [573]. 

As mentioned in previous chapters (1 and 4), high levels of circulating miR-125b are associated 

with hyperglycaemia and miR-125b expression in islets positively correlates with the BMI of the 

donors (Unpublished). Nevertheless, the function of miR-125b in β-cells is not clear, and only two 

gene targets have been proposed in these cells: cMaf, a positive regulator of glucagon expression 
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[574] and, more recently, Dact1, a member of JNK signalling pathway [575]. According to our pre-

liminary data, overexpression of miR-125b in MIN6 cells significantly reduced insulin content and 

impaired GSIS (Figure 1.11). Overexpression of miR-125b also affected MIN6 cell morphology, 

where the cells appear less rounded and more sprawl.  

MiRNA-target interactions can differ substantially between organisms, tissues and cells. In order 

to determine the role of miR-125b in β-cells and its potential as a target for the treatment of dia-

betes I aimed to identify miR-125b gene targets in a high-throughput manner in a mouse insu-

linoma cell line.  
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5.2 Results 

5.2.1 High‐Throughput identification of miR‐125b targets 

5.2.1.1 miR-125b overexpression alters several genes important for β-cells function 

Transcriptome profiling following miRNA overexpression is one of the most widely used ap-

proaches to identify miRNA targets since miRNAs often result in degradation of the target mRNAs. 

Even though this approach doesn’t differentiate direct from indirect miRNA targets, it has the ad‐

vantage of providing an overall picture of the effect of the microRNA at the transcriptome level 

and, in combination with Gene Ontology analysis, can provide important insights into the molec-

ular roles of the miRNA.  

Thus, in order to identify the gene targets and molecular function of miR-125b, mouse insulinoma 

MIN6 cells were transfected with control or miR-125b mimics (5 replicates each) and subjected to 

RNA-seq in the WTCHG facility in Oxford. Upon receipt of the Fastq files containing the sequencing 

reads, the first step I performed was to use FastQC [486] to assess reads number and quality (see 

section 2.14.3 for more details). Importantly, in addition to list the number of reads, FastQC gen-

erates a QC report that contains 12 analysis modules that also provides information on base se-

quence quality and content, read length, k-mer content and detect the presence of ambiguous 

bases and over-represented sequences (Figure 5.1 A).  
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Figure 5.1: FastQC report for RNA-seq data indicating good quality across length of all sequences. 
A. Summary representing the 12 analysis modules executed by FastQC on the raw sequenced reads. 
B. Per Base Sequence Quality module. The Y-axis represents the quality score, while the X-axis represents 
the position in the read. The plot background colours identify good (Green), acceptable (Yellow), and bad 
(Red) quality scores.   
C. Per sequence GC content. Graphic representation of GC distribution over all sequences (Red line) com-
pared to a theoretical distribution (Blue line). 
D. Per Base Sequence Content. The plot reports the percentage of bases called for each of the four nucleo-
tides at each position across all reads in the raw sequenced reads. The X-axis plots the positions in reads. 
The Y-axis represents percentages of the occurrence of the bases along the reads. The module presents a 
warning that is normal and expected for RNA-seq data due to the nature of the library preparation protocol.  
E. Sequence duplication level. The plot represents the relative number of sequences with different degrees 
of duplication. The X-axis represents the number of times each sequence is present in the raw sequenced 
reads. The Y-axis plots the percentage of reads of each given sequence.  

Per Base Sequence Quality is one of the most important analysis modules (Figure 5.1 B). This plot 

provides an overview of the range of quality scores across all bases at each position in the FastQ 

file. The Y-axis represents the quality score, the X-axis represents the position in the read and the 

plot background is color-coded to identify good (green), acceptable (yellow), and bad (red) quality 

scores. A warning will be raised if the lower quartile for any base is less than 10, or if the median 

for any base is less than 25. All our samples showed good quality. Moreover, a good GC Content 
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score (Figure 5.1 C) and the absence of Overrepresented Sequences indicated that the libraries 

were free from adapter dimers or other types of contamination. 

The quality module “Per Base Sequence Content” showed a warning in all our samples (Figure 5.1 

A). As shown in the representative Figure 5.1 D there is a bias in the start positions of the reads 

(first 10-12 bases). This bias is quite common in RNA-seq data as a result of the sub-optimal “ran-

dom” hexamer priming that occurs during RNA-seq library preparation leading to some hexamers 

being favoured during the priming step and eventually resulting in the biased composition over 

the region of the library primed by the “random” primers. 

Additionally, a warning on the Sequence Duplication Level was also present and is indeed expected 

in RNA-seq (Figure 5.1 E). Normally, the over-duplication of highly expressed transcripts is toler-

ated in order to be able to see lowly expressed ones. That is mainly because RNA-seq counts the 

depth of coverage of each gene and genes with high coverage (such as INS for our dataset) are 

likely to be characterized by duplication. 

Overall, an average of 30 million reads per sample were obtained and 90% of those were uniquely 

mapped using Salmon [487] to the library created combining the reference mouse GRCm38 cDNA 

and non-Coding RNA libraries. Salmon is a tool able to quantify the expression of transcripts start-

ing from RNA-seq results using an expressive and realistic model of RNA-seq data that considers 

experimental attributes and biases commonly observed in real RNA-seq experiments [487]. 

Quantification files (quant.sf) for each sample I submitted to DESeq2 [488] for the analysis of dif-

ferential gene expression. Results showed that miR-125b overexpression significantly altered (padj 

<0.1) the expression of many gene. The fact that Bmf, previously identified as miR-125b direct 

target, was found significantly down regulated at RNA level with a fold-change of 1.5 lead us to 

include all the genes that presented a fold-change of > ± 1.5 in the subsequent analysis. Im-

portantly, of these genes, 285 were found downregulated and 305 upregulated (see Supplemen-

tary Table 2 in Appendix A).  
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Figure 5.2: Down-regulated genes upon miR-125b overexpression in MIN6 cells 
Cytoscape-generated layout of significantly down-regulated genes (fold change > - 1.5 and padj < 0.1) upon 
miR-125b overexpression in MIN6 cells vs. control. Node size represents the degree of the fold change (the 
larger, the bigger). The genes outline node colour (circles) indicates a pre-existing target prediction accord-
ing to TargetScan whereas the intensity of the colour indicates the strength of the prediction score (the 
darker, the higher). A full list of genes can be found in Supplementary Table 2 in Appendix A  
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Given that miRNAs act to repress gene expression, the up-regulated genes were expected to be 

miR-125b indirect targets. Furthermore, since miRNAs can induce degradation of the mRNA tar-

gets, these data suggest that a considerable number of genes amongst the down-regulated ones 

could be potential β-cell direct target of miR-125b (Figure 5.2).  

 In order to have a better understanding of the biological pathways that were affected by the 

overexpression of miR-125b in β-cells, Gene Set Enrichment Analysis (GSEA) was carried out on 

the RNA-seq data results. GSEA is widely used to evaluate whether a-priori defined set of genes 

(gene collection) shows statistically significant, concordant expression changes between two bio-

logical conditions [576, 577]. All the genes detected in our RNA-seq were ranked according to their 

log2 fold-change upon miR-125b overexpression and used it as input for our GSEA analysis. GSEA 

allocates the ranked list an Enrichment Score (ES) for each pathway/biological process and tests 

for the significance against a null distribution of enrichment scores calculated for random permu-

tated gene sets. The ES was subsequently normalised to account for the differences in the gene 

set sizes and the correlations between the gene set and the expression data set. This step gener-

ates a Normalized Enrichment Scores (NES) that allows to compare the results across all the gene 

sets obtained from the analysis. GSEA results therefore reflect the degree to which concordant 

over- or under-expressed genes in our gene set are overrepresented in each pathway. In other 

words, GSEA identifies the biological processes in which the up or down regulated genes, ranked 

respectively at the top or bottom of the list, are enriched.  

As shown in Figure 5.3 A, GSEA revealed that genes up-regulated upon miR-125b overexpression 

are significantly associated with biological processes such as oxidative phosphorylation as well as 

ribosome and DNA replication, suggesting a role for miR-125b in these processes. On the other 

hand, genes ranked at the bottom of the list, thus down regulated upon miR-125b overexpression, 

are primarily involved in Glycosphingolipid biosynthesis, various receptor interaction pathways 
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and lysosomes (Figure 5.3 A). Examples of enrichment profiles for oxidative phosphorylation and 

Cytokine-Cytokine receptor interaction are shown in Figures 5.3 B and D.  

 

Figure 5.3: Gene set enrichment analysis (GSEA) identifies miR-125b-regulated genes networks. 
A and C. List of selected up-regulated and down-regulated gene sets upon miR-125b overexpression. Gene 
sets are ranked according to their normalized enrichment score (NES). The false discovery rate (FDR) is the 
estimated probability that a gene set with a given NES represents a false-positive. 
B and D. Enrichment score (ES) plots for the Oxidative phosphorylation and cytokine-cytokine receptor in-
teraction. Positive and negative ES values point to gene sets over-represented in the top up- or down-
regulated genes upon miR-125b overexpression vs. control. Vertical bars refer to individual genes in a gene 
set and their position reflects the contribution of each gene to the ES.  

5.2.1.2 Using RNA Immunoprecipitation and sequencing to identify miR-125b direct targets in 

MIN6 cells 

As described above, miRNAs are normally found in a complex with miRISC and the sequence of the 

miRNA leads the complex to the target mRNAs. While the binding of miRNAs to the target mRNAs 

can result in their degradation, in many cases the repression occurs through the inhibition of the 
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mRNA translation, leaving the RNA levels of the target unchanged. Therefore, although data on 

the effect of miR-125b on the whole transcriptome is very informative and give us a picture of 

which processes might be targeted by miR-125b, this analysis not only doesn’t distinguish between 

direct or indirect targets but also doesn’t allow the detection of all those targets whose RNA levels 

remain unchanged and are only silenced at the translation level.  

A mRNA that is actively repressed by a miRNA will be found in a complex with AGO2, one of the 

main protein components of miRISC. AGO2-RIP-seq has been previously used to identify all cellular 

mRNAs regulated by miRNAs [578-580]. Here, we designed an experimental approach that com-

bined the overexpression of miR-125b in MIN6 cells and AGO2-RIP-seq to identify miR-125b direct 

targets in an unbiased manner (Figure 5.4).  

 

Figure 5.4: Schematic overview of the steps of the experimental analysis of RIP-seq for the identi-
fication of miR-125b direct targets. 
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As a result of miR-125b overexpression, increased binding of miR-125b targets to miRISC was ex-

pected. For this reason, I performed AGO2-RIP-seq in MIN6 cells transfected with miR-125b or 

control mimics and used DESeq2 as previously described to identify mRNAs enriched in AGO2-RIP 

upon miR-125b overexpression. As expected, miR-125b overexpression resulted in a significant 

increase in miR-125b levels (mean of 43.76 folds, P = 0.02) in these cells. Consistently, miR-125b 

was also increased 43 times in the AGO2-RIP (P = 0.0001), confirming that not only I was able to 

overexpress the miRNA but also to recover it after immunoprecipitation of miRISC. Importantly, 

the results obtained were specific for miR-125b since the approach didn’t result in the displace‐

ment of miR-184 from the complex and its expression was unchanged both before and after im-

munoprecipitation conditions when miR-125b overexpressed was compared to the control sam-

ples (Figure 5.5 B). 

 

Figure 5.5: miR-125b was proportionally 
loaded into miRISC upon overexpression 
and did not cause displacement of a less 
expressed miRNA 

A. miR-125b expression measured by RT-
qPCR in MIN6 cells transfected with 5nmol 
of miR-125b (miR-125b-OE) or control 
mimic (C) for 24 hours before (Input) and af-
ter immunoprecipitation (IP). 
B. miR-184 expression measured by RT-
qPCR in MIN6 cells transfected with 5nmol 
of miR-125b (miR-125b-OE) or control 
mimic (C) for 24 hours before (Input) and af-
ter immunoprecipitation (IP). Each dot rep-
resents an independent experiment (n=6). 
Data are expressed as mean ± SEM relative 
to C levels. Values were normalised against 
the endogenous control let-7 and are repre-
sented as a normalized relative fold change 
to control. **** p<0.0001. P values were de-
termined by two-tailed unpaired t-test on 
the log of the fold change values. 
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As previously reported, our earlier transcriptome analysis on cells transfected with miR-125b al-

lowed us to identify several potential miR-125b direct targets, such as Them6, Bmf and Hnf4g. 

Moreover, Bmf and Hnf4g had already been identified by others [581, 582] as miR-125b targets in 

other cell types. Thus, before proceeding with the preparation of the libraries for sequencing, I 

used qPCR to test whether our approach was able to identify an enrichment of these mRNAs in 

AGO2-immunoprecipitates following miR-125b overexpression. As expected, overexpression of 

miR-125b resulted in a significant down regulation of Bmf, Them6 and Hnf4g mRNAs levels (P = 

0.0002, P =  0.0006 and P = 0.0024, respectively) (Figure 5.6.A) when compared to control in the 

cell extracts preceding immunoprecipitation (Input samples). 18s was used as the negative control 

since its expression was found unchanged in the total RNA-seq data and we do not expect riboso-

mal RNA to be recovered in miRISC precipitates. 18s mRNA levels, as expected, were not affected 

by miR-125b overexpression.  

Importantly, these mRNAs were found significantly enriched in samples where AGO2 antibody was 

used for the immunoprecipitation (in both control or miR-125b mimic transfected cells) when 

compared to the IgG-immunoprecipitate samples used as negative control (Figure 5.6 B) suggest-

ing that these mRNAs are loaded in miRISC and therefore targeted by miRNAs. Moreover, I found 

that the amount of Them6 and Hnf4g mRNAs recovered in AGO2-IPs was significantly higher (P = 

0.0056 and P = 0.0022, respectively) in cells overexpressing miR-125b, confirming that the over-

expression of miR-125b enhances the binding of these targets to the miRISC (Figure 5.6 C). Bmf 

mRNA levels were also higher in the AGO2-precipitates of miR-125b overexpressing cells; How-

ever, the difference was not statistically significant (P = 0.1). As expected, 18s was not enriched in 

any of the conditions. Our results suggest that these genes that in other cell lines have already 

been suggested to be miR-125b direct targets might be directly regulated by miR-125b also in β-

cells and that our AGO2-RIP approach can successfully identify miR-125b direct targets.  
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Figure 5.6: miR-125b previously identified targets were enriched after AGO2 immunoprecipitation 
upon miR-125b overexpression. 
A. Bmf, Them6, Hnf4g and 18s mRNA expression measured by RT-qPCR in MIN6 cells transfected with 
5nmol miR-125b (+) or control mimic (-) for 24 hours and whose RNA was collected before immunoprecip-
itation using anti-AGO2 antibody.  
B. Bmf, Them6, Hnf4g and 18s mRNA expression measured by RT-qPCR in MIN6 cells transfected with 
5nmol miR-125b (+) or control mimic (-) for 24 hours and whose RNA was collected after immunoprecipi-
tation performed with anti-AGO2 antibody (AGO2) or negative control IgG.  
C. Bmf, Them6, Hnf4g and 18s mRNA expression measured by RT-qPCR in MIN6 cells transfected with 
5nmol miR-125b (+) or control mimic (-) for 24 hours and whose RNA was collected after immunoprecipi-
tation using anti-AGO2 antibody. Each dot represents an independent experiment (n=6).  
Data are expressed as mean ± SEM relative to control levels. Values in (A) and (C) are represented as a 
normalized relative fold change to control. (C) values are represented as % of input. P values for (A) and (C) 
were determined by two-tailed unpaired t-test on the log of the fold change values of each gene compared 
to its control. P values for (B) were determined by one-way ANOVA with Sidak´s multiple comparisons test, 
with a single pooled variance performed on the set of data of each individual gene. ** p<0.01 *** p<0.001.  
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Thus, the RNA obtained from AGO2-RIP was used to generate cDNA libraries that were subsequen-

tially sequenced at the Imperial College BRC facility. The data obtained from the sequencing were 

analysed using a similar pipeline to the one described for total RNA-seq. The quality was assessed 

with FastQC and DESeq2 was used to perform a differential analysis where fold-changes between 

miR-125b overexpression and control samples were generated for each given gene. Amongst all 

the genes identified (~10,000), 109 were found significantly up-regulated (padj < 0.1) whereas 25 

were found significantly down-regulated.  

Interestingly, Bmf, Them6 and Hnf4g (fold-change = 0.94,  P = 0.99;  fold-change = 1.12, P = 0.99; 

fold-change = 0.93, P = 0.99), previously identified miR-125b direct targets by us and others [581, 

582], were not amongst the significantly up-regulated genes indicating that by using only the data 

from the RIP-seq approach we might have missed valuable information. This led us to consider a 

different approach that could overcome these problems. 

5.2.1.3 Identification of miR-125b direct targets in MIN6 cells by combining RIP-seq/RNA-seq data 

RIP-seq protocol, which is not characterized by a cross-link step that covalently binds all the com-

ponents of the miRISC complex together, mostly relies upon both a stable interaction between 

miRNA and mRNA targets and the miRISC ability to survive the precipitation step. This means that, 

if on one side it is possible to miss the identification of all those targets which binding to the miRNA 

is thermodynamically not strong, on the other side, since the protocol is characterized by gentle 

washing steps, it is reasonably probable to obtain false-positive results due to the recovery, after 

the immunoprecipitation step, of RNAs which expression might be indirectly upregulated upon 

miR-125b overexpression and unspecifically bound to miRISC.  

For these reasons, we decided to combine the fold-changes obtained from both total RNA seq (T-

RNA) and RIP-seq (IP-RNA) and create an IP‐RNA/T‐RNA ratio. We were expecting the targets of 

miR-125b to be enriched in IP-RNA and depending on the type of repression of the target, either 

reduced or unchanged in T-RNA. Therefore, using this approach, all the mRNAs with a ratio greater 

than 1 (~7000 genes) were considered to be miR-125b direct targets.  
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To further validate the approach I performed a word enrichment analysis where all the genes were 

sorted by their IP‐RNA/T‐RNA ratio and submitted to C-Words [423]. Using this unbiased method, 

specifically designed for the discovery of regulatory motifs, we aimed to confirm that our dataset 

of newly identified targets was enriched with the miR-125b seed site. As shown in Figure 5.7, the 

3’UTR and CDS of the highly ranked (high RIP-RNA/T-RNA ratio) targets were significantly enriched 

in miR‐125b seed complementary motifs, suggesting that the interaction between miR-125b and 

its mRNA targets occurs through the binding to both 3’UTR and CDS. However, I found that the Z-

score obtained using cWORDs for the analysis performed on the 3’UTR was higher (>20) than the 

one obtained on CDS (>15). 

 

Figure 5.7:  MiR-125b seed site is enriched in both 3’-untraslated region and coding region of 
genes identified using RIP-RNA/T-RNA. 
cWords word cluster plots showing 7mer words enriched in 3′UTRs and CDSs of genes ranked by RIP-RNA/T-
RNA ratio. Each dot represents a word, the Y-position reflects the maximum score of an enriched word and 
X-position shows the gene-index where the Z-score is maximum. Triangles annotate known seed sites of 
human miRNAs. Red triangles show miR-125 seed sites (TCTCAGGGA). Words are clustered by sequence 
similarity using the UPGMA algorithm and coloured according to what motif (or cluster) they belong to 
(only some amongst the top 100 words are plotted).  

Figure 5.8 A reports the 180 genes that presented an IP‐RNA/T‐RNA ratio bigger than 1.5, value 

used as cut-off to narrow the analysis down and simplify the system biology visualization. Inter-

estingly, as shown in the Venn diagram in Figure 5.8 B, out of these 180 most enriched targets only 

58 were significantly down regulated at the mRNA level and only 5 of those were also significantly 



 167 

enriched in the RIP-seq dataset. Additionally, the diagram shows how a considerable number of 

newly identified miR-125b direct targets reach statistically significant changes in only one of the 

two datasets, suggesting that adopting the ratio approach I was able to identify targets of miR-

125b that would have otherwise been missed if the RIP-seq and RNA-seq datasets were considered 

independently. Moreover, according to an analysis performed using a combination of Gorilla, Tar-

getScan and RNA hybrid, only 84 targets contained predicted binding sites for miR-125b (Supple-

mentary Table 1 in Appendix A). Thus, our approach allowed the identification of miR-125b targets 

that do not contain canonical binding sites and therefore are not detected by in silico tools. 
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Figure 5.8: miR-125b direct target in MIN6 cells.  
A.Cytoscape-generated layout of 180 genes enriched in 
AGO2 IP-RNA versus T‐RNA following miR‐125b overex‐
pression (IP‐RNA/T‐RNA>1.5). Node size represents the 
degree of the ratio (IP‐RNA/T‐RNA). The genes node col-
our indicates T-RNA fold change (the darker, the bigger). 
Node shape represents the T-RNA fold change padj (hex-
agonal padj < 0.1; circular padj > 0.1 ). Red lines indicate 
a pre-existing target prediction according to TargetScan 
whereas the intensity of the colour indicates the strength 
of the prediction score (the darker, the higher). No lines 
are represented for genes having no prediction for miR-
125b binding site.  A full list of targets and related values 
can be found in Supplementary Table 1 in Appendix A. 

B. Venn Diagram showing the total numbers of miR-125b direct target genes with RNA-IP padj < 0.1 (Blue), 
RNA-IP padj > 0.1 (Violet), T-RNA padj < 0.1 (Green), T-RNA padj > 0.1 (Yellow). In red are shown the number 
of genes with a pre-existing target prediction according to TargetScan. 
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5.2.2 Luciferase assay validation 

Validation of gene-specific miRNA-target interactions is broadly used to confirm data obtained 

from a high-throughput experimental approach. We decided to select 7 targets among the ones 

with higher IP‐RNA/T‐RNA ratio and, using the dual luciferase assay (pmirGLO Dual‐Luciferase vec-

tor) in mouse MIN6 cells, I aimed to confirm that miR-125b was directly responsible for their reg-

ulation. From the analysis performed using Gorilla, TargetScan, and RNA hybrid it was predicted 

that for Taz, M6pr, Tor2a and Mtfp1 miR-125b binding sites were in the 3’UTR sequence, whereas 

for Tnks1bp1, Gnpat and Trnp1 in the CDSs (Figure 5.9).  

 

Figure 5.9: Top direct targets of miR-125b using IP‐RNA/T‐RNA approach.  
The list only includes the top 7 miR-125b direct targets and details the corresponding protein names and 
functions. Predicted binding sites accordingly to Gorilla, TargetScan and RNAhybrid are also shown. The last 
three columns show the fold-change in the total RNA-seq analysis (T-RNA), RIP-seq analysis (IP-RNA) and 
their ratio (IP-RNA/T-RNA), respectively. 

I then cloned the 3’-UTRs and/or the CDS of the mRNA targets, containing the predicted miR‐125b 

binding sites, downstream of the Firefly luciferase ORF in the pmirGLO plasmid and then co‐trans-

fected the cells with the plasmid and either miR‐125b or control mimics. pmirGLO also encodes 

for Renilla luciferase that was used as transfection control. With this approach I was simply testing 

whether the 3’UTR or the CDS of the target of interest is responsible for the regulation of protein 
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production. A pmirGLO vector alone with no insert was used as experimental negative control and 

a construct containing three fully complementary binding sites for miR-125b was used as positive 

control.  

Using this approach, I was able to confirm that miR‐125b reduced Firefly luciferase activity of the 

constructs containing the 3’UTR of M6pr, Taz, Mtfp1, Tor2a and the CDS of Gnpat (Figure 5.10), 

thus demonstrating that miR-125b silences gene expression through those sequences. As ex-

pected, the construct containing three perfectly complementary sequences to miR-125b showed 

a strong reduction of Firefly activity upon miR-125b mimic transfection whereas Firefly activity 

didn’t change for the empty vector.  

On the contrary, the Firefly luciferase activity of the plasmid containing Trnp1 3’UTR was not af‐

fected by miR-125b overexpression confirming that there is no binding site in this region as re-

ported by the prediction tool. Unfortunately, I was unable to obtain a construct that contained 

Trnp1 CDS downstream of the firefly luciferase ORF and therefore it cannot be excluded that miR-

125b can regulate Trnp1 expression through binding to its CDS. I also failed to validate the inter-

action of miR-125b with the CDS of Tnks1bp1, since there was no difference in the luciferase ex-

pression between the samples transfected with miR-125b mimic vs. control.  
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Figure 5.10: miR-125b directly affects the expression of genes with higher IP‐RNA/T‐RNA ratio 
through their 3’UTR or CDS.  
A. Schematic representation of luciferase reporters containing the full-length sequence of CDSs or 3’UTRs 
downstream the firefly luciferase ORF. The gene encoding for Renilla luciferase is fused to a SV40 constitu-
tive promoter and is independently expressed by the same vector.  
B. Firefly luciferase activity of MIN6 cells co-transfected with luciferase reporters containing CDSs or 
3’UTRs, or both, of the newly identified 6 top direct targets of miR-125b and with 5nmol of miR-125b (+) 
or control mimic (-). A construct containing three perfectly complementary binding sites for miR-125 (3 x 
miR-125b) is used as positive control whereas an empty luciferase reporter is used and negative control. 
Each dot represents an independent experiment (n=3-6). Data are expressed as mean ± SEM relative to 
control levels. Values were normalised against the levels of Renilla luciferase and are represented as a nor-
malized relative fold change to control. * p<0.05, *** p<0.001, **** p<0.0001. P values were determined 
by two-tailed unpaired t-test on the log of the fold change values. 

5.2.3 miR-125b role in lysosomal function 

GSEA performed on both RNA-seq down-regulated genes upon miR-125b overexpression, and the 

genes considered direct targets in the IP‐RNA/T‐RNA approach (ratio >1.5) suggests that miR-125b 
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could have a role in the regulation of the lysosomal functions. The lysosome is a subcellular orga-

nelle that controls nutrient sensing and cellular metabolism [583]. Since nutrients tightly control 

the secretory machinery in β-cells, we expect the lysosomes to play a key role in β-cell function. It 

has been demonstrated that nutrient-deprived β-cells deliver newly synthesized secretory gran-

ules to lysosomes in the Golgi area, where degradation of their cargo (proinsulin and insulin) pre-

vent unwanted insulin release [584], a mechanism that has also been associated with T2D [585]. 

Indeed, uncontrolled lysosomal degradation of insulin granules has been shown to occur in dia-

betic mice as well as in human and mouse pancreatic islets chronically exposed to elevated levels 

of glucose [585].  

Considering that our preliminary data showed impaired insulin content in MIN6 cells upon miR-

125b overexpression, we decided to further investigate the role of miR-125b in the control of ly-

sosomal function. M6pr is one of the newly identified miR-125b top targets identified by our ap-

proach and encodes for the homonym protein M6PR (Mannose 6-Phosphate Receptor), which is 

involved in intracellular trafficking of lysosomal enzymes [586]. While the function of this protein 

has not been characterized in β-cells yet, since its dysregulation might affect lysosomal function 

[587] we hypothesised that, by targeting M6PR, miR-125b could impact β-cell nutrient signalling 

and/or insulin biosynthesis.  

miR-125b directly binds to M6pr 3’UTR  

As a first step, I aimed to confirm that miR-125b represses M6pr by directly binding to the 3'UTR 

of M6Pr via the predicted miR-125b binding site in nucleotides 851-858. In order to achieve this, I 

generated a pmirGLO Dual‐Luciferase vector that contained a mutation in the predicted binding 

site and compared the luciferase activity with the one caused by the M6pr wt 3’UTR sequence. As 

shown in Figure 5.11, miR‐125b lost the capacity of repressing luciferase production in the pres-

ence of mutations at the predicted binding site, confirming that miR-125b inhibit M6pr through 

direct binding to the positions 851-858 in the M6pr 3’UTR.   

Unfortunately, I was not able to confirm these results at the protein level in MIN6 cells due to the 

lack of antibodies able to detect M6PR in mouse samples. 
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Figure 5.11: miR-125b directly targets M6pr by binding the 3’UTR  
A. Schematic representation of luciferase reporters containing wildtype (w/t) or mutated 3’UTRs sequence 
downstream the firefly luciferase ORF. The gene encoding for Renilla luciferase is fused to a SV40 constitu-
tive promoter and is independently expressed by the same vector. In red is indicated the exact position of 
miR-125b seed region binding to the 3’UTR of mouse M6pr. 
B. Firefly luciferase activity of MIN6 cells co-transfected with luciferase reporters containing wild type or 
mutated 3’UTRs of M6pr and 5nmol of miR-125b (+) or control mimic (-). An empty luciferase reporter is 
used as negative control. Each dot represents an independent experiment (n=3-6). Data are expressed as 
mean ± SEM relative to control levels. Values were normalised against the levels of Renilla luciferase and 
are represented as a normalized relative fold change to control. **** p<0.0001. P values were determined 
by two-tailed unpaired t-test on the log of the fold change values. 
 
 

5.2.3.1 miR-125b regulates M6PR levels in human ENDOC-βH1 cells 

Protein levels of M6PR were also assessed in human β-cells (EndoC-βH1) transfected with miR-

125b mimics and in a population of EndoC-βH1 cells with CRISPR-Cas9-mediated reduction of miR-
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125b (kindly provided by Rebecca Cheung in our group). Upon miR-125b overexpression (Fold-

change 0.3, P <0.0001) I saw a significant (P = 0.004) reduction of M6PR protein levels, whereas 

depletion (Fold-change= 412.7;  P <0.0001) caused a significant (P = 0.03) increase in M6PR ex-

pression (Figure 5.12 A and B). 

 

Figure 5.12: miR-125b regulates M6PR levels in ENDOC-βH1 

A. Representative western blot and relative quantification of M6PR protein levels in ENDOC-βH1 trans-
fected with 0.5nM of miR-125b or control mimic (C), for 48 hours. Tubulin is used as a loading control. n=3 
independent experiments. 
B. Representative western blot and relative quantification of M6PR protein levels in ENDOC-βH1 with 
CRISPR-Cas9-mediated reduction of miR-125b (KO) vs control (C). Tubulin is used as a loading control.  
Quantitative analysis of the immunoblots was determined by ImageJ. Each dot represents an independent 
experiment (n=3). Data are expressed as mean ± SEM relative to control levels. Values were normalised 
against the levels of Tubulin and are represented as a normalized relative fold change to control. * p<0.05 
** p<0.01. P values were determined by two-tailed unpaired t-test on the log of the fold change values. 

5.2.3.2 Overexpression of miR-125b impairs lysosomal structure 

To investigate miR-125b role in the regulation of lysosomal function, in collaboration with Dr. 

Alejandra Thomas we performed an Electron Microscopy (EM) analysis on MIN6 cells transfected 
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with miR-125b mimic or control. Results showed that miR-125b overexpression was responsible 

for lysosomal abnormalities, leading to an abnormally enlarged structure as visible in Figure 5.13 

A.  

We know that lysosomes are the primary degradative compartments of eukaryotic cells with cat-

abolic activity [588]. Lysosomes can degrade a wide variety of intracellular material, such as pro-

teins, nucleic acids and complex lipids, into their basic building blocks that the cell can then reuse 

to generate new cellular components or produce energy [589]. These organelles are also respon-

sible for the degradation of transmembrane receptors such as Glucagon-like peptide-1 receptor 

(GLP-1R). In pancreatic β-cells, lysosomes have been identified as the major post-endocytic desti-

nation of this receptor [590]. Based on this, we hypothesised that, if by altering the lysosomal 

structure miR-125b is also responsible for a loss of lysosomal function, we would expect an im-

paired degradation of GLP-1R. 

To test this hypothesis, I was provided with MIN6B1 cells that stably express Human GLP-1R with 

a small genetically encoded tag at its N-terminus (SNAP-GLP-1R). I overexpressed miR-125b for 

48hr and induced the degradation of the receptor by treating the cells with GLP-1 for the following 

6 hours. As shown in Figure 5.13 B , SNAP-GLP-1R degradation was induced by GLP-1 as expected 

but, in contrast to what was previously hypothesised, I also saw a tendency to an increased GLP-

1R degradation upon miR-125b overexpression in both GLP-1 treated and not treated samples 

indicating that miR-125b could have a potential role in the GLP-1R degradation pathway.  

It is important to mention that in this specific western blot analysis GAPDH (glyceraldehyde-3-

phosphate dehydrogenase) – a protein involved in the catalysation of the sixth step of glycolysis, 

a process important for the breakdown of glucose – was used as the loading control. Although one 

of the most frequently used housekeeping genes, this protein has been found to be unstable in 

metabolic processes [591], making it not the most suitable candidate to use as loading control for 

this experiment. In fact, the selection of a different protein might be necessary for a more accurate 

quantification of GLP1-R. 
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Figure 5.13: Overexpression of miR-125b alters lysosomal structure but does not affect GLP-1R 
degradation 
A. Representative EM images showing enlarged lysosomal structures (arrows) in MIN6 cells transfected 
with 5nmol miR-125b or control mimic.   
B. Representative western blot and relative quantification of anti-SNAP levels in MIN6B1 cells that stably 
express human SNAP-GLP-1R. Cells were transfected with 5nM of miR-125b (+) or control mimic (-) for 24 
hours and internalization/degradation of the GLP-1R was induced by treating the cells with 100nM of GLP-
1 (+) or vehicle (-) for 6 hours. GAPDH is used as a loading control.  
Quantitative analysis of the immunoblots was determined by ImageJ. Each dot represents an independent 
experiment (n=3). Data are expressed as mean ± SEM relative to control levels. Values were normalised 
against the levels of Tubulin. ** p<0.01. P values were determined by two-way ANOVA with Sidak´s multiple 
comparisons test, with a single pooled variance on the normalized values.  
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5.3 Discussion 

MiRNAs can regulate multiple genes within a molecular pathway [566] and this makes them excel-

lent novel targets for the treatment of disease, however, potential off-target effects and safety 

are the main challenges for developing miRNA-based therapeutics [445]. Since miRNA-target in-

teractions can differ substantially between different organisms, tissue or even cell-types [567], 

one of the best way to understand the peculiar function fulfilled by a certain miRNA in a specific 

cell type, developmental stage or even in response to external stimuli is to identify miRNAs direct 

targets [446]. Only in this way miRNA-based therapeutics inducible toxic side effects can be pre-

vented [445].  

The importance of identifying miRNAs direct targets in order to unravel their molecular mecha-

nism of action in specific cell types/tissues led to the development of numerous methods in the 

past few years (More in section 1.5.9).  

For miR-125b direct target identification we decided to combine the data obtained from AGO2-

miRNA-mRNA complex immunoprecipitation followed by high throughput sequencing with a nor-

mal transcriptome analysis, both performed upon miR-125b overexpression in MIN6 cells. Using 

the two datasets I generated a ratio (IP‐RNA/T‐RNA) and I was expecting the direct targets to have 

this ratio >1. Whit this method I was able to identify 180 direct targets of miR-125b in MIN6 cells 

and validated 4 of the one with the bigger ratio.  

Both cWORDs analysis and luciferase assay validations confirmed that our approach was success-

ful. A significant enrichment of miR‐125b seed complementary motifs was observed in the 3’UTRs 

and CDSs of the highly ranked (high RIP-RNA/T-RNA ratio) genes using cWORDs and some of these 

intersections were successfully confirmed using luciferase assay. Nevertheless, our study is not 

without limitations. 

As described before, both total-RNA-seq and RIP-seq were performed in cells in which miR-125b 

was overexpressed between 20 and 100 times and these non-physiological levels of exogenous 

miRNA has been shown to generate high false positive rates [592]. A quick way to overcome this 
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problem could be the use of a control in which miR-125b is silenced using oligonucleotides. How-

ever, if on one hand the overexpression is problematic for the rate of false positive finders gener-

ally due to a non-physiological  stoichiometry  of  the overexpressed miRNA that results in artificial 

repression of non-target genes [593], the inhibition of specific miRNAs using oligonucleotides can 

be challenging if the endogenous expression of the miRNA of interest is high [594]. Interestingly, 

when inhibition of the endogenous levels of miR-15 and miR-16 was performed in parallel to over-

expression experiments, the up-regulation of the mRNA expression induce by the inhibition was 

limited compared to the downregulation obtained by the overexpression [595], suggesting that 

although the latter gives more artefacts, it still allows an easier detection of the targets.  

Overexpression of a specific miRNA can also saturate miRISC and displace other endogenous miR-

NAs [596]. This can certainly be a problem when only total RNA-seq is used to identify a miRNA-

specific molecular function, however, since RIP and RNA-seq approaches were combined, I 

strongly think that the method was able to detect the most important molecular functions miR-

125b in mouse insulinoma cell line. Indeed, when I measured miR-184 and compared its expres-

sion between cells transfected with miR-125b or control mimic, I couldn’t detect any differences 

either before or after immunoprecipitation of the miRISC complex. This indicates that endogenous 

miR-184, although being less abundant of many other β-cell specific miRNAs including miR-125b, 

was not displaced by our approach.  

Another problem could derive from the fact that RIP-seq approach does not require a crosslink 

step, thus the mRNA targets at the time of the immunoprecipitation were not bound covalently 

to AGO2 leading to a missed detection of the ones characterized by a thermodynamically weak 

binding. However, I might have been able to overcome this problem for genes that are regulated 

by miR-125b through RNA degradation since the method considered direct targets all the gens 

with the ratio IP‐RNA/T‐RNA >1.  

An example can be Bmf. As mentioned before this gene has been identified as miR-125b direct 

target in other cells type [581, 597]. In our RNA-seq dataset Bmf is significantly downregulated by 

miR-125b overexpression (Fold-change 0.63 and P = 0.00018), however, in the RIP-seq analysis 
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the fold-change resulted unchanged (0.95). These data were confirmed also in the analysis per-

formed on selected genes selected before preparing the samples for HT-seq. Bmf mRNA levels in 

the input samples were significantly reduced upon miR-125b overexpression, as well as for Them6 

and Hnf4g, however in the IPed samples, where a significant increase of Them6 and Hnf4g was 

clear, for Bmf there was only a tendency, indicating that probably some of Bmf mRNA was lost 

during the manipulation of the samples.   

At the end of the analysis, because the results from both RNA-seq and RIP-seq experiments were 

combined, regardless the fact that Bmf was not enriched in the RIP-seq dataset, it was one of miR-

125b direct target in β-cells with an IP‐RNA/T‐RNA of 1.52. 

The use of quantitative proteomic strategies has also emerged as a key technique for experimental 

identification of miRNA targets [598]. Mass spectrometry-based proteomic approaches allow di-

rect determination of proteins whose levels are altered because of translational suppression and, 

unlike the transcriptome analysis, is also able to identifies targets which suppression doesn’t occur 

as a result of RNA degradation [320, 599]. Moreover, mRNA levels do not necessarily correlate 

with the levels of protein expression therefore determining only the mRNA expression levels can 

be not sufficient [600, 601]. Certainly, the combination of proteomic and transcriptomic can be a 

valid approach to overcome these problematics and gain a better understanding of miRNA role in 

specific cell types or tissues, however the results obtained could still include indirect targets. In-

deed, the addition of mass spectrometry-based proteomic analysis to our experimental approach 

could have been able to reduce the limitations described above. 

In point of fact, I have also been working on the optimization of a method based on the crosslinking 

of miRNAs and their targets, immunoprecipitation of AGO2-miRNA-mRNA complexes and high 

throughput sequencing that is able to identify miRNA-mRNA physiological interactions at single 

nucleotide resolution. For more details see Chapter VI: . 

Nevertheless, amongst the 180 direct targets identified TAZ, M6PR, MTFP1, TOR2A and GNPAT 

were validated using luciferase assay. 
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TOR2A (Torsin Family 2, member A) protein is a member of the AAA+ ATPase superfamily and 

reside in the endoplasmic reticulum and perinuclear space [602] and its role in β-cells has not been 

characterized yet. the precise molecular function(s) of Torsins remain poorly understood also in 

other cell types, however, studies in animal models or cell-based systems suggest that these pro-

teins are mainly involved molecular chaperone/protein quality control, vesicle/protein trafficking, 

cellular architecture, and NE vesiculation/trafficking [603].  

GNPAT (Glyceronephosphate O-Acyltransferase), like TOR2A, has not been characterized in β-

cells, however, its role in other cells has been related to pathways that control metabolism and 

glycerophospholipid biosynthesis. Enzymatic defects in GNPAT has been shown to  disrupt the 

biosynthesis of plasmalogens [604], a subclass of ether phospholipids that are commonly found in 

cell membranes in the nervous, immune and cardiovascular systems  [605], and result in the ac-

cumulation of the fatty alcohols. Plasmalogens can act as a natural antioxidant [606] and lipidomic 

profiling of multiple populations and clinical cohorts has identified decreased levels of plasmalo-

gens to be associated with obesity [607] pre-diabetes and type 2 diabetes [607]. 

TAZ, also called Tafazzin, is an enzyme associated with the rare inherited x-linked disorder Barth 

Syndrome that causes dilated cardiomyopathy, neutropenia and skeletal myopathy resulting in 

death in male infancy or early childhood from septicaemia and/or cardiac decompensation. The 

role of this protein in β-cells hasn’t been identified yet. Mice containing a doxycycline inducible 

shRNA against TAZ were subject to a wide spectrum of mitochondria abnormalities in skeletal and 

cardiac muscles [608-610], whereas knockdown of  TAZ  in yeast [611], mice [612] and in human 

iPSCs-cardiomyocytes [613] was associated with increased production of ROS.  

MTFP1 (Mitochondrial fission process protein 1), also called MTP18, is an integral protein of the 

mitochondrial inner membrane that like TAZ, has an important role in the regulation of mitochon-

drial function [614].  

It has been demonstrated that loss of MTFP1 results in a hyperfused mitochondrial reticulum, 

kidney fibroblast-like cell line whereas its overexpression stimulates fragmentation in mouse and 

human [614-616]. Recently, this process has been associated to a nutrient-sensing mechanism 

where the nutrient/energy/redox sensor mammalian target of rapamycin complex 1 (mTORC1) 

http://pathcards.genecards.org/card/metabolism
http://pathcards.genecards.org/card/glycerophospholipid_biosynthesis
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/inner-mitochondrial-membrane
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has been found to stimulate translation of MTFP1 to control mitochondrial fission and apoptosis 

[615]. MTFP1 was already described as miR-125b target in human monocyte [617]. In these cells, 

by silencing MTFP1 it was shown to promote the elongation of the mitochondrial network and 

lead to apoptosis [617]. In the same cell type, miR-125b has been also shown to attenuate the 

mitochondrial respiration through the silencing of the BH3-only proapoptotic protein  [617]. More-

over, in the thermogenic beige adipocytes, miR-125b-5p has been shown to negatively regulate 

mitochondrial biogenesis and play an important role in the repression of beige adipocyte function 

through the modulation of oxygen consumption and mitochondrial gene expression [618].  

AMPK, direct regulator of miR-125b expression in β-cells, also controls different aspects of mito-

chondrial biology and homeostasis in other cell types [619]. In skeletal muscle It controls mito-

chondrial number through stimulation/inhibition of mitochondrial biogenesis. AMPK activation in 

fact was found to induce mitochondrial biogenesis through activation of nuclear respiratory fac-

tor-1 (NRF-1) [620] whereas inhibition showed a decrease in mitochondrial content [621]. AMPK 

was also found to promotes mitochondrial fission by phosphorylating mitochondrial fission factor 

(MFF) [622] and mitophagy thought activation of the kinase ULK1  upon energy stress [623]. 

By simultaneously regulating mitochondrial biogenesis, fission and mitophagy, AMPK could also 

maintain mitochondrial health in pancreatic β-cells, and this could be achieved, partially, by sup-

pressing miR-125b.Future experiments will need to investigate whether an excessive mitochon-

drial fission/fusion turnover caused by the over- or under-expression of miR-125b could induce 

the formation of defective mitochondria that could then directly impact β-cells functions and 

mimic T2D pathogenesis.  

This might be particularly important because, although only Taz and Mtfp1 have been specifically 

described here, dozens of other genes that control oxidative phosphorylation and other mitochon-

dria functions were identified as direct and indirect targets of miR-125b in β-cells.  

Considering that mitochondrial respiration is a major source of reactive oxidative species (ROS) 

and oxidative stress [624], it is therefore not surprising that defects in mitochondrial function are 

associated with the development of diabetes [624] and that miR-125b could have a role in the 
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development or regulation of these processes. Indeed, further investigations are required to elu-

cidate the underling mechanism involved in this regulation.  

GSEA of genes down-regulated upon miR-125b overexpression revealed that also lysosomal func-

tion together with the secretory pathway, Golgi apparatus and transport were amongst the path-

ways affected. Not much is known about this regulation in β-cells or other cell types, but it is pos-

sible that alterations in the lysosomal function might modulate insulin degradation, whereas 

changes to the secretory pathway would most likely impact insulin maturation and packaging into 

mature secretory granules derived from the trans-Golgi network and might contribute to a re-

duced insulin content. 

According to our data, M6PR, a receptor involved in the intracellular trafficking of lysosomal en-

zymes, is one of the top targets of miR-125b in β-cells. I found that M6PR regulation by miR-125b 

occurs in both mouse and human β-cells and, at least in mouse, take place through the binding of 

miR-125b to the position 851-858 of M6pr 3’UTR. The role of this receptor has not been investi-

gated in pancreatic β-cells yet, however the global M6PR knock-out mouse model is characterized 

by elevated levels of phosphorylated lysosomal enzymes in the bloodstream and accumulates ly-

sosomal material in the lysosomes [625]. Interestingly, a similar phenotype has been observed also 

in Mucolipidosis types II and III, a group of inherited metabolic diseases where abnormal amounts 

of carbohydrates and fatty materials (lipids) accumulate in cells [626]. The primary defect in this 

disease is a partial or complete deficiency in the enzyme N-acetylglucosamine-1-phosphotransfer-

ase involved in the synthesis of the Mannose 6-Phosphate (M6P) recognition marker on lysosomal 

enzymes [626].  

Thus, we hypothesised that by inhibiting M6pr, miR-125b might induce a defect in lysosomal hy-

drolases, that is responsible for an accumulation of lysosomal structures with non-digested orga-

nelles and proteins and could indirectly result in altered Golgi-trafficking and protein processing 

and altered insulin production.  

According to our data miR-125b overexpression in MIN6 cells was responsible for lysosomal ab-

normally enlarged structures. Lysosomal size has been found altered in several human diseases 

[627], however, nothing is known about how this factor can influence lysosomal function in β-cell. 



 183 

In the data presented in this chapter enlarged lysosomes didn’t affect lysosomal mediated degra‐

dation of GLP-1R. These results indicate that perhaps the altered lysosomal structure is not in-

volved in this specific regulation.  

On the contrary, we noticed that, upon miR-125b overexpression, there was an unexpected ten-

dency towards the reduction of SNAP-GLP-1R. This is an exogenous protein expressed by the cells, 

therefore, miR-125b cannot regulate its expression by targeting the 3’UTR. The regulation could 

occur through the CDS however, the fact that GLP-1R RNA levels were unchanged upon miR-125b 

overexpression in the total RNA-seq dataset and it was not enriched in the RIP-seq dataset, indi-

cates that according to our data, GLP-1R is not a target of miR-125b in β-cells and suggests that 

perhaps miR-125b could regulate this important receptor indirectly. Unfortunately, I was not able 

to detect the endogenous levels of GLP-1R in these cells due to the lack of the antibody therefore, 

further investigations are required to elucidate the underling mechanism involved in this regula-

tion. 

In β-cells, AMPK has not been directly linked to the regulation of lysosomal function, however, it 

is known that lysosomes control nutrient sensing and cellular metabolism [583] and that AMPK 

can promote autophagy during starvation to promote cell survival. In fact, by activating autophagy, 

the cells recycle nutrients from organelles, proteins, and different macromolecules that are deliv-

ered to the lysosomes for degradation [588]. It has been shown that AMPK α1 knockout HEK293T 

cells fail to induce activation of the autolysosomes mainly due to interference with the fusion of 

autophagosomes with lysosomes, indicating that AMPK is required for efficient autophagosome 

maturation and lysosomal fusion [628]. It has also been demonstrated that AMPK activity de-

creases in T2D [516] and, not surprisingly, loss of autophagy in the β-cell results in an increased 

incidence of diabetes [629].  Whether elevated miR-125b levels during hyperglycaemia/loss of 

AMPK activity can contribute to this process remains to be studied, however, it is indeed possible 

that AMPK might be necessary for the regulation of autophagy and by targeting miR-125b targets 

involved in the regulation of such process or miR-125b itself we might be able to improve T2D 

pathogenesis. 
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Chapter VI:  eiCLIP 

6.1 Introduction 

Approaches that use first crosslinking and then AGO2 immunoprecipitation followed by sequenc-

ing are powerful tools that allow the identification of miRNAs direct targets. In the past few years, 

not only they have been widely and successfully used for this purpose but have also been imple-

mented to overcome all the limitations present in the previous versions.  

 iCLIP (Individual nucleotide resolution UV cross-linking and immunoprecipitation) can determine 

the interactions between RBPs and RNA targets at nucleotide resolution [630]. This is achieved by 

covalent crosslink between RBPs and RNAs obtained using UV-light and purification of the com-

plexes under stringent conditions. More importantly, the UV crosslink causes reverse transcription 

stalling at the crosslinking site that helps to identify the precise location of the RBP through high 

throughput sequencing of the cDNA [630] (Figure 6.1). 

As shown in Figure 6.1, the single nucleotide resolution of the iCLIP protocol is obtained through 

the circularization of the cDNA fragments, however it has been often observed that this step is 

inefficient [631]. Moreover, it has been reported that when iCLIP was performed by the ENCODE 

consortium at large scale, the generation of valuable libraries was very hard to achieve for many 

RBPs and even harder for the ones that lacked canonical RNA binding domains [631]. 

For this reasons improvement of CLIP protocols is necessary to achieve better results in terms of 

both technical and biological reproducibility, especially in conditions where the amount of availa-

ble sample is limited or the abundance of RBP of interest is particularly low. 

This chapter focuses on the adaptation of enhanced iCLIP (eiCLIP) of AGO2 in human EndoC-βH1 

to identify the precise location of miRISC in human β-cells. This technique is a variation of the iCLIP 

technique developed by our collaborator Dr. Sibley (University of Edinburgh) that doesn’t rely on 
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cDNA circularization to identify the exact position of the crosslinking. By computationally deter-

mining the sequences matching β-cell miRNA seed reagions in the proximity of eiCLIP-identified 

miRISC positions, we aim to define all (or at least, most) the direct target of the β-cell miRNAome. 

 

Figure 6.1: Schematic representation of iCLIP protocol  
Modified from Sibley et al. [9] 
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6.2 Results 

6.2.1 AGO2-eiCLIP optimization in Hela cells 

AGO2-eiCLIP protocol optimization was performed under the guidance of Dr. Sibley. This is a com-

plex, multi-step protocol (Figure 6.2) that is difficult to execute, therefore, we decided to initially 

 

Figure 6.2: Schematic representation of eiCLIP.  
Cells are irradiated with UV-C light on ice, leading to formation of a covalent bond between protein and 
RNA. This is followed by partial RNase digestion and an immunoprecipitation with protein-specific antibod-
ies. For the library preparation and visualization, the RNA is dephosphorylated, a 3′ end fluorescent adapter 
is ligated. The complexes are separated by SDS–PAGE and isolated from a nitrocellulose membrane accord-
ing to the expected size. The protein is then digested by proteinase K, and reverse transcription (RT) is 
performed through the ligation of a biotinylated adaptor. cDNA synthesis is truncated at the remaining 
polypeptide. cDNA molecules are isolated using streptavidin coated beads and free adaptors are removed 
by enzymatic digestion. cDNA libraries are amplified by PCR using specific index that anneal to both 3’ and 
5’ end before the HT sequencing. 



 187 

focus ourselves on the optimization of this protocol on human HeLa cells, which have a higher 

growth rate compared to the EndoC-βH1 cells, using an antibody against the highly expressed RNA 

binding protein heterogeneous nuclear ribonucleoproteins C1/C2 (hnRNPC) that was then used as 

positive control in subsequent experiments. 

6.2.1.1 UV-Crosslinking 

The first step of the protocol requires the covalent binding of the protein-RNA complexes using 

UV-crosslinking. For this step I simply followed the conditions optimized in Huppertz et al. 

[630]:cells grown on 15cm adherent plate (~15.0 x 106 cells) were irradiated with 150 mJ/cm2 at 

254 nm using a Stratalinker UV crosslinker. 

6.2.1.2 Selection of optimal RNAse I treatment 

After UV-crosslink, cells were collected, pelleted and washed for subsequent lysis with the aim of 

exposing the protein-RNA complexes. The RNAs, still bound covalently to the proteins, are then 

partially digested using a controlled amount of RNAse I enzyme. The size of the RNAs obtained 

from this step determines the size of the cDNA library produced for the final sequencing analysis, 

which in turn influences the quality of the data produced by the sequencing. It is therefore im-

portant to carefully optimize it.  

Multiple factors need to be considered when improving this step:  

1) RBP-RNA interactions tend to be quite distinctive; they can be cell-specific and depend on the 

extract and is thus important to optimize this step for each family of RBPs in a cell-specific 

manner.  

2) The size of the final DNA sequence after all the adapters are ligated in order to obtain the final 

cDNA library starting from the RNA fragments needs to be within the optimal range for the 

sequencing step. 

3) In the 80% of the cases [632], the cDNA synthesis performed by the reverse transcriptase 

stops at the position where the short polypeptide has been covalently bound to the RNAs. 

This means that the cDNA molecules produced by this step are half the size of their corre-

sponding RNAs [630]. 
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Taking into account the above, I determined that RNA size between 50 and 300 nucleotides was 

optimal to obtain cDNA libraries of 100-250 nucleotides. Different RNAse I dilutions, ranging from 

1:10 to 1:2000, were tested and samples were subsequently immunoprecipitated using a specific 

antibody against hnRNPC. Dephosphorylation of the 3’ end of the RNAs fragments and subsequent 

ligation of a fluorescent adaptor enabled hnRNPC-RNA complexes visualization on nitrocellulose 

membrane after SDS-PAGE. 

Figure 6.3A (upper panel) displays the image taken using the fluorescent imager Odyssey LI-COR 

CLx, which can detect infrared fluorescence. From the Figure it is possible to identify both hnRNPC 

(~50kDa) and its dimers (~100 kDa) bound to the florescent RNA molecules that are detected by 

the imager as a red smear. Crucially, no signal was observed in the two negative controls in which 

no antibody (No Ab) was used for the immunoprecipitation or no UV crosslink (No UV) was per-

formed on the cells. It is also clear that the smear that represents the RNA molecules is inversely 

proportional to the concentration of RNAse I used for the digestion. Given that the average mo-

lecular weight of 70nt of RNA has been estimated to be ~20 kDa and that the fluorescent adaptor 

is ~45 nt long, the ideal position of RNA-protein complexes that will generate RNA fragment of 55 

nt is ~35 kDa above the expected molecular weight of the protein of interest. 

As shown in Figure 6.3B, RNA fragments of ~50, ~ 100 and ~300 nt were detected when using 

1:250, 1:500, 1:1000 and 1:2000 RNAse I dilutions, respectively, whereas no RNA fragments were 

observed when samples were treated with a 1:10 dilution. This indicates that the fragments bound 

to hnRNPC that emitted infrared fluorescence signal after SDS-PAGE (Figure 6.2A , 3rd lane) were 

smaller than 25 nt, and therefore not detectable on the UREA gel. 

At this point, RNA molecules need to be released from both the nitrocellulose membrane and the 

hnRNPC proteins. The first was achieved using a cutting mask that was produced by drawing a box 

around the protein-RNA signal that started ~15Kda above the molecular weight of hnRNPC. For 

this test the RNAs bound to hnRNPC dimers was not considered. Using a mask, I cut the corre-

sponding nitrocellulose membrane pieces. On the other side, the isolation of the RNA fragment 

from hnRNPC was obtained using proteinase K. The RNA was then purified using phenol chloro-

form and the size of the fragments assessed by running the sample on a urea gel (Figure 6.3A, 



 189 

lower pannel). RNAse I 1:1000 dilution was identified as the optimal dilution to obtain RNA frag-

ments between 50 and 300 nt. 

 

Figure 6.3: hnRNPC eiCLIP protein-RNA complex visualisation and RNase digestion analysis in Hela 
cells 

A. Upper panel shows fluorescent adapter labelled RNA-protein complexes visualised following SDS-PAGE 
using a Li-cor imager in Hela cells. Samples include no antibody (No Ab) and UV-crosslinking (no UV) nega-
tive controls, and a gradient of RNase I concentration/dilutions from which suitable digestions patterns can 
be determined. hnRNP C antibody was used for the immunoprecipitated and the arrows indicate its mon-
omers (~50 kDa) and dimers (~100 kDa). Lower panel shows grayscale version with solid yellow markers 
that indicate regions excised from the membrane using a cutting mask. 
B. RNA size distributions from the different regions and different RNase concentrations cut from Figure 
6.3A. Extracted RNA was denatured and run for 40 minutes at 180V on a 6% TBE-UREA gel. 
 

6.2.1.3 AGO2-eiCLIP in Hela cells 

The same conditions were applied to Hela cells samples when the immunoprecipitation was per-

formed using an anti-AGO2 antibody. Considering how miRNAs repress their targets, after cross-

linking, our protein-RNA complexes were expected to be mainly formed by AGO2 bound to both 
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the miRNA and its target RNA. For this test I only used two dilutions of RNAse I (1:10 and 1:1000) 

and included as positive control a sample in which the immunoprecipitation was performed using 

hnRNPC.  

As showed in Figure 6.4 A (upper panel), RNAse treatment generated a diffused signal of protein–

RNA complexes starting from AGO2 molecular weight (100 kDa). Consistently with previous re-

sults, low dilution of RNAse I enzyme resulted in an almost complete degradation of the RNA, 

whereas dilution 1:1000 resulted in RNA fragments of the desired size. As expected, both No UV 

crosslink (no UV) and no antibody (No Ab) negative controls resulted in no visible RNA. The positive 

control, in which hnRNPC was used for the immunoprecipitation, showed a much higher efficiency 

compared to the samples immunoprecipitated using AGO2. 

In order to further optimize the protocol, an additional control called size matched input (SMI) 

was added. This consists of RNA extracted from the protein-RNA complexes present in the sample 

before the immunoprecipitation and is used to normalize the sequencing results for nonspecific 

background signal coming from a part of the membrane that has an identical size range of our 

RNAs of interest. The addition of this control improves the signal-to-noise ratio of the technique. 

Pieces of the membrane containing the fragmented RNA were then excised using the method de-

scribed in the previous section (Figure 6.4 A, lower panel).  

Since our collaborator’s lab has been working on further refinement and optimization of the pro-

tocol, from this step onward the protocol will differ from the one previously published for iCLIP. In 

fact, this new protocol skips both the size selection of the cDNA products using gel electrophoresis 

and the circularization of the cDNA that is not necessary to obtain single nucleotide resolution. 

Instead, after RNA extraction, the cDNA synthesis is performed using biotinylated primers that 

perfectly anneal to the fluorescent adaptors on the 3’ end of the RNA molecules. Then, the newly 

formed DNA molecules are isolated using streptavidin and the free adaptors are removed from 

the sample through a RecJ enzyme digestion. At this point, another adaptor is ligated to the 5’ end 

of the cDNA molecules and then specific indexes, able to anneal to both 3’ and 5’ end, are used to 

amplify the cDNA libraries by PCR (Figure 6.4 B). Notably, each index is characterized by a unique 

barcode that helps to distinguish different samples when pooled together for the sequencing step. 
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Importantly, in order to obtain a single nucleotide resolution eiCLIP relies on the fact that the cDNA 

synthesis started by the biotinylated primer terminates at the position where the RBP was cova-

lently bound to the RNA target during the crosslink step.  

 Figure 6.4 B reports the cDNA libraries amplified by qPCR. As expected, no libraries were obtained 

from the negative controls No Ab (1A and 1B) and No UV (2) and from the sample treated with 

high amount of RNAse I (3) due to the absence of RNA in the samples. What we indeed obtained 

as expected was detectable cDNA libraries from the samples treated with optimal RNAse I con-

centrations and precipitated with AGO2 and hnRNPC antibodies (4 and 5, respectively), as well as 

the SMI. The libraries produced from the AGO2 immunoprecipitated sample (4) and its matching 

SMI control (6A) were characterized by bigger DNA fragments (150-400nt) when compared to the 

hnRNPC immunoprecipitated sample (5) and its correspondent SMI (6B) where the fragments var-

ied from 150 to 250 nt. In order to obtain the best compromise between the over-amplification of 

secondary products, which normally appear above the expected library size, and a too weak am-

plification of the band of interest that results in low number of reads detected by the sequencer 

[633], the optimal number of PCR cycles was carefully identified using Figure 6.4 B as a guide. For 

these samples, 21 cycles were used. 

For the sequencing analysis that used a NextSeq500 platform, we combined the cDNA library pro-

duced for AGO2 in this experiment with another one produced in a second independent experi-

ment and pooled both with several other libraries generated by our collaborator. Sequencing re-

sults indicated that ~4.5 million reads were obtained with an average length of 41 nt. Of those, ~2 

million reads (45.7%) were uniquely mapped to the Homo sapiens (human) genome assembly 

GRCh38 (hg38). 
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Figure 6.4: AGO2-eiCLIP protein-RNA complex visualisation and cDNA library PCRs in Hela cells 

A. Upper panel shows fluorescent adapter labelled RNA-protein complexes visualised following SDS-PAGE 
using Li-cor imager in Hela cells. Samples include no antibody (Non Ab) and no UV negative controls, 1:10 
and 1:1000 RNase I conditions for samples immunoprecipitated with AGO2 antibody (AGO2 IP), 1:1000 
RNase I conditions for positive control immunoprecipitated using hnRNPC antibody and size matched input 
(SMI) sample. The arrows indicate AGO2 (~100 kDa) and hnRNPC (~50 kDa). Lower panel shows grayscale 
version with solid yellow markers that indicate regions excised from the membrane using a cutting mask. 
B. cDNA libraries prepared using RNA extracted from the regions cut from Figure 6.4 A. 22 cycles of PCR 
were performed to amplify these libraries.  
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6.2.1.4 AGO2 crosslinking occurs between 5-10 nucleotides from miRNA’s seed region 

Our collaborator Nejc Haberman (MRC-LMS, Prof. Lenhard’s lab) computationally interrogated the 

60 nucleotide sequences around the AGO2 crosslinking sites to identify sequences complementary 

to the 7-nucleotide seeds of the most abundantly expressed miRNAs in HeLa [490]. The sequence 

enrichment of the 7-mer reverse complements were plotted as an heatmap (Figure 6.5) where 

the strongest crosslink position, or rather the ones that had the maximum number of reads (max-

imum coverage), were used as the reference point. Maximum coverage was observed at a position 

5-6 nucleotides upstream of the position complementary to most HeLa miRNA-seeds, suggesting 

that the technique was successful in identifying miRNA binding site locations. 
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Figure 6.5: Crosslink between AGO2 and miRNAs occurs at 5-6 nucleotides from seed region 

A. Kmer graph showing the miR-seed enrichment around AGO2 crosslinking for the 11 most abundant miR-
NAs in Hela cells. The Y axis indicates the position (± 30nt) relative to the AGO2 crosslink site. The X axis 
represents the number of reads (Coverage) identified for each motif (defined as 6 nucleotides complemen-
tary to the miRNA seed) 
B. Heatmap showing the miR-seed enrichment around AGO2 crosslinking for the most abundant miRNAs 
in Hela cells. The X axis indicates the position (± 30nt) relative to the AGO2 crosslink site. The Y axis shows 
the name of the miRNAs and seed motif. The colours indicate the relative number of reads (coverage) 
identified as complementary to miRNA seed regions, obtained for each position relative to AGO2 crosslink-
ing (the lighter, the higher).  
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Bed and BedGraph files containing AGO2-crosslink positions were uploaded for the visualization 

of the coordinates of the AGO2 crosslink and the coverage depth (peaks), respectively, on UCSC 

Genome Browser. Figure 6.6 shows the results obtained for the 3’UTR of CDKN1B, a gene that 

encodes for the cell cycle regulator cyclin dependent kinase inhibitor 1B (p27Kip1). 

The major function of p27Kip1 is to arrest cell cycle and it is therefore generally considered a tumour 

suppressor [634]. The physiological role of p27 Kip1 is determined by different post-translational 

modifications [635], for example phosphorylation regulates p27 Kip1 capacity to bind to cyclin-CDK 

complexes and promote their inhibition [636]. However, p27 Kip1 activity can also be regulated by 

changes in its subcellular  localization [637], mRNA translation and/or ubiquitin-mediated prote-

olysis [638]. Not surprisingly, in cancer, p27 Kip1 is often inactivated via impaired synthesis, accel-

erated degradation, or mis-localization [635].  

MiRNAs can also contribute to the cell-cycle dependent regulation of p27Kip1 expression [639]. 

Different miRNAs are predicted to bind CDKN1B 3’UTR (Figure 6.6 A) and some of these predic-

tions have been experimentally validated in different tumour cells lines [640], including human 

cervical cancer Hela cells [641, 642]. Our AGO2-eiCLIP data confirmed that different AGO2 cross-

link sites were found in the CDKN1B 3’UTR (Figure 6.6 B). As an example, Figure 6.5 B shows the 

coordinates of AGO2 crosslink site in proximity of the miR-221 binding site, one of the first miRNA 

to be identified as an endogenous regulator of p27Kip1 protein expression through the inhibition of 

CDKN1B 3’UTR [642]. 
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Figure 6.6: Human CDKN1B locus presents different binding sites for miRNAs  
A. Predicted binding site of miRNAs in the 3'UTR of CDKN1B based on TargetScan 7.2 database.  
B. Genomic region correspondent to the 3’UTR of CDKN1B. In red are reported the coordinates of AGO2 
crosslink sites detected with eiCLIP. The green peaks show the coverage depth of sequencing for each AGO2 
crosslink sites. 
C. Zoom-in of the CDKN1B 3’UTR region that encodes for the binding site of miR-221. The solid red rectangle 
indicates the region that transcribes for the 7nt binding site sequence recognized by miR-221. 
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6.2.2 AGO2-eiCLIP in EndoC-βH1 

Finally, I used the optimized eiCLIP protocol for AGO2 immunoprecipitation  in EndoC-βH1 cells. 

No UV and No Ab conditions were used as negative controls, whereas AGO2 immunoprecipitation 

in Hela cells (Hela AGO2 IP) and hnRNPC in EndoC-βH1 (EndoC-βH1 hnRNPC IP) were used as pos-

itive controls. 

As shown in Figure 6.7A (upper panel), for both Hela and EndoC-βH1 cells low dilution of RNAse I 

enzyme (1:1000) generated a smear of protein–RNA complexes starting from AGO2 molecular 

weight (100 kDa), whereas the signal was almost absent when the cells were treated with lower 

dilutions of the enzyme (1:10). Infrared fluorescence was also absent in No UV and No Ab negative 

controls, as expected. The fragments of membrane with the RNA of interest were excised (Figure 

6.7, lower panel), RNA was extracted from them as described earlier and cDNA libraries were gen-

erated. As shown in Figure 6.7B, with an amplification of 25 cycles I was able to produce AGO2-

eiCLIP libraries from EndoC-βH1 of a size that is comparable to those obtained in Hela cells.  
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Figure 6.7: AGO2-eiCLIP protein-RNA complex visualisation and cDNA library PCRs in EndoC-βH1 
cells 

A. Upper panel shows fluorescent adapter labelled RNA-protein complexes visualised following SDS-PAGE 
using Li-cor imager in Hela and EndoC-βH1. Samples include no antibody (Non Ab) and no UV negative 
controls, 1:10 and 1:1000 RNase I conditions for samples immunoprecipitated with AGO2 antibody (AGO2 
IP) in Hela cells, 1:10 and 1:1000 RNase I conditions for samples immunoprecipitated using AGO2 antibody 
and positive control immunoprecipitated using hnRNPC antibody. The arrows indicate AGO2 (~100 kDa) 
and hnRNPC (~50 kDa). Lower panel shows grayscale version with solid yellow markers that indicate regions 
excised from the membrane using a cutting mask. 
B. cDNA libraries prepared using RNA extracted from the regions cut from figure 6.7 A. 25 PCR cycles were 
performed to amplify the libraries.  
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6.3 Discussion 

Different techniques that use the immunoprecipitation of AGO proteins to directly capture miR-

ISC-bound mRNAs have become available in the past few years (see section 1.6.9 ).  

RIP-based approaches described in Chapter V: are one of the first methods used to identify miR-

NAs direct targets. Although straightforward and useful, RIP-based approaches are characterized 

by a significant false positive discovery rate due to the immunoprecipitation of RNAs that can non-

specifically interact with proteins and that are not eliminated because of the low stringency puri-

fication protocols. Conversely, loose interactions can be lost during the immunoprecipitation and 

important targets remain undetected due to the lack of a covalent binding of Protein-RNA com-

plexes. Moreover, these techniques are typically performed following overexpression/inhibition 

of the miRNA of interest, another approach that can lead to false results due to a displacement of 

other miRNA-mRNA interactions that occur in the cells under normal conditions.  

For these reasons, stabilization of RNA-protein interaction through covalent binding has become 

increasingly popular. Crosslinking and Immunoprecipitation methods (CLIP) use UV to induce pro-

tein–RNA crosslinks preceding immunoprecipitation of miRISC. Many different CLIP assays have 

been developed in the past few years (see section 1.6.9 , however, even with the more sophisti-

cated ones, data reproducibility is still an issue that can be strongly affected by technical differ-

ences between various protocols [643] and by the potential false positives resulted from back-

ground binding [644].  

iCLIP is one of the most recently developed CLIP-based protocols and can be used to determine 

the interactions between RBPs and RNA targets at single-nucleotide resolution [630]. As previously 

mentioned, this result is achieved by the stalling of the protein at the crosslink site during the 

reverse transcription step and subsequent circularization of the cDNA fragments. However, it has 

often been observed that this step is inefficient [631]. Moreover, the generation of good quality 

libraries has also been found very hard to achieve for many RBPs and even harder for the ones 

that lacked canonical RNA binding domains [631]. 
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Dr Chris Sibley’s group has been working on the optimization of the iCLIP protocol and introduced 

a new version named eiCLIP, with the aim to achieve better results in terms of both technical and 

biological reproducibility, especially in conditions where the amount of available sample is limited 

or the abundance of the RBP of interest is particularly low. Under his guidance, I worked in parallel 

to try and optimize this more sophisticated CLIP technique in order to identify all miRNA-mRNA 

interactions in human β-cells using AGO2 immunoprecipitation. 

Due to the complex multi-step protocol that characterizes this technique, we decided to start the 

optimization using high-proliferative human HeLa cells. The results in this chapter show that we 

were able to successfully produce, and sequence, libraries obtained from eiCLIP using an anti-

AGO2 antibody for the immunoprecipitation despite the fact that the RNA recovered was very 

limited compared to when an antibody against the abundant RBP hnRNPC was used. This is be-

cause miRNA molecules are positioned between AGO2 and the mRNA targets and this makes the 

crosslink less efficient. MiRNAs can also interfere with the reverse transcriptase, making the cDNA 

generation less efficient. 

The data analysis carried out by our collaborator Dr Haberman identified that, in Hela cells, AGO2 

crosslink occurs consistently at 5-10 nucleotides from the miRNA seed region. When we looked at 

the CDKN1B locus, a gene that in Hela cells has been shown to be highly regulated by miRNAs, our 

AGO2-eiCLIP data confirmed that different AGO2 crosslink sites were found within the CDKN1B 

3’UTR. Interestingly, also CDKN1B 5’UTR and CDS are characterized by this crosslink sites indicating 

that the regulation by miRNAs might also occur through these regions. 

Nevertheless, it is also possible that the regulation of 5’UTR and CDS might be miRNA independent. 

It has been shown that AGO2 is also present in the nucleus [645] where it regulates gene expres-

sion not only at post-transcriptional level but also by regulating  chromatin modifications and al-

ternative splicing [307, 646]. Ameyar et al. [307], for example, described a mechanism by which 

AGO2 might act through the methylation of histone H3 lysine 9 (H3K9) and the recruitment of the 

spliceosome complex to regulate gene expression. Nevertheless, the details of this mechanism are 

still largely unknown, and more investigations are needed. 
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Argonaute proteins can also regulate transcription by inducing gene silencing [647, 648]. This 

mechanism is well known in Schizosaccharomyces pombe [649] where AGO proteins are only in-

volved in the epigenetic regulation and not in the post-transcriptional gene silencing machinery  

[650]. In the past few years, it has been shown that AGO2 has retained this so-called transcriptional 

gene silencing (TGS) role in mammalian cells and it is necessary for the inhibition of gene tran-

scription mediated by 21-base duplex RNAs called small interfering antigen RNA (agRNA) that are 

normally complementary to gene promoters and can inhibit gene expression by silencing tran-

scription rather than translation [294]. 

Recently, AGO2 has also been found to interact with the ATP-dependent chromatin remodelling 

complex SWI/SN around TSSs of target DNAs while loaded with a novel class of short RNA called 

swiRNA [651]. The authors of this study suggested a role for AGO2 in the establishment of nucle-

osome occupancy on target TSSs, implying that this protein could repress and/or activate tran-

scription [651]. Epigenetic changes play important roles in the normal physiological function of 

pancreatic β-cells indicating that their alteration could contribute to the development of diabetes 

[652].  

It is important to mention that, although AGO2 is the most studied Argonaute [294] and is the only 

AGO to function as an endonuclease in mammals [295, 296], in humans all four AGO proteins 

(AGO1–4) have been associated with almost indistinguishable sets of miRNAs [297-299]. There-

fore, by only analysing the RNAs bound to AGO2, the data described in this chapter lack of infor-

mation about mRNA targets that are normally silenced through other members of the AGO family. 

Moreover, we have also not included the SMI meaning that the signal obtained from the sequenc-

ing was not normalized for sequences that have been unspecifically enriched during the immuno-

precipitation, library preparation or by sequencing bias. It is therefore possible that some of the 

crosslink sites identified by the bioinformatic analysis might not specific.  

Importantly, the AGO2-eiCLIP protocol optimized in Hela cells was successfully applied also in En-

doC-βH1 obtaining cDNA libraries with a comparable size to the one produced in Hela cells. Our 

future aim is to produce more technical replicates that can be therefore sequenced and include 
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the SMI sample that will be used to normalize the sequencing results as a function of the quantified 

background signal. 

We are also considering improving the protocol by introducing a further step named crosslinking 

ligation and sequencing of hybrids (CLASH)[653] where the ends of RNAs associated with the pro-

tein of interest are ligated together. This method has already been used to determine miRNA-

mRNA specific interactions [653]. By using the CLASH protocol, Helwak et al.[653] were able to 

identify ∼15,000 unique miRNA-mRNA interaction sites. Although this might appear a conspicuous 

number, the authors concluded that it was not enough to obtain a reliable comparison of altera-

tions in miRNA targets under changing physiological conditions. They in fact estimated that the 

number of chimeric reads obtained from the sequencing data was quite variable and lower than 

2% of all sequencing reads, mainly because of one of the biggest limitations of the protocol which 

is the low efficiency of RNA-RNA ligation. Further optimizations are thus required in other to adopt 

this new approach.  
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Chapter VII:  Final Discussion  

Diabetes is a complex chronic disease characterized by increased level of glucose in the blood [89]. 

The most common type of diabetes is T2D, representing almost 90% of all the cases. High blood 

sugar (hyperglycaemia) affects people who have diabetes and is the result of a combination of 

insulin resistance in skeletal muscle, liver and adipose tissue and an insufficient secretion of insulin 

from pancreatic β-cells [144]. During the early stages of diabetes, β-cells are still able to compen-

sate from peripheral insulin resistance releasing more insulin. Nevertheless, in frank diabetes, β-

cells lose this compensatory capacity, leading to chronic hyperglycaemia [145]. Diabetic complica-

tions are an important cause of disability, reduced quality of life and death and have heavy impact 

on health care costs [89]. 

AMP-activated protein kinase (AMPK) is a protein that acts as a nutrient and energy sensor, it is 

involved in the maintenance of cellular energy homeostasis and its activation is the suggested 

mechanism of action of some anti-diabetic drugs [654]. At systemic level AMPK activation pro-

motes glucose uptake in muscle [654] and shuts down glucose production by the liver during feed-

ing. In β-cells, AMPK plays a role in the control of insulin secretion [192, 245, 247], as proven by 

the fact that specific deletion of both AMPK catalytic subunits α1 and α2 (AMPKdKO) in mice 

caused altered glucose-stimulated insulin secretion [247]. Nevertheless, the effect of long-term 

activation and the mechanisms of action of this enzyme in the β-cells is still contested. 

MiRNAs, small non-coding RNAs that silence gene expression post-transcriptionally, have also 

been found altered in T2D [397]. MiRNAs expression can change in response to fluctuations in 

glucose levels and this highlights the importance of these little molecules in the rapid physiological 

response to nutrient-induced insulin secretion [389]. Molecular mechanisms by which miRNAs are 

altered in T2D or hyperglycaemia are not known but recent data from our group show that AMPK 

plays a key role in the glucose-mediated regulation of miR-184 [458] and miR-125b (unpublished). 

Many studies have identified the important functions of miRNAs and have shown that the rescue 

or inhibition of aberrant miRNA gene expression patterns could be a valid therapeutic approach 
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for different diseases (Table 1.3). However, paradoxically, transcriptional regulation of miRNAs, 

which is a critical step for the regulation of their expression, remains poorly understood [655]. This 

is due to previous limitations in methodology available to study primary miRNA transcripts com-

bined with the fact that annotation of miRNA promoters is incomplete [655]. Interestingly, data 

from our group indicate that AMPK might regulate miR-184 [458] and miR-125b (Unpublished) at 

the transcriptional level. Importantly, miR-184 has already been shown to play an important role 

in the regulation of insulin secretion and β‐cell proliferation during compensatory expansion in 

pregnancy and obesity [397, 400]. On the contrary, very little is known about miR-125b function 

in β‐cell.  

Therefore, with this PhD project I aimed to widen the understanding of the mechanisms underly-

ing glucose and AMPK-mediated regulation of miR-184 and miR-125b and to elucidate miR-125b 

function in pancreatic β-cells. 

I found that in MIN6 cells CTCF binds a region ~25 kb upstream of MIR184, however the regulation 

of this TF binding is not affected by glucose (low sugar vs. normal diet) or the absence of AMPK 

(LKB1KO) indicating that neither glucose nor AMPK regulate miR-184 transcription through CTCF. 

I also found that both glucose and AMPK positively regulate CTCF protein expression in MIN6 cells. 

Since glucose, in turn, also represses AMPK activity, it is possible that this regulation is a mecha-

nism used by the cells to maintain CTCF activity balance.  

In order to identify MIR184 TSS, we have taken advantage of several published datasets of ChIP-

seq histone modifications in mouse islets and combined them with SLIC-CAGE data obtained by 

our collaborators. Using this approach, I identified a region located ~121 Kb upstream of MIR184 

(chr9:89802260-89802328) that presents modifications associated with actively transcribed pro-

moters (SLIC-CAGE/H3K4me3) and is positioned within chromatin regions significantly less acces-

sible in LKB1KO islets. Using this approach, I was also able to establish that the region 78 kb up-

stream of MIR184, which was proposed by others as a potential mir-184 promoter [495], is an 

enhancer. More studies are needed to confirm this region as a miR-184 promoter. However, the 

reduced accessibility in LKB1KO islets could indicate that, as hypothesised, AMPK might induce 
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miR-184 expression at transcriptional level through the regulation of a TF binding. By understand-

ing this regulation, we could also learn more about the mechanisms that characterize the activa-

tion of AMPK in β-cell. As mentioned before, its activation is a suggested mechanism of action of 

some anti-diabetic drugs [654], however the effect of long-term activation and the mechanisms 

of action of this enzyme is still contested in β-cell. MiR-184 expression in human pancreatic islets 

is considerably higher if compared to other tissues such as liver and skeletal muscle [467], indicat-

ing that some of the effect of this AMPK-mediated regulation might be β-cell specific. It has been 

shown that its expression is downregulated in prediabetic and diabetic mice [397] and its silencing 

is triggered  by insulin resistance to increase proliferation and accommodate for the elevated de-

mand for insulin [400]. The activation of miR-184 transcription mediated by AMPK might have the 

opposite role. Indeed, in MIN6 cells, miR-184 has been found to inhibit insulin secretion by target-

ing Slc25a22, a glutamate transporter that plays a role in the control of GSIS [468] whereas, in 

AMPKdKO islets, Slc25a22 expression was found significantly increased [247]. The link between 

AMPK, miR-184 and Slc25a22 in the control of insulin secretion has not been investigated yet, 

however it is possible that, by inducing miR-184 expression, AMPK might inhibit insulin secretion. 

This axis could also explain the increased secretion of insulin observed in isolated AMPKdKO islets 

[247].  

Unfortunately, I was not able to clearly decipher the mechanism involved in the AMPK mediated 

regulation of miR-125b expression. Indeed, I found that TGF-β positively regulates this miRNA in 

human islets, however, in MIN6 cells, one of its downstream pathway effectors, SMAD3, had the 

opposite role. In MIN6 cells, SMAD3 was positively regulated by AMPK, whereas its inhibition re-

sulted in a small increase of miR-125b expression. These data suggest that AMPK-mediated regu-

lation of SMAD3 might contribute towards the inhibition of mir-125b expression. Since the effects 

observed were very small, we also concluded that most likely AMPK represses miR-125b expres-

sion through a SMAD2/3 independent pathway, which remains to be identified.  

Interestingly, it has been shown that SMAD3 overexpression is responsible for a reduced GSIS in 

pancreatic islets [563], whereas its constitutive activation increases apoptosis and induces β-cell 

mass loss. Although the role of AMPK in these two processes is still controversial, the fact that 
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when activated it negatively regulates GSIS [242, 243] and promotes apoptosis [656]  suggests that 

AMPK could regulate these pathways through the positive regulation of SMAD3. Further research 

would be necessary to corroborate this hypothesis, especially since the effect of AMPK activation 

on Smad3 was small. 

High levels of circulating miR‐125b have been associated with hyperglycaemia (HbA1c) in predia-

betic [469], T2D [469] and T1D subjects [424] and its expression in islets correlates with the BMI 

of the donors. These data, together with our results showing that islet miR-125b is regulated by 

glucose via AMPK, suggest miR‐125b as a contributor to the development of diabetes. Neverthe-

less, miR-125b function in β-cell has not been fully characterized yet. According to our group pre-

liminary data, miR-125b overexpression in MIN6 cells significantly reduced insulin content, im-

paired GSIS and affected MIN6 cell morphology. At the start of this project, only  two gene targets 

had been proposed in β-cells: cMaf, a positive regulator of glucagon expression [574] and, more 

recently, Dact1, a member of JNK signalling pathway [575].  

As mentioned before, the ability of miRNAs to regulate multiple genes within a molecular pathway 

[566] makes them excellent novel targets for the treatment of disease. However, miRNA-target 

interactions can differ substantially between organisms, tissues and cells. Therefore, we aimed to 

identify miR-125b gene targets in a high-throughput manner, in order to determine the role and 

mechanism of action of miR-125b in β-cells and its potential as a target for the treatment of dia-

betes.  

I used a combined approach in which miR‐125b overexpression in MIN6 cells (vs. control) was 

followed by both total mRNA sequencing (RNA‐seq: T‐RNA) and AGO2 RNA immunoprecipitation 

and sequencing (AGO2 RIP‐seq: IP‐RNA). I generated a ratio between the fold-change obtained by 

the differential analysis carried out on both sequencing data (IP‐RNA/T‐RNA) and considered all 

the genes with a ratio greater than 1 to be miR-125b direct targets. Importantly, the top targets 

identified with this approach revealed that miR-125b in β-cells might have an important role in the 

regulation of lysosomal and mitochondrial functions.  
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Indeed, both lysosomal and mitochondrial function are altered in diabetes. Pancreatic β-cells store 

insulin within secretory granules that undergo exocytosis upon detection of increased glucose lev-

els in the blood. In order to control this process and maintain an adequate insulin secretion, β-

cells activate several adaptive cellular mechanisms, including autophagy [657]. Through autoph-

agy, cells get rid of all the damaged or old granules by delivering them to acidic lysosomes for 

intracellular degradation. Using the same mechanism, β-cells ensures that an optimal intracellular 

turnover of secretory granules is maintained maintained [658] to preserve cell homeostasis [659]. 

However, this process must be balanced as excessive degradation of insulin granules can impair 

β-cell function and cause diabetes [660].  

Stress-induced nascent granule degradation has been associated with β-cell failure in T2D [585]. 

It has also been suggested that a small portion of degradation-derived products could be released 

from the cells, and this could partially explain why proinsulin, the major cargo in nascent granules, 

and other partially degraded granule proteins, including products of insulin degradation, are re-

leased in higher amounts in diabetic patients [661, 662].  For example, deletion of Atp6ap2, an 

essential component of the vascular ATPase required for lysosomal degradative functions, was 

found responsible for a dramatic accumulation of large, multigranular vacuoles in the cytoplasm, 

which resulted in reduced insulin content and compromised glucose homeostasis in β-cells [660]. 

These data suggest that by targeting M6PR, a protein involved in intracellular trafficking of lysoso-

mal enzymes [586], miR-125b might affect lysosomal function [587] and be responsible for a sim-

ilar phenotype observed upon the deletion of Atp6ap2. However, further studies are needed to 

confirm this effect. These should take into account the fact that not only the overall number of 

insulin granules could be affected by the deletion of M6PR but also the ratio between mature and 

immature ones.  Altered ratio between these two types of insulin granules in the β-cells overex-

pressing miR-125b could indicate that this miRNA impacts β-cells insulin processing and/or bio-

synthesis.  

The importance of understanding miR-125b mediated regulation of M6PR could be also extended 

to other cell types where dysfunctional lysosomes cause lysosomal storage disorders (LSDs). The 

scientific community has identified more than 40 types of LSDs, and this number keeps growing. 
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All LSDs are progressive and  can affect different body organs or systems including central nervous 

system, heart, liver, and lungs [663]. Clear evidence indicating dysfunctionality of M6PR in LSDs is 

still lacking but, due to its role, alerting the expression of this protein could improve the enzyme 

replacement therapy strategies and favour the delivery of specific therapeutic compounds to ly-

sosomes. 

Growing evidence indicates that, additionally to lysosomal dysfunction, also impaired mitochon-

drial functions are central contributors to β-cell failure in T2D [664]. It was established several 

decades ago that inhibition of the respiratory chain was responsible for impaired GSIS [665], 

whereas it has more recently been demonstrated that diabetes and hyperglycaemia are responsi-

ble for an impaired glucose-dependent increase of mitochondrial metabolism [666]. Under those 

conditions, high levels of glucose are not able to induce NADH or increase the rate of ATP synthe-

sis, confirming that dysfunctional mitochondria might be responsible for a reduced GSIS [666]. 

Metabolic stress has also been found to induce the production of ROS by β-cell mitochondria 

[667], and this in turn contributes to mitochondria damage and decreased GSIS [668]. 

It is still unclear if mitochondrial function targeting can be used as a therapeutic approach for the 

treatment of T2D, however it might be a viable treatment strategy to improve β-cell function. 

According to the unpublished data produced by other members of our group, overexpression of 

miR-125b induces elongation of mitochondria structures in MIN6 mouse insulinoma cells, whereas 

its inhibition in human β-cells produces the opposite effect with mitochondria appearing more 

rounded. These data indicate that miR-125b could be a key regulator of mitochondrial fission/fu-

sion dynamics in β-cells.  

Fusion–fission balance is crucial for cellular fitness in response to environmental stress and extra-

cellular stimuli [669]. Therefore, it is reasonable to think that alterations of this balance could lead 

to oxidative stress, mitochondrial dysfunction, and metabolic alterations. Indeed, increased frag-

mentation is a common feature of mitochondrial morphology in T2D and it has already been linked 

to overproduction of ROS induced by high glucose levels [670]. Therefore, it is possible that, by 

targeting MTFP1, a protein involved in the control of mitochondrial fission, and other proteins 
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important for various mitochondrial functions, miR-125b might at least partially induce the mito-

chondria dysfunctions observed in T2D. Obviously, further investigations are needed to confirm 

this. 

It is important to mention that MIN6 cells, the model I used for miR-125b direct target identifica-

tion, were originally established from an insulinoma developed in an IT6 transgenic C57BL/6 

mouse line that expresses the SV40 T antigen under the control of the human insulin promoter 

[671]. These cells, in addition to altered gene expression and GCK/HK activity, present also a left-

shifted secretory response [672] indicating that the glucose sensing is altered and suggesting that 

they cannot be considered as true pancreatic β-cells.  

For these reasons it was important for our group to also generate a mice model with β-cell specific, 

inducible, miR-125b overexpression (unpublished). Preliminary data indicate that these mice are 

characterized by severe hyperglycaemia and impaired GSIS in vivo. In vitro, the islets extracted 

from these mice present less insulin content and secretion and the calcium response to glucose is 

impaired. Indeed, data obtained by the identification of miR-125b direct targets described in this 

thesis helped our group to precisely identify which type of investigations were required to under-

stand the mechanisms underlying the phenotype observed in vivo.  

Interestingly, Wei et al. have very recently identified miR‑125b as an important regulator of 

high‑fat diet induced fat accumulation and insulin resistance in mice [673]. The authors generated 

a whole body miR-125b-2 knockout mouse using CRISPR/CAS9 technology and found that the mice 

presented increased liver weight and increased adipocyte volume upon high-fat diet. Moreover, 

in these mice miR-125b-2KO also altered HFD-induced changes in glucose tolerance and insulin 

resistance. Thus, the authors concluded that overexpression of miR-125b might be a novel poten-

tial target for the regulation of fat accumulation, and this strategy might be used to treat obesity 

and diabetes [673]. Our results, on the contrary, demonstrated that overexpression of miR-125b 

in MIN6 cells repress genes important for both mitochondrial and lysosomal function and led to 

lysosomal hypertrophy. These data, together with results observer in vivo where β-cell specific 

miR-125b overexpression impairs glucose tolerance and insulin secretion, strongly suggest that 

uncontrolled miR-125b overexpression will lead to failure of β-cell function and impairment of 



 211 

insulin secretion. Therefore, we can speculate that miR-125b is targeted in a cell-specific manner 

and that the systemic delivery of a miR-125b mimic in order to treat diabetes could not have the 

results expected by Wei et al. but, instead, might be deleterious for β-cell function. This further 

highlights the importance of precise miRNA target identification to accurately consider all the reg-

ulatory networks involved before proceeding with the development of new therapeutic strategy. 

For these reasons, my PhD project also aimed to optimize AGO2 eiCLIP, a sophisticated CLIP tech-

nique that allows the identification of miRNA direct target in an unbiased manner. More than 300 

miRNAs are expressed in β‐cells but very little is known about the specific role of most of them 

and their contribution to T2D pathogenesis. The selection of relevant miRNAs for in-depth studies 

is not always straightforward and can there be very time‐consuming.  

Under the guidance of our collaborator Dr. Sibley, we successfully optimized the AGO2 eiCLIP pro-

tocol initially in the fast-growing Hela cells and subsequently in human ENDOC-βH1 β‐cells. The 

computational analysis performed on the sequencing results obtained in Hela cells confirmed that 

the technique was able to identify AGO2 crosslinking sites and precisely map them within 5-10 

nucleotides from the miRNAs seed region. This information will be most useful to computationally 

determine the miRNAs responsible for the targeting of miRISC to the EndoC-βH1 transcriptome in 

our future experiments. Additionally, the AGO2 eiCLIP cDNA libraries generated in the ENDOCβH1 

cells during this PhD project will be sequenced and results analysed to precisely map the entire 

miRNA targetome in β‐cells.  

Furthermore, when results obtained in wild-type β‐cells will be compared to those obtained in 

models that mimic diabetes we will be able to provide a comprehensive understanding of the role 

of miRNAs and their implication in T2D. Possibly, these results will also aid in the identification of 

new targets for the treatment of this complex and multifactorial disease.  

Remarkably, it is only in the recent years that the role of RBPs dysregulation came to be appreci-

ated in the context of pancreatic endocrine cells function and only a small number of them have 

so far been studied in β-cells [674]. For example, it has only very recently been demonstrated that 

treatment of EndoC-βH1 with cell stressors such as high and low levels of glucose or cytokines can 



 212 

induce dysregulation of many RBPs [675], thus indicating that their dysregulation can contribute 

to the development of diabetes. In this context, our newly optimized eiCLIP protocol could prove 

useful to identify the roles that different RPBs have in the development of diabetes. This rapidly 

emerging field will doubtless provide a new perspective on the therapeutic treatments for the 

extremely complex and multifaceted disease that is diabetes. 

In summary, the results shown in this thesis mainly suggest that miR-125b is an important regula-

tor of the β-cell lysosomal system and mitochondria dynamics and that it might play a critical role 

during hyperglycaemia. These results, together with the ones obtained in vivo by our group, 

strongly indicate that non-targeted administration of miR-125b mimics will lead to defective β-cell 

function and worsen diabetes. Future studies focussed on cell-specific targeting of miR-125b will 

be essential to confirm the potential therapeutic benefit of targeting this miRNA for the treatment 

of diabetes and other metabolic disease.   
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Appendix A: Supplementary Material 

Supplementary Table 1: list of miR-125b direct targets identified using IP‐RNA/T‐RNA ratio 

 
Gene.name FC_T-RNA padj_T-RNA FC_IP-RNA padj_IP-RNA 

IP-RNA/ 
T-RNA 

TargetScan RNAhybrid 

1 Taz 0.9 2.13E-01 2.2 1.31E-05 2.5 x   

2 M6pr 0.8 5.50E-03 2 1.31E-11 2.5 x   

3 Tor2a 0.7 1.55E-03 1.8 8.19E-05 2.5 x   

4 Mtfp1 0.8 1.80E-02 1.9 3.34E-04 2.4 x   

5 Tnks1bp1 0.9 6.07E-01 2.2 2.42E-06 2.4   CDS 

6 Gnpat 0.9 4.40E-01 2.1 7.87E-16 2.3   CDS 

7 Gm47356 0.9 6.02E-01 2 2.47E-03 2.3   3'UTR 

8 Trnp1 1 9.68E-01 2.2 1.03E-09 2.2   CDS 

9 Rhot2 1 9.82E-01 2.1 2.82E-07 2.1 x   

10 Lsm14b 0.9 6.11E-01 1.8 3.61E-05 2   CDS 

11 Mlxipl 0.9 7.43E-01 1.8 3.43E-05 2   3'UTR 

12 Lrrc10b 0.8 2.92E-02 1.5 5.56E-02 2 x   

13 Trabd 0.9 4.16E-01 1.7 6.82E-04 2   CDS 

14 Ceacam1 0.7 1.86E-03 1.3 6.08E-01 1.9 x   

15 Cpne5 0.7 1.58E-02 1.3 6.13E-01 1.9 x   

16 Abtb1 0.8 2.42E-01 1.6 2.50E-02 1.9 x   

17 Nectin2 0.8 1.14E-01 1.6 4.95E-02 1.9   CDS 

18 Gm10125 0.9 8.18E-01 1.7 3.02E-02 1.9     

19 Pex11g 0.8 6.01E-02 1.4 4.86E-01 1.9     

20 Dusp23 0.7 6.32E-03 1.3 7.68E-01 1.9 x   

21 Kcnc2 0.6 4.77E-06 1.1 9.99E-01 1.9 x   

22 Guk1 1 8.96E-01 1.9 3.43E-05 1.9     

23 Mfge8 0.7 1.33E-02 1.3 7.71E-01 1.9 x   

24 Rnf113a2 1.1 4.94E-01 2 6.60E-04 1.8     

25 Stc1 0.8 1.42E-01 1.4 4.06E-01 1.8 x   

26 Src 0.7 1.08E-02 1.3 8.52E-01 1.8 x   

27 Nrm 0.7 3.92E-07 1.2 9.63E-01 1.8 x   

28 Pgap3 0.7 2.08E-04 1.3 8.02E-01 1.8 x   

29 Coch 1 9.54E-01 1.8 3.84E-03 1.8     

30 Rabl6 0.9 3.31E-01 1.6 1.37E-03 1.8 x   

31 Apoo 1.1 6.89E-01 1.9 3.84E-03 1.8     

32 Cyth1 0.9 5.14E-01 1.7 6.47E-04 1.8 x   

33 Gm17167 0.8 4.45E-01 1.5 3.64E-01 1.8     

34 Cd34 0.8 1.23E-01 1.3 6.62E-01 1.8 x   

35 Cbx7 0.8 1.30E-01 1.4 3.79E-01 1.8 x   

36 Brms1 0.8 1.10E-01 1.4 4.28E-01 1.8 x   



 244 

37 Grk4 0.9 7.87E-01 1.6 1.75E-01 1.7     

38 Rnf44 0.8 3.38E-01 1.5 2.50E-02 1.7 x   

39 Pstpip2 0.7 2.19E-03 1.2 9.99E-01 1.7     

40 Syvn1 0.9 3.93E-01 1.5 2.06E-05 1.7 x   

41 Agtrap 0.9 6.01E-01 1.5 2.58E-01 1.7 x   

42 Fam83h 0.7 1.12E-03 1.3 5.43E-01 1.7 x   

43 Them6 0.6 9.79E-04 1.1 9.99E-01 1.7 x   

44 Nudt16 0.8 2.34E-01 1.5 4.02E-01 1.7     

45 Vipr1 0.9 4.99E-01 1.5 4.55E-04 1.7 x   

46 Lypla2 0.9 2.04E-01 1.5 3.68E-02 1.7 x   

47 Gm43960 1 9.38E-01 1.8 2.94E-02 1.7     

48 G6pc3 0.9 5.17E-01 1.5 1.14E-01 1.7     

49 Dis3l2 0.8 1.17E-02 1.4 6.40E-01 1.7 x   

50 Ccdc50 0.8 7.34E-02 1.4 2.33E-01 1.7     

51 Sirt6 0.8 1.87E-02 1.4 6.07E-01 1.7 x   

52 Dnajc14 0.8 1.62E-03 1.4 3.29E-01 1.7 x   

53 Mlycd 0.8 2.50E-03 1.3 7.75E-01 1.7 x   

54 Gm45844 0.9 7.50E-01 1.5 1.96E-01 1.7     

55 Aftph 1 7.47E-01 1.6 1.80E-02 1.7     

56 Dph7 0.9 7.74E-01 1.6 2.09E-01 1.7     

57 Ptpn5 0.7 1.11E-02 1.2 9.99E-01 1.7     

58 Pgp 1 9.80E-01 1.7 3.84E-03 1.7 x   

59 Car8 0.6 3.82E-08 1 9.99E-01 1.7     

60 AU040320 0.8 1.92E-05 1.3 5.33E-01 1.7 x   

61 Rpl35 1.1 8.39E-01 1.7 3.10E-03 1.7     

62 Ppp4r3a 1 7.89E-01 1.6 3.10E-03 1.6 x   

63 Ptpn1 0.8 4.63E-04 1.2 8.05E-01 1.6 x   

64 Sfi1 1 9.54E-01 1.6 1.46E-01 1.6     

65 P2ry6 0.7 2.00E-09 1.1 9.99E-01 1.6     

66 Impdh1 0.8 3.24E-03 1.3 3.79E-01 1.6     

67 St14 0.8 8.75E-02 1.3 7.52E-01 1.6 x   

68 Rps6-ps4 1 9.57E-01 1.7 7.78E-02 1.6     

69 Qsox2 0.8 2.65E-02 1.4 9.57E-02 1.6 x   

70 Gm38025 1 8.90E-01 1.6 2.43E-01 1.6     

71 Acads 0.8 1.83E-01 1.3 4.41E-01 1.6 x   

72 D130040H23Rik 0.8 2.80E-01 1.3 6.73E-01 1.6 x   

73 Gm47102 0.8 4.42E-01 1.4 4.28E-01 1.6     

74 Tlnrd1 0.8 9.73E-02 1.3 5.33E-01 1.6     

75 Creld1 0.8 1.89E-01 1.4 5.17E-01 1.6 x   

76 Sox12 0.6 9.37E-06 1 9.99E-01 1.6 x   
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77 Anp32a 1 9.08E-01 1.6 5.55E-03 1.6     

78 Entpd3 0.9 6.04E-01 1.5 7.78E-02 1.6 x   

79 Lfng 0.8 7.54E-02 1.2 8.45E-01 1.6 x   

80 6030458C11Rik 0.8 8.61E-05 1.2 6.84E-01 1.6 x   

81 Klc2 0.9 5.36E-01 1.4 1.10E-01 1.6 x   

82 Igfbp7 0.7 2.19E-03 1.1 9.99E-01 1.6     

83 Ppt2 0.7 9.35E-05 1.1 9.99E-01 1.6 x   

84 Zfp111 1 8.42E-01 1.5 1.11E-01 1.6 x   

85 Phldb2 0.9 4.55E-01 1.4 3.75E-01 1.6 x   

86 4933421O10Rik 0.8 3.50E-02 1.3 8.00E-01 1.6     

87 Rtn2 1 8.96E-01 1.5 3.72E-02 1.6     

88 Slc37a1 0.7 4.49E-07 1.1 9.99E-01 1.6     

89 Dedd2 0.9 6.82E-01 1.4 2.86E-01 1.6     

90 Lactb 0.8 2.73E-02 1.2 9.99E-01 1.6 x   

91 Dgcr8 0.9 6.18E-01 1.5 3.75E-01 1.6     

92 Dgcr8 0.9 6.18E-01 1.5 3.75E-01 1.6     

93 Gm42785 0.9 6.12E-01 1.4 3.79E-01 1.6     

94 Gm28756 1 9.12E-01 1.5 3.03E-01 1.6     

95 Gm21244 0.9 7.63E-01 1.5 3.90E-01 1.6     

96 Gm15097 1 9.39E-01 1.5 2.58E-01 1.6     

97 4933411E06Rik 0.9 6.20E-01 1.4 5.02E-01 1.6     

98 Mtus1 0.8 5.22E-02 1.3 9.17E-01 1.6 x   

99 Ppp6r1 1 9.60E-01 1.6 8.38E-04 1.6     

100 Fen1 0.9 5.34E-01 1.4 7.17E-02 1.6     

101 Gm44578 1 9.84E-01 1.6 2.29E-01 1.6     

102 Gcnt1 0.8 4.36E-02 1.3 5.01E-01 1.6 x   

103 Pop5 0.9 4.48E-01 1.4 2.43E-01 1.6 x   

104 Gm5860 0.8 2.62E-01 1.3 8.28E-01 1.6     

105 Gm43498 1 9.94E-01 1.6 1.83E-01 1.6     

106 Ap1s3 0.9 7.05E-01 1.5 3.90E-01 1.6 x   

107 Cdh22 0.8 1.80E-01 1.3 6.66E-01 1.6 x   

108 Rce1 0.8 8.06E-02 1.3 6.90E-01 1.6     

109 Gm45159 0.9 8.20E-01 1.5 3.98E-01 1.6     

110 Klhl21 0.8 2.86E-01 1.3 6.93E-01 1.6 x   

111 Atg4d 0.8 4.05E-01 1.3 6.13E-01 1.6 x   

112 Fgfr1 0.7 1.21E-02 1.2 9.99E-01 1.6 x   

113 Zfp488 0.9 7.34E-01 1.5 4.28E-01 1.6 x   

114 Olfr1116 1 9.69E-01 1.5 2.58E-01 1.6     

115 Neurl3 0.7 5.11E-03 1.1 9.99E-01 1.6     

116 Ccdc162 0.9 4.99E-01 1.4 5.82E-01 1.6     
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117 Rabl2 0.8 9.79E-02 1.3 8.78E-01 1.6 x   

118 Stk11ip 0.8 1.86E-03 1.3 9.00E-01 1.6     

119 Mrpl53 1 9.58E-01 1.5 1.05E-01 1.6     

120 C1qtnf1 0.7 2.36E-02 1.1 9.99E-01 1.6 x   

121 Frem2 0.7 5.02E-02 1.2 9.99E-01 1.6     

122 Ecd 0.9 1.53E-01 1.3 4.90E-01 1.6     

123 Zfp385a 0.7 9.75E-03 1.1 9.99E-01 1.6 x   

124 Vps29 1.1 5.36E-01 1.7 5.98E-04 1.6 x   

125 Ano3 0.7 7.66E-03 1.1 9.99E-01 1.6     

126 Spata6 1 8.69E-01 1.5 3.58E-01 1.6     

127 Olfr338 0.9 5.49E-01 1.4 6.03E-01 1.6     

128 Efcab14 0.9 3.01E-01 1.4 3.64E-01 1.6 x   

129 Klf16 0.9 1.52E-01 1.3 5.94E-01 1.6 x   

130 Znhit1 1 8.85E-01 1.5 3.53E-01 1.6 x   

131 Gm48443 0.9 4.04E-01 1.4 5.33E-01 1.6     

132 Churc1 1 9.86E-01 1.5 2.34E-01 1.6     

133 Cep19 0.9 5.23E-01 1.4 5.33E-01 1.6     

134 9930111J21Rik2 0.9 7.85E-01 1.4 3.75E-01 1.6 x   

135 Cnot6 0.8 1.68E-01 1.3 1.44E-01 1.6     

136 Pgpep1 0.9 6.10E-01 1.4 3.85E-01 1.5 x   

137 Npc1 0.8 5.64E-04 1.2 9.77E-01 1.5     

138 Hdac5 0.8 1.51E-01 1.2 9.42E-01 1.5     

139 Ctbp1 0.8 5.11E-03 1.3 4.30E-01 1.5 x   

140 Olfr365 1 9.54E-01 1.5 3.53E-01 1.5     

141 Cchcr1 1 9.36E-01 1.5 3.28E-01 1.5     

142 Olfr552 1 9.40E-01 1.5 3.45E-01 1.5     

143 Sp110 0.9 6.09E-01 1.3 6.48E-01 1.5     

144 Lingo1 0.9 3.12E-01 1.3 4.74E-01 1.5 x   

145 Ppp6r3 0.9 6.18E-01 1.4 2.34E-02 1.5 x   

146 Wdr25 0.9 5.51E-01 1.4 5.33E-01 1.5 x   

147 Prpf18 0.9 3.22E-01 1.4 4.43E-01 1.5     

148 2810039B14Rik 0.9 4.96E-01 1.3 7.08E-01 1.5     

149 Rab17 0.7 5.11E-03 1.1 9.99E-01 1.5 x   

150 Mob2 0.9 3.91E-01 1.4 4.86E-01 1.5 x   

151 1700082M22Rik 0.9 6.20E-01 1.3 7.17E-01 1.5     

152 Cadm1 0.9 3.85E-01 1.3 3.66E-01 1.5     

153 Triap1 0.9 6.87E-01 1.4 3.82E-01 1.5 x   

154 Olfr1328 0.9 7.15E-01 1.4 3.66E-01 1.5     

155 Gm4117 0.9 6.09E-01 1.3 6.39E-01 1.5     

156 Nmnat1 0.9 4.08E-01 1.3 8.19E-01 1.5 x   
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157 Gm43577 0.9 8.64E-01 1.4 4.65E-01 1.5     

158 Gm42927 1 9.41E-01 1.5 3.28E-01 1.5     

159 Zfp697 0.9 5.97E-01 1.3 6.89E-01 1.5 x   

160 Bmf 0.6 1.80E-04 0.9 9.99E-01 1.5 x   

161 Gm45038 0.9 7.95E-01 1.4 4.01E-01 1.5     

162 C130073E24Rik 1 9.63E-01 1.5 3.60E-01 1.5     

163 E130309D02Rik 0.9 7.16E-01 1.4 3.66E-01 1.5 x   

164 Coro2a 0.7 2.98E-04 1 9.99E-01 1.5 x   

165 Mdga1 0.8 1.93E-01 1.2 9.99E-01 1.5 x   

166 Mogs 0.8 5.02E-02 1.2 8.57E-01 1.5     

167 4632415L05Rik 0.9 4.14E-01 1.3 7.13E-01 1.5 x   

168 Gm43190 1 9.60E-01 1.5 3.75E-01 1.5     

169 Prdm11 0.9 6.83E-01 1.4 6.48E-01 1.5 x  

170 Dhtkd1 1 9.86E-01 1.5 3.45E-01 1.5     

171 Vps4b 0.8 5.28E-02 1.2 9.99E-01 1.5 x   

172 Inpp4b 0.8 7.62E-02 1.2 9.99E-01 1.5     

173 Oraov1 0.9 3.69E-01 1.4 6.37E-01 1.5 x   

174 Gm43660 0.9 7.60E-01 1.4 4.19E-01 1.5     

175 Tcp11l2 0.7 1.90E-02 1.1 9.99E-01 1.5     

176 Olfr374 0.9 5.51E-01 1.3 7.86E-01 1.5     

177 Sned1 0.9 8.08E-01 1.4 3.48E-01 1.5 x   

178 Gm16892 1 9.25E-01 1.4 3.75E-01 1.5     

179 Akap2 1 9.44E-01 1.5 2.86E-01 1.5 x   

180 Kcnn2 0.7 5.25E-02 1.1 9.99E-01 1.5     
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Supplementary Table 2: list of genes down-regulated upon miR-125b overexpression in MIN6 

 Gene Name FC padj  Gene Name FC padj 

1 Psme3 -6.3 3.60E-02 43 Ostm1 -3.8 2.90E-02 

2 Cnot9 -5.3 4.67E-02 44 Isg20l2 -3.8 3.99E-02 

3 Clcn4 -5.2 9.60E-02 45 Qsox2 -3.8 2.65E-02 

4 Cep120 -5 3.10E-02 46 Naa40 -3.7 4.42E-02 

5 Mcl1 -5 7.37E-02 47 Map3k11 -3.7 2.39E-02 

6 Lhpp -4.9 7.86E-02 48 Pak1 -3.7 5.31E-02 

7 Map2k7 -4.8 9.27E-02 49 Twistnb -3.7 3.60E-02 

8 AU019823 -4.7 8.13E-02 50 Fhdc1 -3.7 4.42E-02 

9 Fam193b -4.7 8.06E-02 51 Bcl2l2 -3.6 2.75E-02 

10 Esco1 -4.7 5.45E-02 52 Gtf2h3 -3.6 9.04E-02 

11 Galnt11 -4.6 8.43E-02 53 Hspb6 -3.6 4.84E-02 

12 Actl6a -4.6 7.19E-02 54 Zdhhc1 -3.6 5.74E-02 

13 Shc2 -4.6 5.46E-02 55 Tmem108 -3.6 2.87E-02 

14 Sbno2 -4.6 5.79E-02 56 Sh2b3 -3.6 8.26E-02 

15 Epb41l4b -4.5 2.17E-03 57 Dynlt3 -3.5 2.35E-02 

16 C2cd4c -4.4 7.86E-02 58 BC017158 -3.5 1.00E-02 

17 Glt8d1 -4.3 3.90E-02 59 Rabl2 -3.5 9.79E-02 

18 Vwa9 -4.3 3.87E-03 60 Sirt6 -3.5 1.87E-02 

19 Odf2 -4.3 3.18E-02 61 Myo1e -3.5 4.21E-04 

20 Nrip3 -4.3 3.52E-02 62 Smurf1 -3.5 1.25E-02 

21 Trib1 -4.2 7.86E-02 63 4933421O10Rik -3.4 3.50E-02 

22 Tmem198 -4.2 6.76E-02 64 M6pr -3.4 5.50E-03 

23 Ctbp1 -4.2 5.11E-03 65 Amigo2 -3.4 6.41E-02 

24 Ankrd40 -4.2 4.25E-02 66 Gpc1 -3.4 3.90E-02 

25 Flad1 -4.2 7.63E-02 67 Ube3b -3.4 2.87E-03 

26 Lgals8 -4.2 1.16E-02 68 P2rx4 -3.4 4.82E-02 

27 Vopp1 -4.1 5.41E-02 69 Plekho2 -3.4 9.27E-02 

28 Eif1ad -4.1 3.00E-02 70 Knop1 -3.4 1.05E-03 

29 Ccdc50 -4 7.34E-02 71 Traf6 -3.3 9.79E-02 

30 Mfap1a -4 3.63E-02 72 St14 -3.3 8.75E-02 

31 Blzf1 -4 3.83E-02 73 Nin -3.3 3.31E-02 

32 Nudt5 -4 2.39E-02 74 Csmd2 -3.3 3.23E-02 

33 Fam81a -3.9 8.13E-02 75 Rce1 -3.3 8.06E-02 

34 Nemp2 -3.9 9.17E-02 76 Mesdc1 -3.3 9.73E-02 

35 Bcam -3.9 9.81E-02 77 Fam102a -3.3 1.27E-02 

36 Yipf6 -3.9 6.94E-02 78 Entpd4 -3.2 3.90E-02 

37 Gsn -3.9 8.21E-02 79 Tmub2 -3.2 1.04E-02 

38 Mphosph6 -3.9 2.61E-02 80 Pcsk7 -3.2 5.36E-02 

39 Rnpepl1 -3.9 2.91E-02 81 Cyb5r4 -3.2 8.89E-02 

40 Usp12 -3.8 1.67E-02 82 Slc17a5 -3.2 3.04E-02 

41 Dnajc14 -3.8 1.62E-03 83 Adam9 -3.2 2.36E-02 

42 Arl2bp -3.8 9.27E-02 84 Oat -3.2 4.05E-02 
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85 Mpg -3.2 5.11E-03 127 Ttc7b -2.8 4.18E-02 

86 Dis3l2 -3.2 1.17E-02 128 Fam35a -2.8 8.68E-03 

87 Enox1 -3.2 7.69E-02 129 Dnm1 -2.8 1.39E-02 

88 Igsf1 -3.2 5.12E-03 130 Sestd1 -2.8 7.69E-03 

89 Tgfb3 -3.2 6.70E-02 131 Esr1 -2.8 4.84E-02 

90 A530058N18Rik -3.2 1.21E-02 132 Cpne2 -2.8 2.95E-02 

91 Slc25a15 -3.2 4.43E-02 133 Inpp4b -2.8 7.62E-02 

92 Pxn -3.1 7.19E-02 134 Boc -2.8 5.22E-02 

93 Slc35d2 -3.1 8.13E-02 135 Mxd4 -2.8 2.43E-02 

94 Smug1 -3.1 1.58E-02 136 Alg6 -2.8 2.09E-02 

95 Tyk2 -3.1 1.44E-03 137 Gabbr1 -2.7 1.57E-02 

96 Pomgnt1 -3.1 1.44E-03 138 Shtn1 -2.7 5.86E-03 

97 Stk11ip -3.1 1.86E-03 139 Napb -2.7 2.96E-02 

98 Nrep -3.1 2.01E-02 140 Ipmk -2.7 3.13E-03 

99 Lpar2 -3.1 7.18E-02 141 Sp6 -2.7 7.34E-02 

100 Gcnt1 -3.1 4.36E-02 142 Lrrc10b -2.7 2.92E-02 

101 Ccp110 -3.1 1.52E-02 143 Vmac -2.7 2.56E-02 

102 Vwa5b1 -3.1 2.22E-02 144 2310015A10Rik -2.7 5.94E-02 

103 Dock10 -3.1 6.02E-02 145 Mogs -2.7 5.02E-02 

104 Zbtb9 -3 4.01E-02 146 Npc1 -2.7 5.64E-04 

105 Mtus1 -3 5.22E-02 147 Cpn1 -2.7 5.79E-04 

106 Mfng -3 6.76E-02 148 Gm17690 -2.7 5.18E-02 

107 Rgs7bp -3 3.80E-02 149 Nfkbiz -2.7 9.17E-02 

108 Uhmk1 -3 1.53E-03 150 Trim65 -2.6 7.59E-03 

109 Chrm3 -3 9.66E-03 151 Dnaic2 -2.6 9.91E-02 

110 Fam46a -3 8.75E-02 152 Tap2 -2.6 4.60E-02 

111 Chst11 -3 1.27E-02 153 Hdac9 -2.6 8.96E-02 

112 Nup210 -3 7.86E-02 154 Pak6 -2.6 3.31E-02 

113 Lgi2 -3 3.76E-02 155 Lfng -2.6 7.54E-02 

114 Rnf150 -2.9 2.15E-02 156 Lgalsl -2.6 4.33E-02 

115 Dazap2 -2.9 1.53E-03 157 Tmem71 -2.6 3.90E-02 

116 Fam57a -2.9 1.90E-02 158 Mapk12 -2.6 3.88E-02 

117 Pip4k2a -2.9 6.78E-03 159 Enpep -2.6 1.65E-02 

118 Parp9 -2.9 4.08E-03 160 Gc -2.6 6.45E-02 

119 Chfr -2.9 1.44E-03 161 Ermp1 -2.6 4.32E-04 

120 Lipa -2.9 3.66E-02 162 Slc24a3 -2.6 9.66E-03 

121 Rab31 -2.9 4.72E-03 163 Ctso -2.6 8.94E-02 

122 Jun -2.9 5.91E-02 164 Prph -2.6 6.83E-02 

123 Ptprj -2.9 7.91E-02 165 Gcnt2 -2.6 2.06E-04 

124 Impdh1 -2.9 3.24E-03 166 Esyt1 -2.6 7.71E-03 

125 Asah2 -2.9 3.37E-02 167 Mtfp1 -2.5 1.80E-02 

126 Vps4b -2.8 5.28E-02 168 Scarb1 -2.5 9.57E-04 
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169 Cadm4 -2.5 7.60E-03 211 Hsd17b11 -2.3 1.55E-03 

170 Tes -2.5 3.66E-02 212 Faim2 -2.3 6.94E-02 

171 Sidt1 -2.5 5.14E-02 213 Fam83h -2.3 1.12E-03 

172 Ptpn1 -2.5 4.63E-04 214 Dnajc28 -2.3 5.13E-02 

173 Mcfd2 -2.5 3.96E-02 215 Sbsn -2.3 6.37E-02 

174 Pex11g -2.5 6.01E-02 216 Zfp385a -2.2 9.75E-03 

175 Ptp4a3 -2.5 2.24E-04 217 Aass -2.2 5.63E-03 

176 Col11a2 -2.5 7.86E-02 218 Glb1l2 -2.2 1.42E-03 

177 Six1 -2.5 2.18E-02 219 Kcnn2 -2.2 5.25E-02 

178 Mlycd -2.5 2.50E-03 220 Rhbdl3 -2.2 1.27E-02 

179 Vash2 -2.4 7.13E-02 221 Tmem91 -2.2 5.79E-02 

180 Inhba -2.4 8.06E-02 222 Tgfbr3l -2.2 3.61E-02 

181 Rbm41 -2.4 9.03E-02 223 Spry1 -2.2 5.79E-02 

182 Bbs10 -2.4 1.12E-03 224 Ldb3 -2.2 4.04E-02 

183 Brsk2 -2.4 3.60E-02 225 Krt90 -2.2 5.68E-02 

184 Pitpnm3 -2.4 2.32E-02 226 Marveld1 -2.2 5.23E-02 

185 Lactb -2.4 2.73E-02 227 Robo3 -2.2 5.68E-02 

186 Cfb -2.4 2.67E-02 228 Pou6f1 -2.2 4.40E-02 

187 Gpd1 -2.4 2.50E-02 229 Arnt2 -2.2 1.25E-02 

188 Slc1a1 -2.4 9.60E-02 230 Zc3h12a -2.2 4.69E-02 

189 Fam131b -2.4 8.99E-02 231 C1qtnf1 -2.2 2.36E-02 

190 C130074G19Rik -2.4 5.14E-02 232 Klhdc8b -2.2 1.86E-02 

191 Nipal2 -2.4 1.44E-03 233 Mfsd9 -2.2 3.97E-02 

192 Tesc -2.4 3.10E-02 234 Olfml3 -2.2 5.23E-02 

193 Ehd3 -2.4 1.05E-03 235 Asic2 -2.2 3.70E-02 

194 Slc16a6 -2.4 2.24E-04 236 Hs3st5 -2.2 1.71E-02 

195 Fgfr1 -2.4 1.21E-02 237 Rasal1 -2.2 4.77E-02 

196 Fam78b -2.4 6.21E-02 238 Scn4a -2.1 4.27E-02 

197 Golm1 -2.4 1.43E-03 239 Tor2a -2.1 1.55E-03 

198 A930033H14Rik -2.4 6.58E-02 240 B4galnt1 -2.1 1.94E-02 

199 Lrrn3 -2.3 2.91E-02 241 Cnr1 -2.1 2.50E-03 

200 Apmap -2.3 4.32E-04 242 Cartpt -2.1 1.75E-02 

201 Dennd6a -2.3 5.48E-04 243 Rab17 -2.1 5.11E-03 

202 Nov -2.3 8.13E-02 244 Opn3 -2.1 1.39E-03 

203 Eif4e3 -2.3 1.30E-02 245 Pmepa1 -2.1 3.63E-02 

204 Dusp6 -2.3 4.11E-02 246 Popdc3 -2.1 2.43E-02 

205 Cbln2 -2.3 7.43E-02 247 Nxph1 -2.1 7.66E-03 

206 Zfp217 -2.3 9.44E-03 248 Kcnq1 -2.1 3.31E-02 

207 Pros1 -2.3 8.22E-03 249 Ica1l -2 2.32E-02 

208 Npepl1 -2.3 3.45E-02 250 Tmtc2 -2 1.55E-03 

209 Frem2 -2.3 5.02E-02 251 Mfge8 -2 1.33E-02 

210 Gm21685 -2.3 2.56E-04 252 Plppr1 -2 1.27E-02 
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253 Src -2 1.08E-02 

254 Rasd2 -2 1.00E-02 

255 Gbp6 -2 3.10E-02 

256 Tcp11l2 -2 1.90E-02 

257 Nfatc1 -2 1.54E-02 

258 Cyp1a1 -2 2.61E-02 

259 Ptpn5 -2 1.11E-02 

260 Dusp23 -2 6.32E-03 

261 Phlda3 -2 2.32E-02 

262 Slc40a1 -2 9.79E-04 

263 Pgap3 -1.9 2.08E-04 

264 Tex101 -1.9 1.50E-02 

265 Anxa10 -1.9 1.27E-02 

266 Cpne5 -1.9 1.58E-02 

267 Clmn -1.9 2.36E-03 

268 Neurl3 -1.9 5.11E-03 

269 Pstpip2 -1.9 2.19E-03 

270 Gm5105 -1.9 2.88E-03 

271 Arid3a -1.9 1.61E-03 

272 Slc5a1 -1.9 1.17E-02 

273 Satb1 -1.9 3.43E-03 

274 Mmp24 -1.9 1.59E-03 

275 Tacr3 -1.8 7.53E-03 

276 Slc4a11 -1.8 3.43E-03 

277 9030617O03Rik -1.8 7.71E-03 

278 Ano3 -1.8 7.66E-03 

279 D230017M19Rik -1.8 3.70E-03 

280 Ceacam1 -1.7 1.86E-03 

281 Igfbp7 -1.7 2.19E-03 

282 Coro2a -1.6 2.98E-04 

283 Them6 -1.6 9.79E-04 

284 Ngfr -1.5 3.66E-04 

285 Bmf -1.5 1.80E-04 
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Supplementary Table 3: DESeq2 code used to perform differential analysis on RNA-seq data  

### R script that runs DEseq2 using miR125b OE vs C GP 

## Requires two arguments: 

## 1-the name of the outfile (outputName) in which the results returned by R 

should be printed 

## 2-the name of the directory (outfolder)in which the Salmon files are 

located for the specific experiment - It will also be used as the directory 

in which to put the plots produced 

## 3-the p-value selected for experiment 

 

print('Hello there! You made it, you are in R!') 

 

##Tell it to look for arguments 

args <- commandArgs(trailingOnly = TRUE) 

 

##Define the outfile string 

out <- paste(args[2],"/",args[1],sep="") 

 

directory <- args[2] 

adjpThreshold <- args[3] 

 

library(DESeq2) 

library(tximport) 

library(readr) 

library(tximportData) 

 

print('Libraries were loaded succesfully') 

 

print(file.path(directory,"sample_conditions.tsv")) 

sampleInfo <- read.table(file.path(directory,"sample_conditions.tsv"), 

header=TRUE, quote="", sep="\t") 

head(sampleInfo) 

 

print('sampleInfo generated') 

 

sampleNames <- sampleInfo$sample_name 

head(sampleNames) 
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print('sampleNames variables succesfully generated') 

 

files <- file.path(directory,sampleNames,"quant.sf") 

head(files) 

 

names(files) <- sampleNames 

head(files) 

 

print('files and names variables succesfully generated') 

print(file.path(directory,"tx2gene_mm10_cdna_ncrna.csv")) 

tx2gene <- read.csv(file.path(directory,"tx2gene_mm10_cdna_ncrna.csv")) 

print('variable tx2gene succesfully generated') 

 

txi <- tximport(files, type="salmon", tx2gene=tx2gene) 

head(txi$counts) 

 

print('txfiles imported adequately') 

 

rownames(sampleInfo) <- colnames(txi$counts) 

head(sampleInfo) 

 

ddsTxi <- DESeqDataSetFromTximport(txi, colData=sampleInfo, design=~experi-

ment + condition) 

 

library(ggplot2) 

library(RColorBrewer) 

library(vsn) 

library(pheatmap) 

library (gplots) 

 

print('libraries loaded') 

 

dds <- DESeq(ddsTxi) 

 

print('DESeq ran') 

 

normCounts <- counts(dds,normalized=TRUE) 
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print('Printing the counts') 

write.csv(as.data.frame(normCounts),file=paste(out,"_normalizedGene-

Counts.csv",sep="")) 

 

print('Getting results') 

res <- results(dds, contrast=c('condition',"miR_125","C"), alpha=adjpThresh-

old) 

 

print('res looks like:') 

print(summary(res)) 

head(res) 

 

print('ordering and saving results') 

resOrdered <- res[order(res$padj),] 

 

print('resOrdered results written') 

 

pdf(paste0(out,"_MAplot.pdf")) 

plotMA(res,main='DESeq2',ylim=c(-2,2)) 

dev.off() 

 

print ('MAplot written') 

 

rld <- rlog(dds) 

vsd <- varianceStabilizingTransformation(dds) 

nt <- normTransform(dds) 

 

pdf(paste0(out,"_variancePlots.pdf")) 

par(mfrow=c(1,3)) 

print ('variancePlots  written') 

 

notAllZero <- (rowSums(counts(dds))>0) 

 

meanSdPlot(log2(counts(dds,normalized=TRUE)[notAllZero,] +1)) 

 

meanSdPlot(assay(rld[notAllZero,])) 
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meanSdPlot(assay(rld[notAllZero,])) 

dev.off() 

print(rld) 

pdf(paste(out,'_PCA.pdf',sep="")) 

 plotPCA(rld, intgroup=c('condition','experiment')) 

dev.off() 

 

select <- order(rowMeans(counts(dds,normalized=TRUE)),decreasing=TRUE)[1:15] 

 

df <- as.data.frame(colData(dds)[,c('condition','experiment')]) 

 

pdf(paste(out,'_heatmap_normalizedDDScounts.pdf',sep="")) 

  pheatmap(assay(nt)[select,],cluster_rows=FALSE,show_rownames=FALSE,clus-

ter_cold=FALSE,annotation_col=df) 

dev.off() 

 

pdf(paste(out,'_heatmap_RLDcounts.pdf',sep="")) 

  pheatmap(assay(rld)[select,],cluster_rows=FALSE,show_rownames=FALSE,clus-

ter_cold=FALSE,annotation_col=df) 

dev.off() 

 

pdf(paste(out,'_heatmap_VSDcounts.pdf',sep="")) 

  pheatmap(assay(vsd)[select,],cluster_rows=FALSE,show_rownames=FALSE,clus-

ter_cold=FALSE,annotation_col=df) 

dev.off() 

 

colors <- colorRampPalette(brewer.pal(9,'Blues'))(255) 

 

sampleDists <- dist(t(assay(rld))) 

sampleDistMatrix <- as.matrix(sampleDists) 

 

rownames(sampleDistMatrix) <- rld$condition 

colnames(sampleDistMatrix) <- NULL 

pdf(paste(out,'heatmap_distanceBetweenSamples.pdf',sep="")) 

  pheatmap(sampleDistMatrix,clustering_distance_rows=sampleDists,cluster-

ing_distance_cols=sampleDists,col=colors) 

dev.off() 
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res_noNA <- res[complete.cases(res),] 

write.csv(as.data.frame(res_noNA),file=paste0(out,"_results_noNA.csv")) 

 

print ("table with NA results filtered generated") 

 

res_up <- res_noNA[res_noNA$log2FoldChange>0,] 

signThreshold <- adjpThreshold 

 

print ("res_up variable generated") 

 

res_up_sign <- res_up[res_up$padj<signThreshold,] 

res_up_sign <- res_up_sign[order(res_up_sign$padj),] 

write.csv(as.data.frame(res_up_sign),file=paste0(out,"__up_signUp.csv")) 

 

res_down <- res_noNA[res_noNA$log2FoldChange<0,] 

signThreshold <- adjpThreshold 

 

print ("res_down variable generated") 

 

res_down_sign <- res_down[res_down$padj<signThreshold,] 

res_down_sign <- res_down_sign[order(res_down_sign$padj),] 

write.csv(as.data.frame(res_down_sign),file=paste0(out,"_down_signDown.csv")

) 

 

print ("All done :)") 

 

 

print ('MAplot written') 

 

rld <- rlog(dds) 

vsd <- varianceStabilizingTransformation(dds) 

nt <- normTransform(dds) 

 

pdf(paste0(out,"_variancePlots.pdf")) 

par(mfrow=c(1,3)) 

print ('variancePlots  written') 

 

notAllZero <- (rowSums(counts(dds))>0) 
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meanSdPlot(log2(counts(dds,normalized=TRUE)[notAllZero,] +1)) 

 

meanSdPlot(assay(rld[notAllZero,])) 

 

meanSdPlot(assay(rld[notAllZero,])) 

dev.off() 

print(rld) 

pdf(paste(out,'_PCA.pdf',sep="")) 

 plotPCA(rld, intgroup=c('condition','experiment')) 

dev.off() 

 

select <- order(rowMeans(counts(dds,normalized=TRUE)),decreasing=TRUE)[1:15] 

 

df <- as.data.frame(colData(dds)[,c('condition','experiment')]) 

 

pdf(paste(out,'_heatmap_normalizedDDScounts.pdf',sep="")) 

  pheatmap(assay(nt)[select,],cluster_rows=FALSE,show_rownames=FALSE,clus-

ter_cold=FALSE,annotation_col=df) 

dev.off() 

 

pdf(paste(out,'_heatmap_RLDcounts.pdf',sep="")) 

  pheatmap(assay(rld)[select,],cluster_rows=FALSE,show_rownames=FALSE,clus-

ter_cold=FALSE,annotation_col=df) 

dev.off() 

 

pdf(paste(out,'_heatmap_VSDcounts.pdf',sep="")) 

  pheatmap(assay(vsd)[select,],cluster_rows=FALSE,show_rownames=FALSE,clus-

ter_cold=FALSE,annotation_col=df) 

dev.off() 

 

colors <- colorRampPalette(brewer.pal(9,'Blues'))(255) 

 

sampleDists <- dist(t(assay(rld))) 

sampleDistMatrix <- as.matrix(sampleDists) 

 

rownames(sampleDistMatrix) <- rld$condition 

colnames(sampleDistMatrix) <- NULL 
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pdf(paste(out,'heatmap_distanceBetweenSamples.pdf',sep="")) 

  pheatmap(sampleDistMatrix,clustering_distance_rows=sampleDists,cluster-

ing_distance_cols=sampleDists,col=colors) 

dev.off() 

 

res_noNA <- res[complete.cases(res),] 

write.csv(as.data.frame(res_noNA),file=paste0(out,"_results_noNA.csv")) 

 

print ("table with NA results filtered generated") 

 

res_up <- res_noNA[res_noNA$log2FoldChange>0,] 

signThreshold <- adjpThreshold 

 

print ("res_up variable generated") 

 

res_up_sign <- res_up[res_up$padj<signThreshold,] 

res_up_sign <- res_up_sign[order(res_up_sign$padj),] 

write.csv(as.data.frame(res_up_sign),file=paste0(out,"__up_signUp.csv")) 

 

res_down <- res_noNA[res_noNA$log2FoldChange<0,] 

signThreshold <- adjpThreshold 

 

print ("res_down variable generated") 

 

res_down_sign <- res_down[res_down$padj<signThreshold,] 

res_down_sign <- res_down_sign[order(res_down_sign$padj),] 

write.csv(as.data.frame(res_down_sign),file=paste0(out,"_down_signDown.csv")

) 

 

print ("All done :)") 
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