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ABSTRACT
In this paper we propose an approach for adopting the self-healing
paradigm in complex networking environments. We argue that a
straightforward application of self-healing capabilities may have
an adverse effect on incident response due to the ill-understanding
of the state of the system under protection. We sketch how the use
of the Cynefin framework leverages the understanding of complex
systems at the appropriate level of detail. In particular, we show
how the framework can help to understand how the environment
operates and to identify ways to improve its resilience and ability
to recover from failures.
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1 INTRODUCTION
Self-healing is a promising proposition for responding to network
failures, outages, but also malicious threats. Self-healing networks
have drawn researchers’ interests in the last few years due to the ex-
plosive development of machine learning and artificial intelligence,
which are key ingredients of self-healing capabilities [2, 7, 8].

As with all machine leaning enabled technologies, one of the
dimensions of self-healing is the level of supervision [10]. Fully su-
pervised self-healing systems require a high degree of engagement
of the system administrator, whereas unsupervised systems do not.
Within this range, there are also the semi-supervised self-healing
systems that require human intervention in some parts of the work-
flow. However, when it comes to deploying self-healing networks
for countering malicious cyberthreats in particular, such solutions
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are unlikely to perform and offer the envisaged level of robustness
and resilience. This is due to the inherent uncertainty such systems
maintain, originating from the variability of information as well as
from lack of knowledge. Moreover, excessive expertise on a domain
when not managed correctly, may have adverse effects. A represen-
tative example is described in [6], where a game-theoretic approach
revealed that in the case of many security experts being involved in
protecting a network, the overall security is expected to drop. It is
noteworthy that this result was derived following the assumption
of limited information, which in fact in modern complex systems
not only holds, but can be exacerbated due to misinformation.

In this paper it is argued that a self-healing capability in a com-
plex system will need to be introduced along with the transforma-
tion of the incident handling functions that will not only monitor
the target network assets, but the self-healing system itself. As
self-healing is not solely about infrastructure monitoring but also
(automated) response, traditional incident response based on cyber
threat intelligence and network incidents is not appropriate, as the
self-healing agents will be missing contextual information to take
the appropriate decisions. In what follows, we briefly describe the
main aspects of self-healing and propose the directed and adjusted
involvement of a human operator, which should be performed fol-
lowing a decision-making framework. This is in order to allow the
self-healing to process and gradually take over the management of
the “straightforward” security incidents, but include the human in
the loop for the complex and unrecognised incidents.

2 CONTEXT-SUPPORTED SELF-HEALING
Self-healing models are based on distinguishing three main phases:
detection, diagnosis and recovery. Detection refers to the identifica-
tion of suspicious activity. Diagnosis includes root cause analysis
and associates this with a relevant self-healing policy. Recovery
is the process of returning the system to its normal operational
state, following paths and planned adaptations whilst respecting
the constraints of the system [10]. Self-healing architectures are
comprised of the following aspects:

• Network monitoring and intrusion detection. This refers to
the anomaly or misuse detection techniques for identifying
network attacks [3, 5]. There exists a considerable body of
research and state-of-the-art leveraging and evaluating the
performance of machine learning techniques in this domain,
see for example [1].

• Root cause analysis. This refers to the activities during the
diagnosis stage, aiming to identify the root causes that led
to security control failures.

• Failover. Together with root cause analysis, failover enriches
the diagnosis of the self-healing component in order to allow
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Table 1: Context-driven incident response

Characteristics [11] Self Healing Human-in-the-loop Example incidents (indicative)
Si
m
pl
e

Repeating patterns and
consistent events
Clear cause-and-effect
relationships evident to everyone;
right answer exists
Known knowns

Rule based
well-defined
P D T
C E

no engagement
known virus,
anti-virus definitions exist
known IoCs∗

C
om

pl
ic
at
ed Expert diagnosis required

Cause-and-effect relationships
discoverable but not immediately
apparent to everyone;
more than one right answer possible
Known unknowns

“traditional” AI
unsupervised
P D T
C E

P I PI DDoS
Spam

C
om

pl
ex

Flux and unpredictability
No right answers; emergent
instructive patterns
Unknown unknowns
Many competing ideas
A need for creative and innova-
tive approaches

advanced AI
supervised
P D T

P T C
I E PI

Advanced Persistent Threat
(Successful) ransomware

C
ha

ot
ic

High turbulence
No clear cause-and-effect rela-
tionships, so no point in looking
for right answers
Unknowables
Many decisions to make and no
time to think

AI-mediated
D T

P D T
C I E
PI

Zero days
Targeted supply chain attacks

∗Indicator of Compromise. Incident response phase: P Preparation D Detection T Triage C Containment

I Investigation E Eradication PI Post-Incident

the construction of an actionable and practical recovery path
[12].

• Self-optimisation and automated recovery. This is where in-
formation from root cause analysis and the failover plan can
be combined and a course of action is executed for automat-
ically restoring the system. The course of action comprises
system operational activities such as restore from backup,
firewall and network re-configurations, access control up-
dates and so forth. Automated recovery and self-healing in
general is in line with the recent Software Defined Network-
ing (SDN) paradigm [9].

• Adaptability. Although self-healing aims to offer effective
and efficient responses to threats by improving the recovery
window, the added value is the acquired knowledge from an
incident which can feed back to the system and make it more
resilient. From an incident response perspective, this aspect
is related to the post-incident activity and is considered to
be one of the most important part of incident handling [4].

Against the self-healing aspects presented above, we can identify
two emerging themes that are pervasive across all aspects: sense
making and decisionmaking.While the type and level of abstraction
of information may differ between these aspects, the success of
the respective component is related to selecting the right response
from a set of actions. This set may contain more than one correct
and incorrect responses, which can be dictated by the Domain, as
specified by the Cynefin framework below.

2.1 Cynefin for self-healing supported incident
response

Cynefin is a framework for understanding complex systems through
establishing the prevailing context which in turn will enable the
identification of the best choice [11]. Cynefin has gained popularity
in the leadership and (human oriented) management domain as
it allows a team to decide on the best course of action based on
the complexity and uncertainty of a given situation. Cynefin has
five so-called dimensions or contextual definitions namely: simple,
complicated, complex, chaotic, which are surrounding the centre of
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confusion or disorder. Briefly, simple is when the problem is clear
and well-defined and there is a clear solution; this is the area where
best practices can be applied. It is the case of “known unknowns”
and a fully automated recovery process can be applied, without
even requiring any AI involvement. The complicated dimension is
where the problem is characterised of “known unknowns”, requiring
expertise to establish the cause and effect. This dimension is where
AI can perform at its best and offer added value.

The next dimension in line is complex, referring to the “unknown
unknowns”; there are no clear right answers and cause and effect
can be retrospectively established. As such, the system needs to
probe and observe the results in order to determine the best course
of action. We could argue that advanced AI such as Generative
Adversarial Networks could operate at this point, with some human
supervision. Moreover, a digital twin could offer a safe space to
run what if scenarios and explore the best strategy forward for
mitigating adverse actions. The fourth dimension is the chaotic
contextual state, where cause and effect cannot be established even
through probing and observation. At this point AI cannot operate
and self-healing algorithms will most likely cause more problems
than contributing to solutions.

The fifth dimension of disorder is simply a placeholder represent-
ing the situation where there is not enough information to take an
informed decision on identifying which dimension we are in.

Table 1 summarises how the Cynefin framework can be used in
self-healing supported incident response. In addition, given that
a cyber attack is a dynamic event, we consider the time to be a
key factor for progressing from one state or dimension to the other.
As such, when an incident is initially detected, the risk averse
approachwould be to start in disorder and transition to another state
depending on the reliability and amount of information gathered.

3 CONCLUDING REMARKS
We introduced an approach for managing the incorporation of self-
healing in a structure manner and driven by uncertainty and con-
text. Recognizing that there is no one-size-fits-all when deploying
self-healing capabilities, we propose a mapping of the self-healing

involvement on the different Cynefin dimensions. As future re-
search, this mapping can be used to develop appropriate and more
granular incident response playbooks to streamline the interplay
between self-healing and human in the loop.
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