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The increasing prevalence of EV charging poses challenges for power grid stability and 

quality due to high charging load demands. Without effective energy management 

strategies for EV charging, the simultaneous power demand from numerous EVs can strain 

the electric grid, impacting power quality and the wholesale electricity market. To address 

these challenges, this dissertation presents a comprehensive framework comprising five 

critical tasks: analyzing EV charging behavior, optimizing charging schedules, developing 

predictive models, analyzing aggregated impacts, and evaluating implications of predicted 

user behavior on scheduling. By examining EV charging behavior at household and public 

charging stations, this study aims to understand patterns and variations in charging 

sessions. The framework introduces a centralized scheduling approach for household 

charging stations to reduce peak demand and costs, relying on accurate knowledge of EV 

charging behavior. Machine learning and linear regression models are utilized to predict 

session charging parameters, with Random Forest models outperforming other methods, 

yet uncertainties persist in the predictions. The study also investigates aggregate demand 

and connectivity of multiple EV users, revealing the potential to predict aggregate trends 

by incorporating session predictions. Evaluating the day-ahead scheduling framework 

implemented with predicted charging data using actual data highlights challenges in 

meeting user demand due to prediction errors. This research provides valuable insights into 



 
 

EV charging behavior, emphasizing the significance of accurate data for strategic 

scheduling. While machine learning models show potential in predicting EV charging 

behavior, limited correlation between session variables and available information at plug-

in is observed. Challenges arise from errors in session predictions when scheduling EV 

charging for a group of users, suggesting the need for a more decentralized approach. 
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1. INTRODUCTION 

1.1 Overview  

Climate change has emerged as a pressing global issue, prompting numerous efforts to 

mitigate the effects of global warming [1]. The Paris Agreement of 2015 marked a 

significant milestone, with countries committing to reducing their emission levels to 

combat climate change [2]. In line with these objectives, governments worldwide are 

promoting the adoption of electric vehicles (EVs) as a means to decrease reliance on fossil 

fuels in transportation [3]. The EV market has witnessed remarkable growth, and this trend 

is projected to continue in the future [4]. According to the International Energy Agency 

(IEA), global EV sales reached 6.6 million units in 2021, more than double the 3 million 

sold in 2020 and over triple the 2.2 million sold in 2019, indicating a steady upward 

trajectory [5]. Figure 1-1 illustrates the remarkable growth in EV sales over the years. 

 

Figure 1-1: Global EV sales and market share 2010 – 2021 [6]. 
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The substantial progress in the adoption of electric vehicles (EVs) can be attributed to 

the collaborative efforts of policymakers and industry stakeholders in recent years [7]. EVs 

offer users the advantage of being able to drive using electricity alone or in combination 

with fuel, making them an attractive option for environmentally conscious individuals. 

However, the significant increase in EV usage has posed considerable challenges in terms 

of managing the energy demands and the impact on local energy grid load management. 

As depicted in Figure 1-2, the rapid growth in EVs has strained energy grids, necessitating 

effective load management strategies to ensure the stability and reliability of the grid [8]. 

Addressing these challenges is crucial for maximizing the benefits of EVs while 

maintaining a sustainable and efficient energy infrastructure. 

 

  

Figure 1-2: The impact of EV penetration on the distribution system [9]. 



3 
 

The increasing prevalence of EV charging poses challenges to power grid stability and 

quality due to high charging load demands. This situation may necessitate costly upgrades 

to generation capacity and electricity infrastructure. Typically, EV charging loads exhibit 

two peaks per day, corresponding to morning and evening charging sessions when 

individuals plug in their vehicles at work and home, respectively. Without effective energy 

management for EV charging, the simultaneous power demand from numerous EVs can 

strain the electric grid, leading to lower power quality and potential impacts on the 

wholesale electricity market. The storage capacity of new EVs, which is approximately 

100 kWh, is about four times the daily electricity consumption of an average U.S. 

household [8], [10]. These factors highlight the urgency of implementing robust energy 

management strategies to ensure grid stability and mitigate potential negative effects 

caused by the high demand for EV charging. 

Even though an EV battery has a storage capacity of up to 100 kWh, the average daily 

charging requirement is much lower. Typically, an EV only requires a 10-kWh charge or 

approximately 1-1.5 hours of charging at a rate of 7 kW using a level 2 charging station, 

as depicted in Table 1-1. This level of charging is sufficient to meet the average daily 

driving needs of around 30 miles [11]. It is important to note that most EV owners charge 

their vehicles overnight, taking advantage of off-peak electricity rates and allowing for a 

full charge by the morning, ensuring the availability of a fully charged vehicle for daily 

use. 

 

 



4 
 

Table 1-1: Three different power levels of power grid standard of national generating utilities [12]. 

 

Power Level 

Types 

 

Locations  

 

Supply Circuit  

 

Power (kW) 

 

Fully Charge 

Duration 

 BEV/ PHEV 

 

Level 1 

 

Home or Office 

120 VAC 

1-Phase 

(20A) 

1.4kW at 12A-  

1.9kW  

(On-Board) 

12-20Hours/7 Hours 

     

Level 2 Private or Public 

Ports 

240 VAC 

1-Phase 

(40-80A) 

7.7kW-19.2kW 

(On-Board) 

4-6 Hours/3 Hours 

     

Level 3/DC 

Fast-Charging 

 

Commercial 

Stations Like a 

Filling Station 

450VAC/600VDC 

3-Phase/DC 200A/400A  

6.5 kW-240 kW 

(Off-Board)  

 0.5 Hours 

10-15 Minutes 

 

The flexibility in EV charging allows for the implementation of optimized charging 

schedules that can effectively distribute the charging load and mitigate the adverse effects 

of high demand. There is no immediate need to start charging as soon as an electric vehicle 

is plugged into a household charging station, as there is typically enough time available for 

the charging process. By strategically scheduling EV charging, power peaks can be 

avoided, thereby alleviating the strain on power plants and transformers, without the need 

for capacity upgrades to the power grid. 

Research indicates that a significant number of EV users tend to plug in their vehicles 

upon returning home from work, resulting in high peak loads that negatively impact power 

plant and transformer operations. As the adoption of EVs increases, these challenges 

become more pronounced. A case study depicted in Figure 1-3 illustrates the impact of EV 

penetration, showing a 43% increase in power consumption and a staggering 98% increase 

in peak load at 60% EV penetration [13]. These findings underscore the importance of 

implementing effective charging scheduling strategies to manage the growing demand and 

ensure the stability and efficiency of the power grid. 
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Figure 1-3: Impact of EV penetration on the power [13]. 

This increase in peak load can be mitigated by shifting some of these charging sessions 

to off-peak hours. In a controlled charging framework, a utility can directly manage and 

schedule the charging of all EVs connected to the grid. Such control schemes can 

drastically reduce the peak demand caused by EV charging, as shown in the case study 

conducted by Idaho National Laboratory in Figure 1-4 [14]. 

 

Figure 1-4: Case Study, showing the importance of controlled charging [14]. 
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1.2 Problem Statement  

To apply an effective charging schedule for electric vehicles (EVs), utility providers 

require accurate information about when users will connect and disconnect their vehicles, 

as well as the amount of energy they will need. However, this information is often uncertain 

and challenging to obtain directly. Nonetheless, if user behavior follows consistent 

patterns, it may be possible to predict their charging behavior with a certain degree of 

accuracy.  

Therefore, the ultimate goal of this research is to leverage real charging data to 

develop a predictive framework for EV user behavior, and use this framework to 

inform EV scheduling decisions. 

The following section outlines the individual research questions to be answered in 

pursuit of this goal. 

1.3 Research Questions  

The problem statement discussed in the previous section centers around leveraging real 

charging data to develop a predictive framework for electric vehicle (EV) user behavior 

and utilizing this framework to inform EV scheduling decisions. Based on this problem 

statement, the following research questions arise. 

1. “What patterns exist in the behavior of EV users?” By analyzing real charging 

data, an in-depth understanding of the usage patterns exhibited by EV users can be 

obtained. This includes examining the timing and duration of charging sessions, 
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connection durations, and energy consumption. Identifying consistent patterns will 

establish a foundation for predicting future charging behaviors. 

2. “How can real charging data be leveraged to optimize EV charging schedules 

and maximize efficiency?” Through a comprehensive analysis of EV users' 

charging behavior, valuable insights can be derived regarding their preferences, 

needs, and the factors influencing their charging decisions. This information will 

guide the development of an effective scheduling routine that optimally aligns 

charging sessions with user behavior, grid constraints, and other relevant factors. 

Ultimately, this will enhance the efficiency and reliability of EV charging 

infrastructure. 

3. “How can EV charging characteristics be accurately predicted?” Building upon 

the analysis of usage patterns and behavior, one of the key objectives is to develop 

accurate predictive models for forecasting the charging demand of electric vehicles 

(EVs). This entails leveraging relevant features, including historical charging data 

and user-specific characteristics, to train machine learning models. By utilizing 

these models, it becomes possible to predict various aspects of EV charging 

sessions, such as connection duration, charging duration, energy consumed, and 

time until the next session. 

4. “What are the aggregate impacts of EV charging behavior in an area, and how 

well can these be predicted?” Analyzing the total energy demand and identifying 

simultaneous connections from aggregated charging data of EV users within a 

specific geographic area provides valuable insights into the charging behavior. This 
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analysis allows for a better understanding of the energy requirements and the 

occurrence of multiple EVs charging simultaneously. 

5. “If EV charging is scheduled based on predicted behavior, how well can it satisfy 

actual user demand?” Evaluating the performance of the scheduling optimization 

algorithm is essential to ensure that the scheduled charging sessions align with the 

actual timeline and meet users' scheduling preferences. This assessment involves 

examining the algorithm's ability to minimize conflicts, maximize user satisfaction, 

and optimize the utilization of charging infrastructure. By analyzing these factors, 

the scheduling process for EV charging can be refined and improved. 

1.4 Dissertation Framework 

To address the research questions and achieve the objectives of this study, a 

comprehensive research framework is proposed in Figure 1-5.  

 

Figure 1-5: Dissertation framework. 
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The framework encompasses six critical tasks that are essential for leveraging real 

charging data to develop predictive models of EV user behavior and inform EV scheduling 

decisions. These tasks involve data collection and preprocessing, analysis of EV charging 

behavior, scheduling of EV charging, modeling of EV charging behavior, Aggregated 

impacts of EV charging behavior in an area, and implications of predicted user charging 

behavior on scheduling.  

1. Data Collection and Preprocessing 

The data collection process involved gathering charging data from a range of Level 2 

charging ports, specifically single-phase 40A and 240V charging stations. These charging 

stations were selected from both household and public charging infrastructure, ensuring a 

diverse dataset that encompasses different charging scenarios and user behaviors. This 

comprehensive dataset provides valuable insights into EV charging patterns and behavior. 

The collected information includes important features such as start time, end time, 

connection duration, charging duration, idle duration, and energy consumption, enabling a 

detailed analysis of EV charging behavior. 

For the household charging stations, the dataset consists of 275,827 charging sessions 

obtained from 485 charging stations located in Omaha, NE. The data spans from April 

2018 to December 2022, capturing a significant period of charging activity in residential 

areas. 

Similarly, for the public charging stations, the dataset comprises 84,577 charging 

sessions obtained from 160 charging stations located in Nebraska. The data covers a longer 
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timeframe, from January 2014 to December 2022, providing a comprehensive view of EV 

charging behavior in public locations. 

2. EV Charging Behavior Analysis 

Analysis of EV charging behavior has predominantly focused on public charging 

stations, yet understanding home charging behavior is equally important for utility 

companies. The analysis entails examining various aspects, including the start and end 

times of charging sessions, connection duration, charging duration, idle duration, and 

energy consumption.  

3. EV Charging Scheduling 

Building upon the analysis of EV charging behavior, a deeper exploration of the 

relationship between the identified charging patterns and the scheduling of EV charging 

sessions is crucial. This investigation aims to uncover the potential impacts and challenges 

associated with scheduling EV charging, especially considering the anticipated increase in 

the number of EVs connected to the electric grid. This section explores a framework for 

the centralized scheduling of household charging stations, using real unscheduled charging 

data as a baseline for user behavior. A single-day scheduling model is presented, and 

potential improvements in electricity cost and peak load are examined at multiple levels of 

EV penetration.  

4. EV Charging Behavior Modeling 

The EV Charging Behavior Modeling section focuses on the process of developing 

predictive models using machine learning techniques. The modeling process involves 
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several key steps, including data preprocessing, feature engineering, model selection, and 

model training and evaluation. In this study, three machine learning algorithms, namely 

Random Forest (RF), XGBoost, and Artificial Neural Network (ANN), along with Linear 

Regression, were utilized to predict four important outputs: connection duration, charging 

duration, energy consumption, and the time until the next charge. These models leverage 

the collected charging data to capture complex relationships between various input features 

and the desired output variables.  

5. Aggregated Impacts of EV Charging Behavior in an Area  

The analysis of electric vehicle (EV) user behavior within a specific geographical area 

is a crucial aspect to explore after gaining insights from EV charging demand prediction at 

the session level. This section focuses on studying charging demand and the number of 

simultaneously connected vehicles in a specific region or community. By analyzing EV 

user behavior, valuable insights can be gained regarding peak demand periods and the 

utilization of charging infrastructure. The analysis includes examining the distribution of 

charging events across various timeframes, such as day, week, or year, to identify peak 

demand periods and potential grid stress. Session-level models are employed to predict 

charging demand and the number of simultaneously connected vehicles in the studied 

region. 

6. Implication of Predicted User Charging Behavior on Scheduling 

To achieve a practical and effective charging schedule, the integration of predicted data 

is crucial. This section focuses on incorporating session predictions, such as connection 
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duration and charging duration, into the deterministic scheduling process. The schedule's 

effectiveness will be assessed based not only on its ability to minimize peak demand and 

lower electricity costs, but to meet the actual charging demand of EV users.  

1.5 Advancements in the State of Research - Contributions of the Study 

This study significantly advances the research on EV charging scheduling optimization 

by presenting a framework for centralized scheduling of household charging stations. The 

framework aims to minimize peak demand, reduce electricity costs, and meet the charging 

demands of EV users. Through an analysis of the trade-offs between peak load reduction 

and cost optimization, the study sheds light on the complexities of scheduling charging 

sessions. Moreover, the research leverages predictive modeling techniques, including 

random forest, XGBoost, artificial neural networks (ANN), and linear regression, to 

accurately predict crucial charging parameters such as connection duration, charging 

duration, energy consumption, and time until the next charge. By examining charging 

behavior at both household and public charging stations, valuable insights into charging 

patterns and preferences are obtained. By incorporating predicted user behavior into the 

scheduling process, the study enables more efficient resource allocation and enhances the 

overall efficiency of the charging infrastructure. These advancements have significant 

implications for grid management, cost efficiency, and user satisfaction, thereby 

facilitating the wider adoption of electric vehicles and fostering sustainable transportation 

systems. The contributions of this study can be summarized as follow: 

• This study addresses a significant gap in the existing literature by incorporating 

household charging data, which has been relatively understudied compared to 
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public charging data. By including this unique dataset, the research provides 

valuable insights into EV charging behaviors in residential settings. This fills 

an important gap in the literature and contributes to a more comprehensive 

understanding of the impact of residential charging on the local electricity grid. 

• This study introduces a novel set of input features for the predictive modeling 

of EV charging sessions. By extracting additional features from the historical 

behavior of each user, including the cumulative mean, minimum, maximum 

values of the outputs, and number of charging sessions, the study aims to 

enhance the categorization and prediction of charging behavior. These features 

provide valuable insights into user charging patterns and contribute to 

improving the accuracy of the predictive models.  

• This study predicts EV charging behavior without relying on unique user IDs 

as a specific variable. By taking a broader approach and focusing on the 

statistics of arbitrary users rather than individualized relationships, the study 

provides insights into the general patterns and dynamics of EV charging 

behavior.  

• This study focuses on modeling the aggregated impacts of EV charging 

behavior within a specific area. By considering the collective effects of multiple 

users charging simultaneously, the research aims to understand the broader 

implications on the local electricity grid and associated challenges. The 

developed predictive models provide insights into the overall charging patterns, 
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peak demand periods, and utilization of charging infrastructure in the given 

area.  

• This study proposes a framework for the centralized scheduling of household 

charging stations, which aims to address the challenges of peak demand 

management and cost optimization while meeting the charging demands of 

individual users. The novelty of this framework lies in its ability to consider the 

specific requirements and preferences of each user while optimizing the overall 

charging schedule. By integrating predictive models, optimization algorithms, 

and user preferences, the framework provides a comprehensive and efficient 

solution for coordinating household charging activities to achieve a balanced 

reduction of both peak load and cost. 

• This study incorporates predicted user behavior into the scheduling of charging 

sessions, leveraging the developed predictive models for charging behavior. 

This approach contributes to more realistic and proactive scheduling strategies 

that align with the expected behavior of EV users. Additionally, the study 

quantifies the influence of prediction accuracy on charge scheduling, exploring 

the impact of prediction quality on the effectiveness of the scheduling 

outcomes. 
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1.6 Dissertation Organization  

The dissertation is organized as follows: 

Chapter 1-  Introduction  

Chapter 2-  provides a comprehensive literature review that explores the existing body 

of knowledge related to EV charging behavior and scheduling. The literature review covers 

topics such as EV charging behavior analysis, predictive modeling techniques, scheduling 

algorithms, and optimization approaches. 

Chapter 3-  In this chapter, an analysis of EV user charging behavior at both household 

and public charging stations is conducted using real data obtained from accessible Level 2 

charging ports in the state of Nebraska. 

Chapter 4-  In this chapter, a framework for the centralized scheduling of household 

charging stations is proposed using real unscheduled charging data as a baseline for user 

behavior with the goal to minimize peak load and electricity costs while satisfying user 

demand.    

Chapter 5-  In this chapter, a novel data-driven framework is proposed to predict the 

EV charging behavior after a charging session starts. This approach is validated using a 

dataset consisting of five years of charging events collected from household charging 

stations in Omaha. Nebraska. 

Chapter 6- In this chapter, the simultaneous charging of multiple EV users is 

examined. The analysis focuses on total energy demand and simultaneous connections, 

using both actual and predicted session behavior. 



16 
 

Chapter 7-  This chapter focuses on evaluating the effectiveness of the scheduling 

optimization algorithm in aligning the charging sessions of electric vehicles with the actual 

timeline and satisfying users' scheduling preferences.  

Chapter 8-  This chapter serves as the conclusion of the dissertation, where the findings 

are summarized, and recommendations for potential future research directions are 

presented.  
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2. LITERATURE REVIEW  
 

The literature review on EV charging behavior provides a comprehensive analysis of 

the existing research aimed at understanding, predicting, and optimizing the charging 

behavior of electric vehicles. This body of work explores various aspects related to EV 

charging, predictive modeling, and scheduling optimization. The studies reviewed employ 

diverse methodologies, ranging from data-driven approaches to machine learning models, 

to analyze and predict key factors such as charging duration, connection duration, arrival 

and departure times, and charging demand. These models utilize a wide range of input 

features, including historical charging data, temporal factors, user preferences, and 

charging infrastructure characteristics. The findings highlight the complex interplay 

between EV users, charging infrastructure, and the power grid, underscoring the need for 

accurate predictions and intelligent scheduling algorithms to mitigate peak demand, 

manage grid stability, and optimize charging efficiency. 

2.1 Impact of Electric Vehicles on Electric Grid  

The increasing adoption of electric vehicles (EVs) brings both opportunities and 

challenges to the electric grid. While EVs offer environmental benefits, their charging 

behavior can have a significant impact on grid stability and reliability. The rise in electricity 

demand for charging, especially in low-voltage systems, can lead to conflicts and affect the 

lifespan of transformers [15]. 

Studies have shown that the introduction of EVs can result in a considerable increase 

in transformer Loss of Life (LoL). For example, in [16], a 10X increase in LoL was 
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observed when EVs were introduced, and the annual LoL in urban areas could increase 

from 0.002 to 0.014. Interestingly, the charging scenario, whether slow or fast charging, 

has a contrasting effect on power equipment strain. Slow charging, typically done at home 

during peak afternoon hours, puts more strain on power equipment compared to fast-

charging during off-peak hours. 

Furthermore, EV usage can accelerate the aging of Distribution Transformers (DT), as 

analyzed in [17] for an apartment complex with EV chargers. Realistic EV charging 

demand profiles were generated, and it was found that DT aging could be expedited by up 

to 40% with an EV penetration ratio of up to 30%. The study also highlighted the potential 

benefits of integrating PV sources to enhance DT reliability. 

It is important to consider realistic charging profiles when assessing the impact of EV 

load on the grid. In [18], the effects of real charging profiles, particularly peak demand, 

were examined to gain a better understanding of where and how charging occurs. This 

dynamic analysis provides insights into potential challenges and opportunities associated 

with EV charging. 

The concerns regarding EV charging impacts were reiterated in [19], where it was 

shown that frequent charging throughout the day can significantly affect the performance 

of distribution transformers. Even with a low number of EVs in the transportation sector, 

the addition of more public fast chargers can lead to transformer overloading. 

Uncoordinated EV charging patterns can significantly worsen the impact on the electric 

grid, necessitating costly upgrades and investments. This uncontrolled behavior strains the 
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infrastructure, potentially leading to increased electricity prices and grid instability. To 

successfully integrate EVs into the grid, accurate understanding and prediction of charging 

behavior are essential. This knowledge helps identify challenges, develop efficient 

strategies, and mitigate the impact on the grid. Intelligent charging scheduling and 

optimization techniques enable distribution of the charging load, aligning it with low-

demand periods and maximizing renewable energy utilization. 

2.2 Understanding EV Charging Behavior 

Research on electric vehicle (EV) user behavior has made significant contributions to 

understanding the adoption and usage of electric vehicles. These studies have explored 

various factors influencing EV adoption, including charging infrastructure availability, 

socio-economic factors, policy incentives, and socio-cultural and environmental factors. 

Surveys and interviews have been utilized to capture EV user perceptions and experiences, 

while quantitative methods such as data analysis and modeling have examined charging 

patterns and identified influencing factors. The choice of methodology depends on research 

objectives, available data, and the desired level of detail. Mixed-methods studies that 

integrate quantitative and qualitative approaches provide a comprehensive understanding 

of EV user behavior by capturing both statistical patterns and contextual nuances. Overall, 

the existing literature on EV user behavior has provided valuable insights into the complex 

dynamics of EV adoption and usage, informing strategies and policies for the widespread 

adoption of electric vehicles. 

In [20], researchers analyzed charging data from a large-scale EV fleet and identified 

distinct clusters of charging behavior based on user profiles, charging locations, and 
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durations. This analysis provided insights into peak charging periods and opportunities for 

load balancing and optimizing charging infrastructure placement. Similarly, authors in [21] 

conducted a comprehensive analysis of EV user behavior in an aggregated area, examining 

charging data from residential, workplace, and public charging stations. The study 

highlighted the importance of understanding charging patterns for effective load 

management and grid stability during peak demand periods.  

A different perspective was taken in [22], where researchers explored the impact of 

pricing structures on EV user behavior. They investigated the response to time-of-use 

pricing and observed a shift towards off-peak charging. The study demonstrated the 

potential of pricing mechanisms to incentivize desired charging behaviors and support grid 

management objectives.  

User satisfaction and preferences in EV charging were the focus of [21]. Through 

surveys and user feedback analysis, factors influencing satisfaction were identified, such 

as charging speed, convenience, and availability of charging stations. This study 

emphasized the importance of considering user-centric design in developing charging 

infrastructure and services.  

Future charging demand estimation was addressed in [23], where predictive models 

were developed to forecast EV charging demand. By considering factors such as EV 

adoption rate, user behavior, and charging infrastructure growth, the models provided 

insights for grid planning and infrastructure expansion.  
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Real and simulated datasets have been employed to analyze EV charging behavior in 

various studies. For example, [24]–[26] analyzed real data from public charging stations to 

identify correlations between EV driver behavior and charging patterns. The start time of 

charging sessions was found to be related to energy consumption and session duration. In 

[27], a dataset of 400,000 charging sessions in Netherlands was collected, and a Monte 

Carlo model was applied for trip data simulation.  

Authors in [28] employed probability density functions based on Gaussian Mixture 

Models (GMMs) to determine EV charging metrics. The analysis of users' charging 

behaviors to study the hourly electricity demand profile was the focus of [29]. An algorithm 

was developed to predict changes in EV charging demand over time, considering the time 

and location of charging sessions.  

In [30], [31] a load profile for charging EVs was generated using information from 

travel surveys, taking into account similarities between EV and conventional vehicle travel 

behavior. Charging behavior concerning start time and location was found to be influential 

in several studies, such as [24], [25], [32], and [33]. EV charging behavior on weekdays 

and weekends was analyzed in [33] using charging station and travel data from six 

European countries to predict the electricity capacity required for charging EVs. 

Challenges in the electric network resulting from EV charging were predicted in [34] using 

data from charging points, tracking the charging and travel behavior of real EV users over 

more than two years.  

The majority of research on EV charging behavior has predominantly focused on public 

charging stations, overlooking the significance of home charging behavior for utility 
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companies. However, with the expected surge in EV adoption, understanding residential 

charging patterns becomes crucial due to the potential strain it can impose on residential 

grids. Although existing studies have provided valuable insights into EV charging 

behavior, there remains a need for a comprehensive analysis and modeling approach to 

enhance our understanding of EV user charging behavior. 

To bridge this gap, this study aims to undertake an in-depth analysis of EV charging 

behavior by leveraging a diverse dataset collected from both public and household charging 

stations. By incorporating data from these two sources, the study can capture a wider range 

of charging scenarios and user behaviors, providing a more comprehensive understanding 

of EV charging patterns. 

2.3 Predictive Modeling of EV Charging Behavior 

Predictive modeling of EV charging behavior has been a topic of interest in recent 

years, with researchers exploring various approaches and methodologies to develop 

accurate models [26], [35]–[41]. Supervised machine learning techniques, such as decision 

trees, random forests, support vector machines (SVM), and artificial neural networks 

(ANN), have been commonly employed in these studies. 

One study by [42] used machine learning algorithms, including XGBoost, to predict 

the departure time of EVs based on a dataset of over 100,000 charging sessions. The model 

achieved a mean absolute error (MAE) of 82 minutes for departure time prediction. 

Another study [43] focused on predicting the arrival and departure times of EVs using a 

dataset from UCSD, with mean absolute percentage errors (MAPE) of 2.85% for arrival 

time prediction and 3.7% for departure time prediction 
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Ensemble models were utilized in [37] to predict whether EVs in a household would 

be charged the next day and the hours of charging. Random Forests (RF), Naive Bayes 

(NB), and Artificial Neural Networks (ANNs) were combined to achieve a high true 

positive rate (TPR) and accuracy for these predictions. In a different approach, [44] 

employed mean estimation and logistic regression to predict user behavior in terms of start 

time, session duration, and energy consumption. The predictions aimed to stabilize the 

power grid, although the performance was not evaluated. 

Regression models have also been utilized for EV charging behavior prediction. In 

[26], XGBoost outperformed linear regression, random forest (RF), and support vector 

machine (SVM) models in predicting energy requirements using public charging stations 

data. The study achieved a high R² score and mean absolute error (MAE) on the test set. 

Some studies have gone beyond analyzing user behavior and attempted to predict 

various charging outcomes. For example, [45] proposed a model to represent the common 

behavior of EV drivers using real EV data, exploring the statistical characteristics of 

charging duration, vehicle connection duration, and EV demand profile. The study 

highlighted the impact of behavioral parameters on congestion status at charging stations. 

Anticipating EV charging demand and addressing resulting challenges have also been 

explored. [46] designed an urban fast-charging demand forecasting model based on a data-

driven approach and human decision-making behavior. The model effectively predicted 

the spatiotemporal distribution characteristics of urban fast-charging demands. [47] 

developed a data-driven method to predict the popularity of charging infrastructure using 

Geographic Information Systems data. 
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Finally, [35] compared different regression methods for determining the idle time of 

vehicles using data from Netherlands, finding that XGBoost produced the most accurate 

predictions. 

In addition to supervised machine learning techniques, deep learning models have 

indeed gained significant attention in the predictive modeling of EV charging behavior, 

leveraging their ability to capture complex patterns and dependencies in data. Recurrent 

neural networks (RNN), long short-term memory (LSTM), and gated recurrent units 

(GRU) are commonly used deep learning architectures in this domain, enabling the 

modeling of temporal dynamics and non-linear relationships. 

One area where deep learning models have been successful is electric load forecasting, 

which is crucial for energy management and operation. In the case of EV charging, short-

term load forecasting is particularly important for smart scheduling, considering the arrival 

and departure times of EV drivers. In [48], deep learning techniques, including LSTM-

based models, were utilized for forecasting charging load at shorter intervals, showing 

superior performance compared to traditional artificial neural network (ANN) models in 

terms of root mean square error (RMSE) and mean absolute error (MAE). 

Hourly charging load prediction at public charging stations was investigated in [49], 

where multiple RNN-based models, including LSTM and GRU, were employed. The GRU 

model with one hidden layer achieved the best performance, with a normalized root mean 

square error (NRMSE) of 2.89%. The study demonstrated the effectiveness of deep 

learning models in capturing the complex patterns in charging load data. 
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For super short-term intervals, such as minute-level data, deep learning models have 

also been applied. In  [36], LSTM outperformed conventional ANNs for load forecasting, 

reducing the forecasting error by more than 30%. The LSTM model achieved the best 

performance with a mean absolute error (MAE) of 0.29 kW and a root mean square error 

(RMSE) of 0.44 kW, highlighting the ability of deep learning to handle high-resolution 

time series data. 

Deep generative methods, such as in [50], have been employed to classify charging 

profiles of EVs based on the distribution of charging arrival and departure times. These 

methods have demonstrated better performance compared to benchmark models like 

Hidden Markov Models (HMMs), indicating the effectiveness of deep generative models 

in capturing charging behavior patterns. 

Clustering techniques, such as k-means clustering, hierarchical clustering, expectation-

maximization (EM) algorithm, Gaussian Mixture Models (GMMs), and DBSCAN, have 

proven valuable in modeling EV charging behavior. These techniques allow for the 

identification of distinct groups or clusters within charging data, providing insights into 

charging patterns and preferences without the need for explicit labels or target variables. 

K-means clustering has been used to categorize user charging behavior into different 

groups based on features like arrival and departure times, as well as the correlation between 

stay duration and energy consumption. This approach was employed in [51], where the 

resulting clusters were used for behavior classification, enabling the identification of 

distinct charging profiles. 
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Similarly, k-means clustering was utilized in [52] to identify patterns in EV charging 

profiles across different UK counties, providing a meaningful segmentation of charging 

behaviors. Hierarchical clustering has also been effective in revealing distinct groups, as 

shown in [53], where clusters representing different types of chargers were identified. 

GMMs and BMMs offer a probabilistic approach to clustering, allowing for more 

nuanced representations of charging behaviors. GMMs have been used to uncover clusters 

representing different charging scenarios in [54], while BMMs were applied in [55] to 

capture the underlying structure of charging profiles. 

DBSCAN clustering has revealed distinct clusters representing different charging 

scenarios, providing valuable insights into the diverse patterns exhibited by EV users [56]. 

GMMs were utilized in [57] to generate EV profiles based on charging events, capturing 

the underlying distribution of the data. 

Performance evaluation of clustering techniques varied across studies. Some studies 

employed non-parametric statistical estimation techniques such as Kernel Density 

Estimation (KDE) and Dirichlet Kernel Density Estimation (DKDE) for predicting session 

duration and energy consumption [58] and [59]. The DKDE method demonstrated superior 

performance compared to GKDE in these cases. 

In pursuit of enhanced prediction accuracy, hybrid estimators combining different 

estimation techniques have been proposed. For example, a hybrid estimator combining 

GKDE and DKDE was proposed in [60], leveraging the strengths of both methods to 

provide more accurate predictions of charging session duration and energy consumption. 
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Overall, clustering techniques have emerged as powerful tools for understanding EV 

charging behavior. They allow for the discovery of meaningful patterns and groupings 

within charging data, enabling researchers to develop more effective strategies for 

managing charging infrastructure, optimizing resource allocation, and enhancing the 

efficiency and sustainability of EV charging systems. 

In the realm of predictive modeling for EV charging behavior, the existing literature 

primarily focuses on specific aspects such as feature selection, regression models, and 

clustering techniques. However, there is a lack of comprehensive approaches that consider 

multiple factors, such as incorporating additional features from historical behavior, 

exploring the dependence of charging behavior on various variables, and modeling both 

individual and aggregated EV behavior. This study aims to address this gap by adopting a 

holistic approach that combines these elements. By extracting additional features, 

exploring charging behavior dependence, and modeling individual and aggregated 

behavior using supervised machine learning, this research seeks to enhance the accuracy 

and understanding of EV charging predictions.  

2.4 EV Charging Scheduling Optimization 

In the field of EV charging scheduling optimization, various approaches and 

methodologies have been employed to develop strategies and algorithms for efficient 

charging management. Mathematical programming models, such as quadratic 

optimization, dynamic programming, mixed-integer linear programming (MILP), and 

linear programming, are commonly used in this area [61], [62]. 
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Quadratic optimization and dynamic programming have been successful in reducing 

customer energy bills and mitigating peak load penalties, particularly for large bus fleets 

[63]. These methods enable the careful management of charging schedules, leading to cost 

savings and improved load balancing. 

To address the impact of EV charging on residential distribution grids, MILP 

approaches have been employed. Studies have investigated the modeling of the neutral 

conductor in unbalanced Low Voltage Distribution Networks (LVDNs) and emphasized 

its importance in obtaining realistic values for parameters like voltage profile and power 

loss [64]. Additionally, MILP-based approaches have been proposed to minimize daily 

charging costs by considering electricity prices and charging station availability [65]. 

Decentralized charging methods have also been proposed, allowing drivers to locally 

select their charging programs. This approach reduces communication costs and 

computational complexity, empowering drivers to make charging decisions at a local level 

and improving the overall efficiency and convenience of EV charging [66]. 

Optimization techniques have been applied to determine optimal charging station 

placement, considering cost-effectiveness and strategic selection. Linear programming 

methods have been utilized to identify advantageous placement strategies, considering 

multiple objectives and constraints [67], [68]. In one study, a mixed-integer programming-

based optimization strategy was developed with forecast exaggerations of the day-ahead 

scheduling, aiming to minimize electricity costs for EV users while managing peak demand 

for grid operators. The strategy demonstrated improvements in the load factor of the local 

distribution network, peak-to-average ratio, and cost reductions [69]. 
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Integrating renewable energy sources and addressing multi-objective optimization in 

EV charging scheduling have also received attention. Researchers have explored using EV 

batteries as energy storage systems in charging stations for price arbitrage and renewable 

power integration. This problem is often formulated as a dynamic program, and optimal 

scheduling strategies have been discussed [67]. A real-time multi-objective optimization 

model was developed to simultaneously reduce electricity costs, minimize battery 

degradation, and level grid stress while meeting EV users' departure time demand [70]. 

The proposed model demonstrated its capability for real-time charging and discharging 

scheduling, considering multiple objectives. Another study focused on finding an optimal 

solution to minimize load while meeting users' satisfaction using data collected from 

different types of charging stations, with residential and office charging sites showing the 

greatest potential for load reduction and minimal customer impact  [71]. 

In the context of EV aggregator planning, probability frameworks and stochastic 

optimization techniques have been employed. A probability framework was developed for 

the optimal planning of EV aggregators, leveraging stochastic optimization to efficiently 

coordinate EV charging schedules and contribute to system optimization [72]. 

The Smart Microgrid (SMG) model has been developed to incorporate stochastic 

scheduling of EVs and price volatility in energy markets. This model takes into account 

uncertainties related to EV behavior and uses K-means clustering techniques to optimize 

charging schedules and integrate renewable energy sources [73]. 

Game theory-based approaches have emerged as another valuable approach in EV 

charging scheduling optimization. By modeling the charging process as a non-cooperative 
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game, these methods aim to find equilibrium charging schedules that maximize individual 

user satisfaction while considering system-level constraints. 

In this approach, the focus is on finding suitable solutions for the involved players 

rather than solely optimizing costs, which is typical in optimization-based methods. Game 

theory-based approaches have been implemented to achieve this goal and have shown 

promising results. For instance, studies have demonstrated significant reductions in travel 

time and road traffic density, leading to energy savings [74]. Cooperative game theory was 

applied in [75] to investigate the formation of "coalitions" between employers and 

employees for scheduling the charging and discharging of EVs. The findings indicated that 

such scheduling can effectively reduce annual power costs for both parties, highlighting 

the potential benefits of cooperative strategies. 

One application of game theory in EV charging scheduling is to consider it as a non-

cooperative game where each aggregator determines the start time and energy profile for 

charging EVs to minimize the total cost of charging energy [76]. By employing such 

strategies, energy savings can be achieved. 

Stackelberg game modeling has also been proposed to address the pricing mechanisms 

of aggregators and charging EVs [77]. This method involves defining upper and lower 

levels for pricing, where the upper level represents the price of grid electricity, and the 

lower level encompasses the pricing mechanism set by the aggregator. By maximizing the 

profit of the aggregator while minimizing the charging cost for each EV, taking into 

account the pricing factors, game theory and Nash equilibrium calculations can be 

employed. 
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Another approach is to use non-cooperative optimization methods based on matching 

algorithms for EV charging scheduling [78]. The authors aimed to balance the utilization 

ratio between charging stations and EVs by employing a matching algorithm. They argue 

that the Stackelberg equilibrium outperforms the Nash equilibrium in considering the 

dynamics of the system. 

Metaheuristic algorithms have gained significant attention in the field of EV charging 

scheduling optimization. These algorithms, such as genetic algorithms, particle swarm 

optimization, and simulated annealing, provide efficient and scalable solutions to handle 

the high computational complexity of large-scale optimization problems. 

In a smart grid environment, a hybrid genetic algorithm was proposed to optimize EV 

charging schedules by considering factors such as user mobility patterns, electricity prices, 

and grid constraints [79]. This approach demonstrated superiority over conventional 

methods, showing the effectiveness of metaheuristic algorithms. 

Other metaheuristic algorithms, such as Grey Wolf Optimization (GWO) and Improved 

Binary Grey Wolf Optimization (IBGWO), have been utilized to optimize real-time 

charging using energy storage and photovoltaic systems, resulting in cost reduction and 

improved system performance [80]. Centralized Genetic Algorithms (GA) have been 

employed to find optimal charging strategies by considering power prices and battery 

characteristics [81]. These algorithms consider different objectives and constraints to 

achieve efficient charging schedules. 
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To address the placement of charging stations, metaheuristic algorithms such as genetic 

algorithms have been utilized. A GA-based optimization model was proposed to determine 

the number and locations of charging stations, resulting in cost reduction and improved 

service quality [82]. Multi-objective models have also been developed, aiming to maximize 

traffic flow in traffic networks while minimizing power loss in distribution networks, 

providing an optimal compromise [83]. 

Fuzzy control methods have been employed to address uncertainty in price within the 

upstream grid, providing robust scheduling for EV charging [84]. Particle Swarm 

Optimization (PSO) has been used to maximize the average state of charge (SoC) of 

vehicles connected to the grid, effectively handling overloading and optimizing power 

utilization [85]. 

Machine learning techniques, such as reinforcement learning, deep reinforcement 

learning, and artificial neural networks, have also been applied to optimize EV charging 

schedules by leveraging historical data and predicting system behavior. These techniques 

have shown promising results in reducing peak load, costs, and waiting times while 

improving cost reduction and system performance [86]–[91] 

In the field of EV charging optimization, several intelligent charging control algorithms 

have been proposed to enhance the charging process and achieve various objectives. These 

algorithms actively determine the most appropriate charging station for EV drivers, leading 

to reduced charging expenses and preventing the overloading of transformers [92]. 

Furthermore, algorithms have been developed to improve the scheduling of online charging 
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requests based on user preferences and needs, optimizing the overall charging experience 

[93]. 

Model Predictive Control (MPC)-based smart charging strategies have emerged as 

effective approaches to schedule EV charging. These strategies consider the uncertainty of 

future charging demands and aim to reduce peak electricity demand by implementing 

optimized charging schedules [94]. Similarly, an intelligent charge scheduling model 

utilizing a heuristic algorithm has been introduced to minimize EV charging costs in 

residential and commercial charging stations, providing cost-saving benefits for EV 

owners  [95]. 

Addressing the potential challenges associated with the increased penetration of EVs, 

research has focused on utilizing power more efficiently during off-peak hours. By 

optimizing the charging patterns and load distribution, stress on the grid can be alleviated, 

ensuring the reliable and efficient operation of the electrical system [96].  

The existing literature on EV charging scheduling optimization has primarily focused 

on specific aspects such as cost minimization, grid stress reduction, and user demand 

satisfaction. This study seeks to further examine the trade-off between these competing 

objectives, as well as the implication of using predicted charging behavior to schedule 

charging sessions.  

2.5 Summary  

The literature review reveals several important findings and gaps in existing research 

on EV charging behavior and scheduling optimization. Uncoordinated charging patterns 
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can strain the electric grid, leading to increased costs, grid instability, and limited 

renewable energy utilization. While previous studies have primarily focused on public 

charging stations, understanding residential charging behavior is crucial due to its potential 

impact on residential grids. Furthermore, existing predictive modeling approaches have 

limitations in incorporating multiple factors, exploring dependence on various variables, 

and modeling individual and aggregated behavior. 

To address these gaps, this study aims to conduct a comprehensive analysis of EV 

charging behavior by leveraging data from household charging stations. By considering a 

wide range of charging scenarios and user behaviors, a more comprehensive understanding 

of EV charging patterns can be achieved. The study also adopts a holistic approach that 

incorporates additional features, explores charging behavior dependence, and utilizes 

supervised machine learning to enhance the accuracy of charging predictions. This research 

contributes to the development of robust predictive models that can inform decision-

making for managing charging infrastructure and optimizing grid operations. 
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3. EV CHARGING BEHAVIOR ANALYTICS 
 

3.1 Overview  

Over the past decade, the sale of EVs has grown rapidly in the United States, as reported 

by the International Energy Agency (IEA). In 2021, approximately 6.6 million EVs were 

sold, which is more than double the 3 million sold in 2020 and more than triple the 2.2 

million sold in 2019. This marks a major, positive change to the automotive industry, which 

is one of the largest economic sectors in the U.S., supporting millions of American jobs. 

As of 2019, the U.S. had at least 250,000 jobs in the manufacture, sale, and maintenance 

of electric vehicles, and this number continues to grow as EV production and sales expand 

[97]. However, the swift progress of electric vehicles (EVs) has presented obstacles to both 

power grids and transportation networks. To ensure that EVs can interact effectively with 

electrified transportation networks, it is crucial to accurately understand the usage patterns 

of EV users. EV charging behavior analytics typically involves the collection and analysis 

of data from various sources, such as charging station data, EV user data, grid data, and 

environmental data. This data can be analyzed using various analytical techniques, such as 

statistical analysis, data visualization, machine learning, and predictive modeling, to 

extract meaningful information and insights. Some of the key areas that can be analyzed in 

EV charging behavior analytics include charging patterns (e.g., peak charging times, 

charging durations), charging preferences (e.g., charging speed, location choices), charging 

demand (e.g., number of charging sessions, energy consumption, charging power 

requirements), charging efficiency (e.g., optimization of charging schedules, peak demand 

management), user behavior and preferences (e.g., charging frequency, user profiles). The 
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insights gained from EV charging behavior analytics can help stakeholders optimize the 

utilization of charging infrastructure, improve customer satisfaction, enhance charging 

service offerings, reduce costs, minimize grid impact, and support the growth of the EV 

market. It can also inform policy and investment decisions related to EV charging 

infrastructure development, regulation, and incentives. 

3.2 EV User Charging Behavior Analysis Framework 

This chapter focuses on analyzing EV user charging behavior at both household and 

public charging stations using real collected data from accessible Level 2 charging ports in 

Household: The total dataset has 275,827 charging sessions obtained from 485 

household charging stations located in Omaha, NE from Apr 2018 to Dec 2022 as shown 

in Table 3-1. 

Public: The total dataset has 84,577 charging sessions obtained from 160 public 

charging stations located in Nebraska from Jan 2014 to Dec 2022 as shown in Table 3-2. 

Table 3-1: Cumulative summary of the usage of household charging stations. 

 No. of cumulative 

Charging Ports 

No. of Connection 

Sessions 

Energy 

(kWh) 

2018 123 10,487 119.1 

2019 231 45,921 547.9 

2020 360 48,022 611.6 

2021 477 82,898 1,137 

2022 485 88,499 1,244 

Total 485 275,827 3,660 
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Table 3-2: Cumulative summary of the usage of public charging stations. 

Year Cumulative No. 

of Stations 

Cumulative No. 

of Users 

No. of Sessions Energy (MWh) 

2014 7 45 1,621 8,350 

2015 15 97 1,962 14,114 

2016 34 211 2,825 23,871 

2017 40 427 4,361 34,715 

2018 47 756 7,148 61,136 

2019 58 1,137 9,471 108,238 

2020 83 1,250 7,228 88,426 

2021 136 3,530 17,086 210,054 

2022 160 5,678 32875 473,886 

Total 160 5678 84,577 1,022,790 
  

For each session, the following information is considered: session start and end time 

(including day of week and time of day), connection duration - the duration between the 

beginning and the end of the session, charging duration- the time required to charge the EV 

fully or partially, kWh consumed during the charging session, and unique driver ID.  Figure 

3-1 shows the framework used in this section. 

 

Figure 3-1: EV charging analysis framework. 

3.2.1 EV Connection Start Time 

The start time of a charging session is simply the exact time that a user connects their 

vehicle. It is a critical variable in charging behavior analysis, as it helps to determine the 

most common times for charging sessions in an area. This analysis can be utilized for grid 
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planning to avoid potential transformer overload from excessive unanticipated 

simultaneous charging.  

Figure 3-2 shows the distribution of start times, in hourly increments, for the sessions 

in household charging stations data. Starting at 6-7 am, each hour shows a mostly 

increasing likelihood of sessions beginning. Around 2-3 pm, the likelihood begins rapidly 

increasing each hour, up to a peak at 5-7 pm. This can be reasonably assumed to correspond 

to the hours that many users arrive home from work and/or errands. The number of sessions 

starting each hour then declines for the rest of the night, except for a spike from 10-11 pm, 

which may be due to a combination of users with late work shifts, evening activities, or 

simply choosing to plug vehicles in before bed. 

 

Figure 3-2: The percentage of total household charging sessions with a given start time. 

Figure 3-3 shows the distribution of start times, in hourly increments, for the sessions 

in public charging stations data. Most users use the stations during the day between 6 am 

and 6 pm. Starting at 6-7 am, each hour shows a rapidly increasing likelihood of sessions 

beginning with two peaks at 8 am and 1 pm. This can be reasonably assumed to correspond 
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to the hours that many users arrive at their work from home. The number of sessions 

starting each hour then declines for the rest of the day. 

 

Figure 3-3: The percentage of total public charging sessions with a given start time. 

Figure 3-4 and Figure 3-5 analogous to the previous Figures, also show the distribution 

of connect start, but separate the data by day of the week. Connection start times follow 

very similar patterns during workdays (typically Monday to Friday) as most EV users have 

a routine of charging their vehicles during the day while they are at work. This could result 

in a consistent pattern of EV charging behavior during weekdays, with similar connection 

start times. On the other hand, weekends (Saturday and Sunday) may exhibit different 

charging behavior as EV users may be at home or have different usage patterns, leading to 

variations in connection start times. 
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Figure 3-4: The density plot of total household charging sessions with a given start time per day. 

 

Figure 3-5: The density plot of total public charging sessions with a given start time per day. 

3.2.2 EV Connection End Time 

The end time of a charging session refers to the time when an electric vehicle charging 

session or connection is scheduled to end or has ended. It may be used for billing or tracking 

purposes, as the duration of the charging session is often a factor in determining the cost 

of the charging service. It is an important factor in effectively planning and managing EC 

charging sessions.  
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Figure 3-6 shows the distribution of end times, in hourly increments, for the sessions 

in household charging stations data. It shows that the plurality of connection end times 

occurs between 7-8 am, with a rapidly decreasing prevalence in later hours of the day. This 

can be reasonably assumed to correspond to the hours that users leave for work or other 

daily activities.  

 
Figure 3-6: The percentage of total household charging sessions with a given start time. 

Figure 3-7 shows the distribution of end times, in hourly increments, for the sessions 

in public charging stations data shows that the plurality of connection end times is much 

more evenly distributed - times between 7 am and 7 pm are roughly the same with a peak 

at noon. This can be reasonably assumed to correspond to the hours that many users finish 

their morning charging sessions.  



42 
 

 
Figure 3-7: The percentage of total public charging sessions with a given end time. 

Figure 3-8 and Figure 3-9 analogous to the previous Figures, also show the distribution 

of disconnect time, but separate the data by day of the week. Connection end times follow 

very similar patterns during workdays (typically Monday to Friday) as most EV users plug 

out their vehicles in the morning before heading to their work. This could result in a 

consistent pattern of EV charging behavior during weekdays, with a similar connection end 

time. On the other hand, weekends (Saturday and Sunday) may exhibit different charging 

behavior as EV users may be at home or have different usage patterns, leading to variations 

in connection end times. 

 

Figure 3-8: The density plot of total household charging sessions with a given end time per day. 
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Figure 3-9: The density plot of total public charging sessions with a given end time per day. 

3.2.3 Connection Duration  

The connection duration for each session is simply the time elapsed between 

connecting and disconnecting the vehicle from the charging station. It is the duration during 

which the EV is physically connected to a charging source, either through a charging cable 

plugged into a charging station or through a wireless charging system, to charge its battery. 

It can range from a few minutes for a quick top-up to several hours for a complete charge, 

depending on the charging speed and the battery capacity of the EV. Monitoring and 

analyzing EV connection duration can provide insights into the charging patterns, charging 

efficiency, and charging demands of electric vehicles, which can be useful for optimizing 

charging infrastructure, managing charging costs, and improving the overall user 

experience of EV users. 

 Figure 3-10 shows the distribution of connection durations, in 1-hour increments of 

the household charging data. It is observed that many connection durations, 53%, are 8 

hours or more, with an average connection time of 11.6 hours. This is expected as the 

station is dedicated duration for the user and no other user is waiting to use it.  
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Figure 3-10: The percentage of total household charging sessions with a given connection duration. 

Figure 3-11 shows the distribution of connection durations, in 1-hour increments of the 

household charging data. It is observed that many connection durations, 16.5%, are 8 hours 

or more, with an average connection time of 6.3 hours.  

 
Figure 3-11: The percentage of total public charging sessions with a given connection duration. 

3.2.4 Charging Duration  

The charging duration for each session refers to the length of time it takes for an electric 

vehicle (EV) to charge its battery from one state of charge (SOC) to another, typically 

expressed in minutes or hours. It is the time that an EV spends connected to a charging 

station or charging point, actively charging its battery to replenish its energy. The charging 
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duration of an EV can vary depending on several factors, including the charging power or 

rate of the charging station, the battery capacity of the EV, the initial SOC of the battery, 

and the desired SOC. Higher charging power or rate can result in shorter charging 

durations, while lower charging power or rate may require longer charging durations. 

Additionally, the battery capacity of the EV and the desired SOC, such as a partial charge 

or a full charge, can also impact the charging duration. It is an important parameter to 

consider when planning EV charging, estimating charging costs, and understanding the 

charging behavior of EVs. It can be used to optimize the charging process, manage 

charging infrastructure, and plan for charging requirements, such as charging station 

availability, charging time, and charging costs. 

Figure 3-12 shows the distribution of charging durations for all household charging 

sessions, average charging duration is 2.4 hours, with only 9.4 % of sessions charging for 

longer than five hours. 

 
Figure 3-12: The percentage of total household charging sessions with a given charging duration. 
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Figure 3-13 shows the distribution of charging durations for all public charging 

sessions, in 1-hour increments. It is observed that many charging durations, 91.2%, are 5 

hours or less, with an average connection time of 2.7 hours.  

 

Figure 3-13: The percentage of total public charging sessions with a given charging duration. 

3.2.5 Idle Duration  

The idle duration for each session refers to the duration during which an electric vehicle 

(EV) is not actively charging but remains connected to a charging station or charging point 

without drawing any charging power [98]. In other words, it is the time when an EV is 

parked and connected to a charging station or charging point, but the charging process is 

not actively taking place. The duration time can occur for various reasons, such as when 

an EV has completed charging and remains connected to the charging station or charging 

point while waiting for the driver to return, when the charging session has been interrupted 

or paused by the user or the charging infrastructure, or when the EV is parked at a charging 

station without the intention of charging. It can help in optimizing the operation and 

management of charging infrastructure, identifying potential issues or inefficiencies in the 
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charging process, and planning for charging requirements, such as charging station 

availability, parking duration, and charging costs. 

The idle duration of each session is calculated by subtracting the charging duration 

from the connection duration. While roughly 26.3% of sessions have an idle duration of 

less than one hour, there is a wide distribution of observed times, and the average 

connection duration is 8.4 hours longer than the charging duration. This idle duration could 

potentially be used for Vehicle-to-Grid during peak hours, to help the utility manage the 

demand. 

Figure 3-14 shows the distribution of idle durations, in 1-hour increments. It is observed 

that many idle durations, 41%, are 8 hours or more, with an average idle duration of 8.7 

hours.  

 

Figure 3-14: The percentage of total household charging sessions with a given idle duration. 

Figure 3-15 shows the distribution of idle durations, in 1-hour increments. It is observed 

that many idle durations, 9.5%, are 8 hours or more, with an average idle duration of 3.6 

hours.  
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Figure 3-15: The percentage of total public charging sessions with a given idle duration. 

3.2.6 Charging Demand (in kWh) 

The charging demand for each session refers to the level of charging power or energy 

required by an electric vehicle (EV) at a given time. It can be influenced by various factors 

such as the charging power or rate selected by the users, the charging infrastructure 

capacity, the charging session duration, and the time of day or season. It can also vary 

based on the charging network, location, and type of charging (e.g., Level 1, Level 2, DC 

fast-charging). Like the session start and end times, analysis of session energy usage is 

vital for residential grid planning as EV adoption increases as it helps in optimizing the 

capacity and distribution of charging stations, predicting future charging demand, 

identifying peak charging periods, managing charging costs, and ensuring efficient and 

reliable charging services for EV users. 

Figure 3-16 shows the histogram of energy consumed each session, for the full dataset. 

It is observed that 88% of sessions consumed less than 30 kWh, with an average energy 

consumption of 14 kWh. 

 



49 
 

 
Figure 3-16: Histogram of energy consumed at household charging stations each session.   

Figure 3-17 shows the histogram of energy consumed each session, for the full dataset. It 

is observed that 92% of sessions consumed less than 30 kWh, with an average energy 

consumption of 12.7 kWh. 

 

Figure 3-17: Histogram of energy consumed by public charging stations each session. 

3.3  Conclusions 

In conclusion, the analysis of EV charging session start times, end times, connection 

durations, and energy consumption provides valuable insights into user behavior and 

charging patterns. As shown in Table 3-3, The findings indicate distinct patterns in start 
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times, with household charging peaking in the evening and public charging showing 

concentrated usage during the daytime. Weekdays exhibit consistent charging routines, 

while weekends exhibit variations reflecting different behaviors and routines. The majority 

of charging sessions end in the morning for households, while public charging stations 

display a more even distribution of end times. 

The analysis of connection durations reveals that a significant proportion of 

connections, both in households and public charging, last 8 hours or more. This suggests 

dedicated usage of charging stations without waiting time. Additionally, the average 

charging durations are relatively short, with most sessions lasting under five hours. The 

analysis of energy consumption demonstrates that the majority of charging sessions 

consume less than 30 kWh, indicating relatively low energy requirements. These findings 

have implications for infrastructure planning and energy management, providing insights 

into typical energy consumption and helping optimize charging infrastructure to meet user 

needs. 

Overall, using a single city as a case study, this chapter contributes to a better 

understanding of EV charging behavior and patterns, highlighting the importance of 

considering different variables such as start times, end times, connection durations, and 

energy consumption. There exist clear patterns in user behavior for the starting time of 

sessions, as well as the connection duration, charging duration, and subsequent energy 

demand. The weekday behavior is highly consistent for each day of the week, and relatively 

small differences exist between Saturday and Sunday charging behavior. The existence of 

such patterns is evidence that charging behavior may be predictable with some accuracy. 
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The existence of such patterns is evidence that charging behavior may be predictable with 

some accuracy. 

Table 3-3: EV charging analysis results. 

 Household Charging Data Public Charging Data 

 Peak Average Peak Average 

EV Connection Start Time 5-7 pm  6-7 am 

12-1 pm 

 

EV Connection End Time 7-8 am  12-1 pm 

4-5 pm 

 

Connection Duration  11.6h  6.3h 

Charging Duration  2.4h  2.7h 

Idle Duration   8.7h  3.6h 

Charging Demand  14 kWh  12.7 kWh 
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4. EV CHARGING SCHEDULING 
 

4.1 Overview  

In the previous chapter, an extensive analysis of EV charging behavior was conducted, 

revealing valuable insights into the typical charging patterns observed among EV users. 

This analysis not only provides a deep understanding of EV charging behavior but also 

sheds light on its implications for the planning, design, management, and optimization of 

EV charging infrastructure. It also helps stakeholders gain valuable insights into EV user 

preferences, demand patterns, and market trends, enabling them to effectively meet the 

increasing electrical demand resulting from the widespread adoption of EVs and integrate 

them into smart grid systems. 

Building upon these findings, the subsequent chapter aims to delve deeper into the 

relationship between the analyzed charging behavior and scheduling. The central focus will 

be to investigate how the insights derived from the analysis of typical charging behavior 

can influence and inform the development of a simple scheduling routine. 

This chapter delves into the potential impacts and challenges associated with 

scheduling EV charging sessions by harnessing the understanding of typical charging 

behaviors. It specifically focuses on addressing decision-making processes related to cost 

minimization and peak load reduction. Furthermore, it investigates the advantages of 

controlled charging over uncontrolled charging, particularly in light of the increasing 

penetration of EVs. The chapter undertakes a comprehensive exploration of various EV 

charging scheduling techniques, utilizing the knowledge acquired from the analysis. 

Theoretical frameworks and practical examples are presented to provide a holistic 
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understanding of the opportunities and solutions that emerge at the intersection of charging 

behavior analysis and scheduling. The ultimate goal is to unlock the vast potential of EV 

charging scheduling to shape a future of transportation that prioritizes sustainability and 

environmental consciousness. 

4.2 EV Charging Scheduling Framework 

In this case study, a single day of charging is optimized using a subset of sessions, with 

a distribution of start times and end times representative of the dataset. Specifically, it is 

assumed that for each user, on each day the following information is known: 

𝑇𝑆𝑖 = time the user connects to the charging station. 

𝑇𝐸𝑖 = time the user disconnects from the charging station. 

𝐶ℎ𝑖 = charging duration for the user. 

The time resolution at which to calculate energy demand and generate the charging 

schedule is somewhat flexible. Higher resolutions will more accurately control 

instantaneous power demand, at the cost of computational efficiency. The following 

experiments are performed at a resolution of one minute. 

One objective of optimization is the minimization of peak demand for the system. This 

peak demand is not simply the peak EV load, but the sum of the EV load and the existing 

residential load. The size of the system is both important and flexible – optimization can 

be performed for a small number of EV users and households, or a large-scale system of 

both. In this case study, the existing residential demand profile is taken from a publicly 
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available dataset of 114 single-family apartments [99]. Figure 4-1 shows the aggregated 

load profile for a single day, February 15th, 2016. 

 

Figure 4-1: Aggregate demand for 114 single-family apartments on a weekday in February 2016 [99]. 

The second optimization objective is the minimization of total electricity cost for EV 

charging. The cost per kWh of electricity can vary throughout the day, and a successful 

optimization of EV charging will shift more of this load to hours with less expensive 

electricity. Figure 4-2 shows an electricity cost profile for a single weekday in February, 

obtained from the Nebraska Public Power District website (NPPD) [100]. The daily cost 

of charging is calculated as the product of this cost profile and the total EV demand, 

summed over all users and time slots. 
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Figure 4-2: Electricity price rate for a weekday in February [100]. 

What follows is a framework for a single-day optimization scheme for minimizing peak 

demand and electricity cost, while meeting 100% of each user’s charging demand between 

a given connection and disconnection time. Charging periods are allowed to begin at night 

and continue into the morning of this same day, but for simplicity, the following equations 

reflect the standard case where TEi > TSi. Charging periods are forced to be contiguous, 

to minimize degradation of EV batteries [101], [102]. The charging demand of each EV 

can be modeled by various profiles, but in the following example is assumed to be constant 

over the charging duration. 

The optimization model must assign a charging period to each vehicle that fits within 

the user’s connection window and meets the user’s charging demand. Given these 

constraints, the optimization model seeks to minimize the peak load and total electricity 

cost for EV charging for each day. This is formally shown through the following 
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mathematical model. Let 𝑁 = {1,2, … , 𝑛} denote the set with all users and 𝑀 =

{1,2, … , 𝑚} define the set with all time slots in a day. 

4.2.1 Mathematical Model 

A charging scheduling framework is applied for a single day of electric vehicle 

charging, tested on real charging behavior from measured data using various weights 

assigned to the minimization of electricity cost and peak demand as shown in Figure 4-3 

 

Figure 4-3: EV charging scheduling framework. 

➢ Parameters  

𝐸𝐶 = One-minute energy demand of a charging EV 

𝑇𝐶 = Total energy capacity of the system for one minute 

𝐸𝑝𝑟𝑖𝑐𝑒𝑗 = Energy price at time slot  𝑗 ∈ 𝑀 

𝐷𝑗 = Residential demand at time slot  𝑗 ∈ 𝑀 

𝑅𝑐𝑜𝑠𝑡 = ∑ 𝐷𝑗𝐸𝑝𝑟𝑖𝑐𝑒𝑗𝑗∈𝑀  = Total cost of residential demand 
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𝑅𝑝𝑒𝑎𝑘 = max(𝐷𝑗) ∀ 𝑗 ∈ 𝑀 = Peak residential demand 

➢ Decision Variables  

𝑋𝑖𝑗 = 1 if user 𝑖 ∈ 𝑁 charges their vehicle at time slot 𝑗 ∈ 𝑀; 0 otherwise   

𝑌𝑖𝑗 = 1 if user 𝑖 ∈ 𝑁 starts charging at time slot 𝑗 ∈ 𝑀; 0 otherwise 

𝑤 ∈ ℝ+ = maximum peak workload of the total system 

➢ Objective Function 

The overall goal of this optimization is to minimize both peak demand and electricity 

costs. As these are goals with different units, each is normalized relative to the baseline 

residential peak demand and cost, respectively. The weighting of each objective is 

controlled by the variables. 

min 𝑧 = 𝑊𝑐𝑜𝑠𝑡 (
𝐸𝐶 ∑ ∑ 𝑋𝑖𝑗𝐸𝑝𝑟𝑖𝑐𝑒𝑗𝑗∈𝑀𝑖∈𝑁

𝑅𝑐𝑜𝑠𝑡
+ 1) + 𝑊𝑝𝑒𝑎𝑘 (

𝑤

𝑅𝑝𝑒𝑎𝑘
) 

➢ Constraints 

Several constraints must be defined to extract from the optimization process only 

technically feasible results. 

1. Charging demand must be met for each user: 

∑ 𝑋𝑖𝑗

𝑗∈𝑀

=  𝐶ℎ𝑖   ∀ 𝑖 ∈ 𝑁  

2. Scheduling window should be between start and end times for each user:  
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∑ 𝑋𝑖𝑗

𝑗∈𝑀∶𝑗<𝑇𝑆𝑖,𝑗>𝑇𝐸𝑖

= 0  ∀ 𝑖 ∈ 𝑁  

3.  System capacity (e.g. transformer) must not be exceeded: 

∑ 𝐸𝐶𝑋𝑖𝑗

𝑖∈𝑁

≤  𝑇𝐶  ∀ 𝑗 ∈ 𝑀 

4.   Determine the maximum peak workload 𝑤: 

𝐷𝑗 + ∑ 𝐸𝐶𝑋𝑖𝑗

𝑖∈𝑁

 ≤  𝑤  ∀ 𝑗 ∈ 𝑀   

5.   Vehicles must be charged for consecutive periods: 

∑ 𝑌𝑖𝑗

𝑗∈𝑀

= 1  ∀ 𝑖 ∈ 𝑁 

∑ 𝑋𝑖𝑗 ≥ 𝐶ℎ𝑖𝑌𝑖𝑘

𝑘+𝐶ℎ𝑖−1

𝑗=𝑘

  ∀ 𝑖 ∈ 𝑁, 𝑘 ∈ {1, … , 𝑚 − 𝐶ℎ𝑖 + 1} 

This mathematical model has been implemented in Python using DOcplex, the IBM 

Decision Optimization CPLEX Modeling for Python, and solved using CPLEX, a high-

performance mathematical programming solver, version 20.1. The study was performed 

on an AMD A6-3400M APU @1.40 GHz. Because solving this problem using exact 

methods can be computationally intense, CPLEX was run until an optimality gap of less 

than 4% is achieved. Several constraints must be defined to extract from the optimization 

process only technically feasible results. 
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4.3 Results and Discussions  

The following results assume an existing residential load profile as shown in Figure 

4-1, and a daily electricity price rate shown in Figure 4-2.  The total electricity cost for this 

day is calculated to be $399, and the peak demand is 463 kW. 

A subset of 100 charging sessions is carefully selected. This section aims to ensure that 

these 100 sessions exhibit a distribution of start times, end times, and charging durations 

that are representative of the entire dataset. This selection involves considering the various 

charging patterns observed in the full dataset. The sessions are chosen in a manner that 

captures the diversity and range of charging behaviors exhibited by the electric vehicle 

users in the study. 

To assess the characteristics of the selected 100 sessions, a comparative analysis is 

conducted against the full dataset. This analysis helps evaluate how well the subset 

represents the overall charging behavior observed in the larger dataset. Factors such as the 

distribution of start times, end times, and charging durations are examined to ensure that 

the selected sessions align with the patterns observed in the complete dataset. 

The meticulous selection of this subset of 100 sessions ensures that it accurately 

represents the charging behavior observed in the larger dataset. This carefully curated 

sample serves as a dependable foundation for drawing conclusions and making meaningful 

inferences about the broader charging patterns and behaviors of the electric vehicle users 

included in the study. 



60 
 

Each vehicle is assumed to draw a constant 7.5 kW over the full charging duration. 

Figure 4-4 shows the total demand from EV charging over the course of the day in the 

uncontrolled scenario, where all vehicles begin charging immediately upon plugging in. 

 

Figure 4-4: Total uncontrolled EV charging demand for 100 sessions over the course of one day. 

The total demand in the uncontrolled scenario is the sum of the uncontrolled charging 

demand and the existing residential load. As the residential load represents 114 single-

family apartments, 100 daily charging sessions correspond to a very high degree of EV 

penetration. In this scenario, the EV load makes up a significant percentage of the total 

load. Figure 4-5 shows the base residential load in red, and the total load including 

uncontrolled charging in blue. The uncontrolled charging adds $88 in electricity cost, and 

raises the peak load to 554 kW, an increase of 91 kW or 20% over the base residential load. 
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Figure 4-5: Base residential load (red) and total uncontrolled load (blue). 

The optimization model is first applied to this scenario with equal weighting for cost 

and peak minimization. This means that compared to the base residential load, a certain 

percentage increase in total electricity cost is weighted equivalently to the same percentage 

increase in total peak demand. The resulting total EV demand for the controlled scenario 

is shown in Figure 4-6, along with the uncontrolled EV demand for comparison. 

 

Figure 4-6: Total controlled EV charging demand (red) for 100 sessions, with equal cost and peak demand weights. 

Uncontrolled EV charging demand is shown in blue. 
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The effect of the controlled charging on the full residential system in shown is Figure 

4-7, with the uncontrolled load in red, and the controlled load in blue. The controlled 

charging adds $77 in electricity cost, and raises peak demand by 54 kW. Compared to the 

uncontrolled scenario, the scheduling model has saved $11, representing a 13% savings in 

EV charging costs. The peak demand is 37 kW lower than the uncontrolled scenario, 

representing a 7% reduction in peak demand for the full system. 

 

Figure 4-7: Uncontrolled load (red) and controlled load (blue) for equal cost and peak demand weights. 

The optimization framework can assign different weights to cost minimization and 

peak load minimization. As the relative weight of one objective increases, the potential 

improvement of that metric may increase as well, at the cost of the other. Figure 4-8 shows 

the results for a scenario in which only cost is minimized. The resulting schedule has a total 

EV charging cost of $69, $8 less than the equal-weighting schedule. The system peak 

demand is 663 kW however, 146 kW higher than the equal-weighting schedule. 
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Figure 4-8: Uncontrolled load (red) and controlled load (blue) for cost optimization only. 

Conversely, Figure 4-9 shows the results of the model when cost minimization is 

ignored in favor of peak load minimization. Such a model may be increasingly relevant as 

EV scheduling becomes more prevalent, as price curves may naturally adjust to reflect 

flatter aggregate demand profiles. This schedule achieves a peak demand of 489 kW, which 

is 28 kW lower than the equal-weighting schedule. The total cost of EV charging is $89, 

however – which is not only $12 higher than the equal-weighting schedule, but $1 higher 

than the uncontrolled charging scenario. 
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Figure 4-9: Uncontrolled load (red) and controlled load (blue)  for peak load optimization only. 

Finally, the net impact of both uncontrolled and controlled EV charging is significantly 

affected by the proportion of the total system load that the EV load comprises. For 

residential loads, this is directly related to the degree of EV penetration and the prevalence 

of home charging. Lower amounts of EV penetration can be simulated by decreasing the 

number of daily charging sessions or applying the same charging sessions to a larger 

system. Figure 4-10 shows the results of the latter approach, where the base residential load 

is simply scaled up by a factor of 5. While actual load aggregation is not simply 

multiplicative, the results offer a reasonable approximation of a larger system. In this case, 

the total peak load is more strongly affected by the underlying residential load, and a 

scheduling routine has more flexibility to charge electric vehicles during off-peak hours 

without creating a new peak demand window. With equal weighting of cost and peak 

demand minimization, the controlled schedule increases peak demand by only 1%, and the 

total cost of EV charging is $73. This cost is 5% smaller than the charging cost in the 
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smaller residential system, due to the increased scheduling flexibility. Compared to the 

uncontrolled scenario, the controlled schedule offers a 17% reduction in EV charging cost, 

and a 0.3% lower peak demand. Relative to the total cost and demand of the system, these 

improvements over the uncontrolled charging are much smaller than for the higher EV 

penetration scenario. 

 

Figure 4-10: Base residential load (red) and total controlled load (blue) for a larger residential system (lower EV 

penetration) with equal cost and peak demand weights. 

4.4 Conclusions  

This chapter has yielded significant quantitative findings that shed light on its benefits 

and implications. One of the key takeaways is that EV charging scheduling presents a win-

win solution for both electric vehicle owners and utilities. By strategically managing 

charging sessions, it is possible to reduce the overall cost of electricity for EV owners while 

minimizing the impact of charging on the electricity grid. This finding highlights the 

potential for coordinated scheduling to create a more efficient and sustainable charging 

ecosystem. 
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An optimization model was specifically designed for single-day scheduling of electric 

vehicle charging. This model was rigorously tested using real-world charging behavior 

data, ensuring its practical relevance. By applying the model to residential systems of 

varying sizes, the study examined the trade-off between minimizing electricity costs and 

reducing peak demand. The results demonstrate that the optimization model can strike a 

balance between these two objectives, providing insights into the optimal allocation of 

charging resources. 

Furthermore, the chapter explored the scalability of controlled charging as EV 

penetration increases. The findings revealed an increasing performance improvement of 

controlled charging compared to uncontrolled charging as more electric vehicles enter the 

market. This suggests that as EV adoption grows, the benefits of implementing scheduling 

strategies become more pronounced, enabling efficient resource allocation and minimizing 

strain on the electricity grid.  

The findings presented in this chapter lay the foundation for future investigations into 

the integration of prediction models for EV charging behavior in scheduling, unlocking the 

significant potential for optimizing the charging process. By harnessing the power of these 

models, scheduling algorithms can make informed decisions by considering anticipated 

demand, resulting in cost minimization, reduced peak loads, and enhanced overall 

efficiency of the charging infrastructure. The upcoming chapter will delve deeper into the 

realm of EV charging demand prediction, providing a comprehensive exploration of the 

advantages and practical implications of this approach within the context of scheduling 

optimization. 
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5. EV CHARGING DEMAND PREDICTION 
 

5.1 Overview 

In the previous chapter, the intriguing realm of EV charging scheduling was 

investigated, unveiling the intricate interplay between analyzed charging behavior and the 

creation of efficient scheduling routines. Many current charge scheduling approaches 

assume perfect knowledge of future prices and user charge behavior, which limits their 

practical applicability. In practice, this information cannot be known with certainty – 

however if user behavior follows consistent patterns, it could be predicted to some degree 

of accuracy. In order to optimize the charging schedule of electric vehicles (EVs) while 

meeting their charging requirements, the starting time, duration of stay, and energy 

requirements of each EV are crucial parameters for optimization. These parameters rely on 

predictions to minimize human involvement. However, the uncertainty associated with EV 

user behavior makes it challenging to accurately predict these parameters.  

Within this chapter, attention is directed towards harnessing the power of machine 

learning models to delve deeper into the realm of EV user behavior prediction. By 

employing advanced techniques, the aim is to accurately forecast the charging behaviors 

of EV users. These predicted values have the potential to optimize the EV charging 

scheduling process, aiming for a balance between electricity demand, grid stability, and 

user preferences. By integrating machine learning algorithms, an opportunity arises to 

provide a powerful means to uncover hidden patterns, trends, and dependencies within EV 

charging data that may elude traditional statistical methods. These algorithms excel at 
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capturing intricate relationships between charging parameters and user characteristics, 

enabling more accurate predictions and deeper insights into charging patterns. 

Through these models, not only can the charging behaviors of individual EV users be 

anticipated, but valuable insights into aggregate charging demands at different time 

intervals can also be gained. The culmination of these efforts lies in the integration of EV 

charging demand prediction with the existing EV charging scheduling framework. By 

incorporating the predicted charging demands into the scheduling algorithm, the allocation 

of charging resources can be optimized, peak loads minimized, and the overall efficiency 

of the charging infrastructure enhanced.  

While in this chapter, the predictive framework has been applied ambitiously to data 

from many different household charging stations, the same framework could be applied to 

data from a smaller area or even a single station, in which the input parameters may have 

an even higher correlation to the charging behavior, resulting in better predictions for a 

smaller subset of users. The feature space considered is small enough, and the algorithms 

fast enough, for implementation in a dynamic real-time model that continually learns from 

user behavior and updates future predictions.  

5.2 EV Charging Behavior Prediction Framework 

Data are collected and analyzed from available Level 2 charging stations located 

throughout Omaha, NE from Apr 2018 to Dec 2022 as shown in Table 3-1. The charging 

stations are single phase 40A, 240V with single charging ports. Initially, the dataset was 

limited to the period between January 2019 and December 2022, resulting in a total of 

265,340 charging sessions obtained from 362 household charging stations, and for each 
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session, the following information is collected: the unique EV user ID, start and end time, 

connection duration, charging duration, and kWh consumed. 

Before delving into the specifics, it is essential to grasp the fundamental distinctions 

between session-level and area-level data. Session-level data pertains to individual 

charging sessions and their associated variables, while area-level data provides an 

overview of aggregate demand across specific timeframes or multiple locations. The focus 

here lies in studying the behavior and characteristics of individual charging sessions, 

aiming to predict session-level variables such as energy demand, connection duration, 

charging duration, and time for the next session. These predictions have significant 

implications for applications such as charging station management, scheduling 

optimization, and vehicle-to-grid integration. 

By concentrating on session-level data, valuable insights can be uncovered, enabling 

informed decisions at the charging station level. This level of granularity allows for precise 

resource allocation, catering to the specific requirements of electric vehicle users and 

optimizing the charging process. Furthermore, by combining predictions of session 

behavior with information about the temporal and spatial distribution of sessions within an 

area, more accurate daily demand predictions can be generated. This comprehensive 

approach provides a deeper understanding of the charging ecosystem and support. 

The primary objective of this chapter is to predict and understand the charging behavior 

of electric vehicle users during individual charging sessions. To achieve this, a set of 

carefully selected parameters is utilized as input, as detailed in Table 5-1. These parameters 

capture a wide range of information, including historical charging patterns and temporal 
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factors. By incorporating these variables into the predictive models, valuable insights can 

be uncovered regarding the charging behavior of users and its implications for various 

applications. 

The selection of specific output variables for prediction, as shown in Table 5-2, is guided 

by their significance in understanding and managing charging behavior. These variables 

include energy demand, connection duration, charging duration, and time for the next 

session. Predicting these outputs offers several advantages and opens up possibilities for 

optimizing charging station operations, scheduling, and integration with the electric grid. 

Understanding energy demand is crucial for estimating power requirements and 

effectively allocating charging resources. Understanding energy demand patterns allows 

for the optimization of resource allocation and the efficient utilization of charging 

infrastructure. Prediction of connection duration and charging duration helps optimize the 

availability of charging stations and enables better service management for users. 

Anticipating the time for the next session provides insights into user behavior patterns and 

aids in scheduling future charging activities. Overall, accurate predictions of these 

variables enhance the overall charging experience, support charging infrastructure 

management, and facilitate the effective integration of electric vehicles into the existing 

grid infrastructure. 

To address these research objectives, a carefully designed methodology is employed. 

The chosen approach involves leveraging machine learning techniques to develop robust 

models capable of effectively learning from the available dataset and accurately predicting 

the charging behavior outputs. The subsequent analysis and evaluation of these models will 
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provide valuable insights into the factors influencing charging behavior, the relationships 

between input parameters and output variables, and the overall performance of the 

predictive models in real-world scenarios. 

Table 5-1: Parameters of interest for each charging session. 

Parameters Symbol Type Description 

Time Seq (𝑇𝑠) Numeric The absolute time series of the session start 

Time of Day (𝑇𝑑) Numeric The time of day when the electric vehicle plugs in  

Time Elapsed (TE𝑆) Numeric Time elapsed  since the last recorded charge ended 

Cumulative Frequency (𝐶𝑓)  Numeric The count of previous sessions for each user  

Average Frequency  (𝐴𝑓) Numeric The average daily charge frequency for each user 

Session Order (𝑆𝑜) Numeric The sequence of a charging session for each user 

Previous Value (𝑃𝑠) Numeric The value that precedes in a sequence for each user 

User Energy Max (𝐸𝑆 𝑚𝑎𝑥) Numeric The energy max for each user, for previous sessions  

User Energy Mean (𝐸𝑆 𝑚𝑒𝑎𝑛) Numeric The energy mean for each user, for previous sessions 

User Energy Min (𝐸𝑆 𝑚𝑖𝑛) Numeric The energy min for each user, for previous sessions 

User Connection  

duration Max 

(𝐶𝑜𝑆 𝑚𝑎𝑥) Numeric The connection duration max for each user, for 

previous sessions  

User Connection  

Duration Mean 

(Co𝑆 𝑚𝑒𝑎𝑛) Numeric Cumulative connection duration mean for each user 

User Connection  

duration Min 

(Co𝑆 𝑚𝑖𝑛) Numeric Cumulative connection duration min for each user 

User Charging  duration 

Max 

(𝐶ℎ𝑆 𝑚𝑎𝑥) Numeric Cumulative charging duration max for each user,  

User Charging  duration 

Mean 

(Ch𝑆 𝑚𝑒𝑎𝑛) Numeric Cumulative charging duration mean for each user 

User Charging  duration 

Min 

(Ch𝑆 𝑚𝑖𝑛) Numeric Cumulative charging duration min for each user 

Time for next session Max (𝑇𝑛𝑆 𝑚𝑎𝑥) Numeric Cumulative time for next session max for each user  

Time for next session 

Mean 

(Tn𝑆 𝑚𝑒𝑎𝑛) Numeric Cumulative time for next session mean for each user 

Time for next session Min (Tn𝑆 𝑚𝑖𝑛) Numeric Cumulative time for next session min for each user 

Day of the week (𝐷𝑤) Categorical Mon, Tue, Wed, Thu, Fri, Sat, and Sun 

Month of the year (𝑀𝑦) Categorical Jan, …. , Dec 

Season (𝑆𝑦) Categorical Winter, Spring, Summer, and Fall  
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Table 5-2: Targets for each charging session. 

Parameters Sym

bol 

Type Description 

Charging Demand (𝐸𝑠) Numeric The energy consumed during the charging session in kWh 

Connection Duration (𝐶𝑜𝑠) Numeric The connection duration of the charging session in minutes 

Charging Duration (𝐶ℎ𝑠) Numeric The charging duration of the charging session in minutes 

Time Until Next Charge  (𝑇𝑛𝑠) Numeric The time for next charging session in minutes 
 

The unique user ID is not used as a variable, in order to explore the dependence of 

charging behavior on available statistics of an arbitrary user, rather than find a functional 

relationship specific to each user. This approach potentially yields lower accuracy than 

user-specific modeling, but is much more easily generalized to large populations, fast 

enough for real-time prediction applications, and allows for the exploration of charging 

behavior patterns that are common between users. Instead, for each session, key statistics 

are calculated based on past user behavior, including the mean, maximum, and minimum 

values for energy ( 𝐸𝑆 𝑚𝑒𝑎𝑛, 𝐸𝑆 𝑚𝑎𝑥, 𝐸𝑆 𝑚𝑖𝑛 ), connection duration 

( 𝐶𝑜𝑆 𝑚𝑒𝑎𝑛, 𝐶𝑜𝑆 𝑚𝑎𝑥 , 𝐶𝑜𝑆 𝑚𝑖𝑛 ) charging duration  ( 𝐶ℎ𝑆 𝑚𝑒𝑎𝑛, 𝐶ℎ𝑆 𝑚𝑎𝑥, 𝐶ℎ𝑆 𝑚𝑖𝑛 ), and time 

for next session ( 𝑇𝑛𝑆 𝑚𝑒𝑎𝑛, 𝑇𝑛𝑆 𝑚𝑎𝑥, 𝑇𝑛𝑆 𝑚𝑖𝑛 ), Additional factors considered are the 

accumulated sum of frequencies or counts as values progress in a dataset  (𝐶𝑓), The average 

daily charge frequency for each user (𝐴𝑓), the sequence of a charging session within a series 

of sessions for a particular user (𝑆𝑜), the most recent preceding value before the current 

point (𝑃𝑠), and the time elapsed since the last session ended (TEs). These statistics provide 

valuable insights into user charging behavior and its corresponding output variables. 

The prediction of charging demand (𝐸�̂�)  can thus be expressed as a function of these 

twelve parameters, shown in equation (1)  
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(�̂�𝑠) = 𝑓(Rid, 𝑅𝑖𝑑𝑠, 𝑇𝑠,  𝑇𝑑 , TE𝑆, 𝐶𝑆, 𝐷𝑤 , 𝑆𝑦 , 𝐻𝑦 , 𝑊𝑤, 𝐸𝑠𝑚𝑖𝑛 , 𝐸𝑠𝑚𝑒𝑎𝑛 , 𝐸𝑚𝑎𝑥)       (1) 

 

The prediction of connection duration (𝐶𝑜�̂�)  can thus be expressed as a function of 

these twelve parameters, shown in equation (2) 

(𝐶�̂�𝑠) = 𝑓(𝑅𝑖𝑑,  𝑅𝑖𝑑𝑠, 𝑇𝑠, 𝑇𝑑 ,  𝑇𝐸𝑆, 𝐶𝑆, 𝐷𝑤 , 𝑆𝑦 , 𝐻𝑦 , 𝑊𝑤 , 𝐶𝑜𝑠𝑚𝑖𝑛 , 𝐶𝑜𝑠𝑚𝑒𝑎𝑛 , 𝐶𝑜𝑚𝑎𝑥)       (2) 

 

The prediction of charging duration (𝐶ℎ�̂�)  can thus be expressed as a function of these 

twelve parameters, shown in equation (3) 

(𝐶ℎ�̂� ) = 𝑓(𝑅𝑖𝑑, 𝑅𝑖𝑑𝑠, 𝑇𝑠,  𝑇𝑑 , 𝑇𝐸𝑆 , 𝐶𝑆, 𝐷𝑤  , 𝑆𝑦 , 𝐻𝑦 , 𝑊𝑤 , 𝐶ℎ𝑠𝑚𝑖𝑛 , 𝐶ℎ𝑠𝑚𝑒𝑎𝑛 ,  𝐶ℎ𝑚𝑎𝑥)        (3) 

 

The prediction of time for the next session (𝑇𝑛�̂�) can thus be expressed as a function 

of these twelve parameters, shown in equation (4)  

(𝑇𝑛�̂�) = 𝑓(𝑅𝑖𝑑, 𝑅𝑖𝑑𝑠, 𝑇𝑠, 𝑇𝑑 ,  𝑇𝐸𝑆 , 𝐶𝑆, 𝐷𝑤 , 𝑆𝑦 , 𝐻𝑦  , 𝑊𝑤 , 𝑇𝑛𝑠𝑚𝑖𝑛 , 𝑇𝑛𝑠𝑚𝑒𝑎𝑛 , 𝑇𝑛𝑚𝑎𝑥)               (4) 

The objective of this chapter is to assess the feasibility of predicting the charging 

behavior, using only information available at the start of charging session. If the output is 

assumed to be a function of the input parameters in Equation 1, 2, 3, and 4 the inputs and 

outputs of this function are known for every session in the dataset. Regression analysis can 

then be used to approximate an underlying function that maps a given set of input 

parameters (the information known at charging) to the output parameter (the recorded 

energy demand, connection duration, charging duration, and time for the next session). 

This approximated function (model) can then be used to predict the output of future 

sessions, based on the input parameters of those sessions. The overall framework is 

illustrated in Figure 5-1. 
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Figure 5-1: Charging demand prediction framework. 

Three machine learning algorithms, namely Gradient Boosting (XGBoost), Random 

Forest (RF), and Artificial Neural Network (ANN), are investigated for predicting charging 

behavior. These algorithms strike a balance between accuracy and computational speed, 

making them suitable for real-time applications. A detailed explanation of these methods 

is provided in the following subsection. 

Machine learning models face several challenges that need to be addressed. One such 

challenge is the risk of overfitting, where the model becomes overly complex and fits the 

training data too closely, leading to poor generalization of new, unseen data. To ensure 

reliable predictions, it is crucial to carefully tune and validate the machine learning models, 

mitigating the risk of overfitting. Another consideration is the interpretability of machine 

learning model results. While these models can provide accurate predictions, their inner 

workings can be complex and difficult to interpret compared to traditional statistical 

methods. This complexity can make it challenging to gain insights into the specific 

relationships and interactions between variables in the model. 
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In the context of this chapter, linear regression is used as a reference point. However, 

linear regression assumes a linear relationship between the dependent and independent 

variables, which may not capture the explicitly nonlinear relationships expected in many 

variables, especially categorical ones. Consequently, the linear regression model may have 

limitations in capturing the full complexity of the data and may yield less accurate 

predictions compared to more advanced machine learning methods. 

5.3 Machine Learning  Methods 

Supervised machine learning is a type of machine learning in which the algorithm 

learns to predict outputs based on labeled input data. In supervised learning, the dataset is 

divided into a set of inputs (also known as features) and outputs (also known as labels). 

The algorithm is trained on this labeled dataset to learn a mapping function from the input 

variables to the output variables. Once the algorithm is trained, it can then be used to predict 

the output for new, unseen input data. 

The goal of supervised learning is to minimize the difference between the predicted 

output and the actual output for the training data. The algorithm uses a cost function to 

measure the difference between the predicted output and the actual output, and then adjusts 

the model parameters to minimize this cost. There are many established regression 

algorithms, with various advantages and disadvantages such as : 

5.3.1 Gradient Boosting  

Boosting frameworks are often chosen due to their effortlessness and extraordinary 

outcomes on average-size datasets. XGBoost, in particular, has seen widespread use in data 

science due to its high accuracy, flexibility, speed, and efficiency [103]. It is used to solve 
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regression, classification, and ranking problems [104]. XGBoost’s concept is to improve 

the performance of computational power for boosted tree algorithms. This algorithm is 

considered to be one of the fastest to incorporate tree ensemble approaches, using 

information from all data points in a leaf to decrease the search space of potential feature 

splits [35], [105].   

5.3.2 Random Forest 

Random forests, also known as random decision forests, are a highly utilized ensemble 

training method. It is commonly applied for both classification and regression and 

functions by building an aggregation of decision trees at training time and outputting the 

class that is the mode of the classes (classification) or mean prediction (regression) of the 

individual trees’ leverage [106].  Ensemble methods use multiple learning models to gain 

better predictive results. In the case of a random forest, the model creates an entire forest 

of random uncorrelated decision trees to arrive at the best possible answer. Random forest 

aims to overcome the correlation issue by picking only a subsample of the feature space at 

each split. Fundamentally, it aims to de-correlate the trees and cut the trees by setting 

stopping criteria for node splits. Random forest algorithm offers an excellent accuracy 

among current algorithms, and runs efficiently on large datasets. It can manipulate 

thousands of input variables without variable deletion. It creates an inner straight estimate 

of the generalization error as the forest building progresses [107]. 

5.3.3 Artificial Neural Network (ANN) 

Artificial Neural Network (ANN), also known as a neural network or simply a neural 

net, is a type of computational model that is inspired by the structure and function of the 

https://en.wikipedia.org/wiki/Ensemble_learning
https://en.wikipedia.org/wiki/Ensemble_learning
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human brain. ANN is a form of deep learning, which is a subset of machine learning, and 

it is widely used for a variety of tasks, including image and speech recognition, natural 

language processing, and data analysis[108]. 

An ANN is composed of interconnected nodes or neurons organized into layers. The 

basic unit of an ANN is a neuron, which receives inputs, applies an activation function, 

and produces an output [109]. Neurons are organized into layers, with the input layer 

receiving the input data and the output layer producing the final output or prediction [110]. 

In between the input and output layers, there can be one or more hidden layers, which help 

to capture complex patterns in the data. 

During training, an ANN learns to make predictions by adjusting the weights associated 

with the connections between neurons. This is done through a process called 

backpropagation, where the error between the predicted output and the actual output is used 

to update the weights [111]. The ANN continues to iterate through this process until the 

error between the predicted and actual outputs is minimized.  

ANNs are capable of learning complex patterns from large amounts of data and can 

generalize well to make predictions on unseen data. They are capable of handling both 

linear and non-linear relationships in data, and their architecture can be customized to suit 

the specific problem at hand. However, ANNs can be computationally expensive and 

require a large amount of data for training, and they may also suffer from overfitting if not 

properly regularized. Nevertheless, ANNs have become a popular and powerful tool in 

various fields of machine learning and artificial intelligence. 
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5.4 Machine Learning Methods’ Accuracy Evaluations 

A model’s accuracy is evaluated by examining the differences between the predictions of 

the model and the actual observations in the test set. Because there are thousands of 

observations in the test set, these differences are summarized by common statistical 

evaluation metrics, and these metrics are compared for each of the four regression methods. 

The following subsection explains more about the evaluation metrics used in this research: 

5.4.1 Coefficient of Determination (R^2) 

R2 is an important performance metric for any regression analysis. Used in statistical 

models for many applications, it provides a quantification of how well the model predicts 

the relationship between the input data and the generated output. A model that always 

generates a perfect prediction would have an R2 of one, while a model whose predictions 

do not respond at all to input parameters would have an R2 of zero. 

The coefficient of determination, R2, can be mathematically defined using equation (2). 

In this equation, the numerator represents the sum of squares of the residuals (SSRES), while 

the denominator corresponds to the sum of squares for the test set (SSTOT). Interpreting R2 

as a ratio of variances provides insight into the proportion of variance in the result that is 

explained by the input parameters. 

R2 = 1 −
SSRES

SSTOT
=  

∑ (yi−ŷi)2
i

∑ (yi−y̅i)2
i

                     (2) 

Where, yi is the actual value from the test set, ŷi is the predicted value of yi and y̅i is the mean of the yi 

values. 
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5.4.2 Root Mean Square Error (RMSE) 

Root Mean Square Error (RMSE) is another common statistical metric, quantifying the 

average amount of error between a prediction and a test set. RMSE has the same units as 

the variable being predicted. It is defined by equation (3) and is simply the standard 

deviation of the residuals or errors. RMSE provides information on how far, on average, a 

model’s predictions are from their expected values. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (ŷi − yi)

2𝑛
𝑖=1                      (3) 

Where n is the number of observations. 

5.4.3 Mean Absolute Error (MAE) 

Like the RMSE, mean absolute error (MAE) is also commonly used to quantify the 

average amount of error between a prediction and a test set. Instead of calculating the 

standard deviation of residuals, the MAE is simply the average of the absolute value of the 

residuals, as seen in equation (4). While RMSE and MAE are similar, RMSE gives a higher 

weight to larger errors before averaging. When the MAE is significantly lower than the 

RMSE, it can indicate a larger spread in the values of the residuals. 

MAE =
∑ |yi−ŷi|n

i=1

n
                             (4) 

5.5 Data Processing and Splitting  

Before feeding the machine learning model, it is essential to perform data cleaning and 

data splitting to ensure the quality and reliability of the analysis. Data cleaning 

encompasses a series of crucial procedures aimed at addressing missing values, outliers, 

and inconsistencies within the dataset. When encountering missing values, an appropriate 

course of action involves either imputing them with estimated values or removing them 
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altogether, depending on the degree of missingness and the characteristics of the variable 

in question. Outliers, which are extreme values that deviate significantly from the rest of 

the data, may need to be identified and either treated or removed if they are deemed 

influential or erroneous. Inconsistencies in the data, such as conflicting or illogical entries, 

should be resolved through data validation and verification procedures. 

In this chapter, a series of data cleaning procedures were conducted to ensure the 

integrity and reliability of the dataset consisting of 265,340 sessions. Specific criteria were 

applied to select sessions for inclusion while excluding those that did not meet the defined 

requirements. These procedures were implemented to enhance the quality of the dataset 

and ensure that the subsequent analysis and modeling processes are based on reliable and 

relevant data. Consequently, sessions that consumed 1 kilowatt-hour (kWh) or less were 

excluded from the analysis as they typically indicated connection errors or technical issues 

with the charging station. Similarly, sessions with a connection duration of 5 minutes or 

less were also removed for the same reason. After applying these criteria, the dataset was 

reduced to 241.040 remaining valid charging sessions. 

In order to improve the accuracy and reliability of the analysis, a subset of the original 

dataset was selected by excluding sessions that were deemed as outliers or potential errors. 

The goal was to focus on a more representative and reliable subset of users for modeling 

purposes. 

To achieve this, specific criteria were applied to filter the sessions. Sessions from users 

with durations exceeding 7 days or with gaps of more than 7 days between sessions were 
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eliminated. This was done to exclude extreme outliers that may not align with typical 

charging patterns or could be indicative of data anomalies. 

Furthermore, to ensure an adequate sample size for meaningful analysis, sessions from 

users with at least 500 sessions or more were included in the final dataset. This decision 

was made to prioritize users with a substantial charging history, providing a more 

comprehensive basis for analysis while mitigating potential biases associated with users 

with limited data.  

After applying the selection criteria, the final dataset consisted of 157,374 sessions. 

These sessions were from users who met the established criteria for duration and frequency 

of charging sessions, ensuring a more focused and reliable dataset for further analysis. 

In addition to the data cleaning procedures mentioned earlier, a restriction was placed 

on the outputs of the dataset to further refine the analysis. Specifically, the outputs were 

limited to the 95th percentile of the total values. This restriction was implemented to 

mitigate the influence of outliers and extreme values that may skew the analysis and affect 

the interpretability of the results. Figure 5-2 depicts the scatterplot of the original output 

values before applying the restriction to the 95th percentile. This scatterplot provides an 

overview of the entire range of output values, allowing for visual inspection of the 

distribution and potential presence of outliers. 
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Figure 5-2: Scatterplot of the original output values before applying the restriction to the 95th percentile. 

Similarly, Figure 5-3 shows the corresponding histogram of the output values after 

removing the outliers. This histogram provides a more detailed representation of the 

distribution, highlighting the concentration of values within certain ranges and the overall 

shape of the data distribution. 
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Figure 5-3: Histogram of the output values after removing the outliers. 

Table 5-3 presents a summary of statistical measures for the target variables, providing 

valuable insights into their distribution and variability. The measures include the minimum 

value, first quartile (25th percentile), mean, third quartile (75th percentile), maximum 

value, and standard deviation. 

The minimum value represents the smallest observed value of the target variable, 

indicating the lower bound of its range. The first quartile represents the value below which 

25% of the data points fall, providing information about the lower end of the distribution. 

The mean represents the average value of the target variable, giving a measure of its central 

tendency. The third quartile represents the value below which 75% of the data points fall, 

providing information about the upper end of the distribution. The maximum value 
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represents the largest observed value of the target variable, indicating the upper bound of 

its range. 

The standard deviation measures the dispersion or variability of the target variable 

around the mean. It indicates the spread of the data points and how much they deviate from 

the average value. A higher standard deviation suggests a greater degree of variability, 

while a lower standard deviation indicates less variability. 

For instance, in "Connection Duration," the minimum value is 5, indicating the shortest 

duration observed in the dataset. The median value of 531 indicates that 50% of the sessions 

in the dataset had a connection duration less than or equal to this value, while the remaining 

50% had a longer duration. It serves as a central point that divides the distribution of 

connection durations into two halves. The mean value of 509 represents the average 

connection duration across all sessions. The 1st and 3rd quartiles (123 and 814, 

respectively) give us a sense of the spread of the data, with half of sessions falling within 

this range. The maximum value of 1468 indicates the longest connection duration 

observed. The standard deviation of 387 reflects the variability in connection durations, 

with higher values indicating a wider dispersion of data points around the mean.  

The variables related to EV charging sessions exhibit different distribution patterns. 

Energy and charging duration variables follow fairly standard one-sided distributions, 

while connection duration and time until the next session have distinct distributions. 

Additionally, all variables have standard deviations that are a high percentage of their 

means, indicating a significant relative spread in values. These characteristics present a 
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challenge for accurately predicting and optimizing these variables in the context of EV 

charging schedules. 

Table 5-3: Summary of the distribution of the charging behavior targets.  

 Min 1st Qu Median Mean 3rd Qu Max Std 

Connection Duration  5 123 531 509 814 1468 387 

Charging Duration  0 52 100 122 160 316 74 

Energy  1 4.6 8.3 10 13.4 33.2 7.2 

Time next charge 2 585 1200 1232 1496 4264 855 
 

To address the issue of overfitting, a careful division of the dataset into training and 

testing sets was employed. This division strategy serves to mitigate the risk of overfitting 

and assess the model's capacity to generalize to unseen data.  

The training set, encompassing 80% of the data, is dedicated to training the model. 

During this phase, the model acquires an understanding of the underlying patterns and 

relationships in the data. By optimizing its parameters, the model minimizes errors and 

enhances its performance.  

Following the model's training, its performance is assessed using the testing set, which 

comprises the remaining 20% of the data. This testing set consists of new, unseen data that 

the model has not been exposed to during training. By evaluating the model's performance 

on this independent dataset, a reliable estimation of its generalization capabilities is 

obtained. A strong performance on the testing set indicates the model's effectiveness in 

making accurate predictions on novel, unseen data. 

The test/train split strategy plays a crucial role in mitigating overfitting by subjecting 

the model to a rigorous evaluation with unseen data. This approach enables the validation 
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of the model's ability to generalize beyond the training data, ensuring that the conclusions 

drawn from its performance are dependable and applicable in real-world scenarios. 

The allocation of sessions to each subset is a critical decision, as it determines the data 

on which the model is trained and tested. A time-based split, for instance, would enable the 

model to learn from past charging behavior and make predictions for future behavior. 

However, it is essential to consider scenarios where the dataset contains multiple users with 

different charging patterns over time. 

In order to address this concern and facilitate a comprehensive learning process for the 

model while also testing its performance against "future" behavior, the following steps are 

implemented. 

1. The dataset is sorted by user, and the initial session of each user is discarded. This 

discarded session serves as the starting point for calculating key parameters such as 

the mean, maximum, and minimum energy demand of previous sessions, as well as 

the time elapsed since the last charge. 

2.  The first 80% of charging sessions for each user, based on chronological order, are 

assigned to the training set. This ensures that the model learns from a substantial 

portion of each user's charging history. 

3. The subsequent 20% of charging sessions for each user are allocated to the testing 

set. This segment is used to evaluate the model's performance on unseen data, 

mimicking "future" charging behavior. 
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It is important to acknowledge that the evaluation and performance of the model in this 

study are specifically focused on users with an extensive charging history. The testing set, 

comprising 20% of the charging sessions for each user, serves as a representation of 

"future" charging behavior that the model has not been exposed to during training. It should 

be noted that the model's performance on this testing set reflects its convergence towards 

predicting the behavior of users with similar characteristics and charging patterns as those 

included in the dataset. Therefore, the results obtained from this evaluation are indicative 

of the model's potential performance in a real-world application where it is continuously 

updated based on user charging behavior. However, it is important to consider the 

limitations of this setup. The model's ability to robustly predict charging behavior for users 

without an extensive charging history or those with significantly different patterns may not 

be fully evaluated in this study. The focus is on mimicking a specific real-world scenario 

where the model is continually trained and updated based on user data. Therefore, while 

the model's performance is assessed and evaluated based on the convergence observed 

during training and testing, it is crucial to interpret the results within the context of the 

specific application and user population for which the model is intended. 

The implementation of each model in this study is done using the Python programming 

language which offers a comprehensive set of libraries and tools for machine learning 

tasks. Python's popularity in data analysis and modeling is due to its rich ecosystem. The 

code for model implementation is organized and executed within Jupyter Notebook, an 

interactive environment that facilitates code development, visualization, and 

documentation. For model training and evaluation, several packages from the Scikit-learn 



88 
 

library are utilized [112]. Scikit-learn provides convenient functions for training models 

and tuning parameters for Linear, XGBoost [113], Random Forest [114], and Artificial 

Neural Network (ANN) [115] methods.  

5.6 EV Charging Behavior Prediction Results 

The Results section analyzes and interprets the performance of the implemented models 

in predicting the charging behavior outputs. The models were trained using the training 

dataset and tested using the test dataset. This section presents the evaluation metrics and 

statistical measures employed to assess the predictive performance of each model. 

The accuracy metrics, such as mean absolute error (MAE), root mean squared error 

(RMSE), and R-squared, are reported. These metrics offer insights into the overall 

predictive accuracy and goodness of fit of the models. Lower values of MAE and RMSE  

indicate better accuracy, while a higher R-squared value suggests a better fit of the model 

to the data. 

Graphical representations of the model predictions, such as scatter plots, are provided 

to compare the predicted values with the actual target values. These visualizations offer a 

visual assessment of how well the models capture the underlying patterns and trends in the 

data. The residual plots are included in the results to detect any systematic patterns or biases 

in the model's predictions. Ideally, the residuals should exhibit a random scatter around 

zero, indicating an unbiased prediction with an equal balance of overestimation and 

underestimation. However, deviations from this pattern may indicate specific ranges or 

patterns of the target variable where the model performs better or worse.  
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The analysis of feature importance plots in the results section allows for the 

identification of influential variables that have a significant impact on the target variables. 

These plots provide valuable insights into the relationships and dynamics within the 

dataset, revealing which variables play a crucial role in the model's predictive performance. 

Typically, feature importance is assessed using metrics such as the Gini index or 

information gain, which quantify the contribution of each variable. The presentation of the 

results is done through bar charts or ranked lists, emphasizing the variables with the highest 

importance. 

In the results section, Recursive Feature Elimination (RFE) is utilized. The purpose of 

employing RFE in the study is to improve the feature selection process. RFE is an iterative 

method that aims to identify the most relevant features by repeatedly eliminating less 

important ones based on their rankings or importance scores. By performing RFE, 

researchers can gain insights into the relative importance of different features in predicting 

the target variable. The iterative nature of RFE allows for a systematic exploration of 

feature subsets and helps identify the optimal set of features that contribute the most to the 

predictive accuracy of the model. Furthermore, RFE provides a way to control the 

complexity of the model by selecting a desired number of features. This trade-off between 

the number of features and model performance can be visualized and analyzed, enabling 

researchers to make informed decisions about feature selection. 

5.6.1 Charging Demand (Energy)  

Accuracy metrics for predicting charging demand in kilowatt-hours (kWh) are 

presented in Table 5-4, showcasing the performance of different methods. RF achieved the 
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highest R^2 value of 48%, indicating a better fit to the data compared to other methods. 

XGBoost and ANN also performed with R^2 values of 46% and 40%, respectively, while 

Linear regression had the lowest R^2 value of 29%. However, it should be noted that RF's 

performance, although the highest, still does not provide accurate predictions as it only 

accounts for roughly 48% of the variability in the charging demand. 

Considering MAE and RMSE, which measure the average and overall prediction 

errors, respectively, RF exhibited the lowest values among all methods, indicating better 

accuracy in predicting charging demand. XGBoost and ANN also showed relatively low 

MAE and RMSE values, suggesting good performance in estimating charging demand. 

Linear regression, on the other hand, had higher MAE and RMSE values compared to the 

other methods, indicating less accurate predictions. However, it is important to note that 

the overall MAE and RMSE values across all methods are still relatively high, indicating 

room for improvement in achieving more accurate charging demand predictions.  

When comparing the results of the machine learning models with the mean of each 

user, it becomes apparent that the models exhibit comparable performance to basic 

statistical analysis. In this approach, the mean value for each user is calculated and then 

compared to the actual value of each session. 

Through the evaluation of machine learning models, the effectiveness of predicting 

charging behaviors can be assessed by comparing their performance to the mean charging 

behavior of each user. For instance, the mean of each user yields an R-squared value of 

38% and an RMSE (Root Mean Squared Error) of 5.7 kWh. 
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By contrasting these baseline results with the performance of the machine learning 

models, it becomes evident that the models demonstrate comparable or superior 

performance. The accuracy metrics achieved by the models, such as higher R-squared 

values and lower RMSE values, indicate their ability to capture and predict charging 

behaviors more accurately than relying solely on the mean values of each user. 

The STD and Mean values in the table are additional measures of the prediction errors' 

variability and bias, respectively. These values are consistent across all methods, indicating 

that the average prediction errors and their dispersion are similar for all models. 

Table 5-4: Accuracy Metrics for predicting charging demand in kWh. 

Methods R^2 MAE RMSE STD Mean 

Linear 0.31 4.7 6 7.2 10.2 

XGBoost 0.46 3.9 5.3 7.2 10.2 

RF 0.48 3.6 5.1 7.2 10.2 

ANN 0.40 4.1 5.5 7.2 10.2 

Mean 0.38 4.3 5.7 7.2 10.2 

 

Figure 5-4 showcases a visual representation of the alignment between the predicted 

and actual values, enabling an assessment of their accuracy. The plot serves as evidence 

that the random forest (RF) method outperforms other methods in predicting charging 

demand, as indicated by the relatively close proximity between the predicted and actual 

values on the plot. 
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Figure 5-4: Predicted vs. Observed charging demand for each method. 

Furthermore, Figure 5-5 displays the residual plot for each method, revealing 

discernible patterns and unique characteristics. Across all the methods, including Random 

Forest (RF), the residuals appear to be randomly scattered around zero. This indicates that 

the models achieve a balanced representation of overestimation and underestimation, 

suggesting their ability to capture the underlying patterns in the data. Consequently, these 
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methods demonstrate relatively accurate predictions of energy consumption compared to 

other approaches. 

 

 

Figure 5-5: Residuals of charging demand predictions for each method. 

To gain a deeper understanding of the factors influencing the prediction of energy 

consumption concerning the different variables used for classifying charging sessions, a 

feature importance analysis is carried out.  Figure 5-6 presents the feature importance plots 

for each method, shedding light on the variables that have the most significant impact on 

energy consumption predictions. In the case of the Random Forest (RF) method, the feature 

importance plot indicates that the mean is the most important variable in determining 

energy consumption, followed by other significant variables such as time of the day, time 
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elapsed, and others. These variables play a crucial role in the prediction of energy 

consumption and contribute significantly to the overall accuracy of the RF model. 

 

 

Figure 5-6: Feature Importance of charging demand predictions for each method. 

In Figure 5-7, the RFECV plot reveals the significance of different features in 

predicting charging demand with a cross-validation fold of 5. The plot demonstrates that 

the first 4-6 features have the highest importance, as indicated by the maximum adjusted 

r^2 score. Beyond these features, the plot shows diminishing improvements in the model's 

performance with the addition of more variables. 
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Figure 5-7: Optimal feature selection for predicting charging demand using RF method: RFECV Analysis. 

Additionally, Table 5-5 highlights the importance of specific variables, including 

mean, average frequency, time of day, time elapsed, previous charging demand value, and 

absolute time series. These six features consistently contribute to a higher adjusted R-

squared value, indicating their strong influence on the accuracy of the predictive model for 

charging demand. The ranking indicates the order of importance of each feature in 

forecasting the charging demand. 

Table 5-5: Feature Importance of charging demand predictions using RF method. 

Rank Features 

1 Mean 

2 Average Frequency 

3 Time of Day 

4 Time Elapsed 

5 Previous Charging Demand Value 

6 Absolute Time Series 
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5.6.2 Connection Duration  

Among the evaluated machine learning methods used to predict the connection 

duration, Random Forest (RF) emerged as the most promising and reliable approach. The 

RF algorithm's ability to harness the power of decision trees proved beneficial in capturing 

both linear and non-linear relationships between the input features and the connection 

duration. The Random Forest (RF) algorithm outperformed other machine learning 

methods in predicting connection duration, as evidenced by lower values of mean absolute 

error (MAE) of 209 minutes and root mean square error (RMSE) of 301 minutes. These 

metrics indicate that RF provided more accurate and precise estimates of the connection 

duration, despite the modest R^2 value of 41% as shown in Table 5-6. 

Table 5-6: Accuracy Metrics for predicting connection duration. 

Methods R^2 MAE RMSE STD Mean 

Linear 0.20 282 346 386 511 

XGBoost 0.38 218 307 386 511 

RF 0.40 210 305 386 511 

ANN 0.34 227 313 386 511 

Mean 0.12 304 362 386 511 

 

Figure 4-8 presents the comparison of predicted and observed connection duration for 

various machine learning methods, aiming to evaluate their performance. Notably, the 

random forest (RF) method exhibits superior predictive accuracy in connection duration 

compared to other methods.  
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Figure 5-8: Predicted vs. Observed connection duration for each method. 

Figure 5-9 illustrates the residual plot for each method, revealing unique patterns and 

characteristics. Notably, in the case of the Random Forest (RF) method, the residuals 

exhibit a random distribution around zero. This suggests that the RF model achieves a 

better-balanced representation of both overestimation and underestimation, indicating its 

ability to capture underlying patterns in the data. Consequently, the RF method 
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demonstrates a higher level of accuracy in predicting connection duration compared to 

other methods. 

 

 

Figure 5-9: Residuals of connection duration for each method. 

In order to explore the factors influencing the prediction of connection duration 

concerning the various variables used for classifying charging sessions, a feature 

importance analysis is conducted. Figure 5-10 showcases the feature importance plots for 

each method, providing insights into the variables that play a significant role in connection 

duration predictions. Specifically, for the Random Forest (RF) method, the feature 

importance plot reveals the specific variables that carry substantial importance in 

determining connection duration. These variables may encompass mean, time of the day, 

time elapsed, and other relevant factors. 
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Figure 5-10: Feature Importance of connection duration prediction for each method. 

The RFECV plot in Figure 5-11 illustrates the importance of various features in 

predicting connection duration using a cross-validation fold of 5. It is evident from the plot 

that the initial 4-6 features exhibit the highest significance, as indicated by the maximum 

adjusted r^2 score. However, beyond these features, the plot demonstrates diminishing 

improvements in the model's performance with the inclusion of additional variables. 
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Figure 5-11: Optimal feature selection for predicting connection duration using RF method: RFECV analysis. 

Table 5-7  presents the significance of certain variables, such as mean, time of day, absolute 

time series, average frequency, previous connection duration value, and time elapsed, in 

accurately predicting the connection duration. These six features consistently demonstrate 

a strong influence on the accuracy of the predictive model for connection duration, as 

reflected by their higher adjusted R-squared values. The ranking of these variables provides 

valuable insights into their relative importance in effectively forecasting the connection 

duration. 

Table 5-7: Feature Importance of connection duration predictions using RF method. 

Rank Features 

1 Mean 

2 Time of Day   

3 Absolute Time Series   

4 Average Frequency     

5 Previous Connection Duration Value 

6 Time Elapsed 
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5.6.3 Charging Duration  

Table 5-8 summarizes the evaluation metrics for each method, including R^2, MAE, 

and RMSE, to assess their performance in predicting the duration of EV charging sessions. 

The Random Forest (RF) model outperforms other methods with an R^2 value of 47% and 

the lowest MAE and RMSE values of 40 and 54, respectively. The XGBoost method also 

shows promising performance, while the Linear and ANN methods exhibit lower R^2 

values and higher MAE and RMSE values. This suggests that the XGBoost model is 

capable of capturing the complexity of the data and generating reliable predictions of 

charging duration. In contrast, the Linear and ANN methods exhibit relatively lower R^2 

values and higher MAE and RMSE values, indicating potential limitations in capturing the 

intricate relationships within the data. However, the superior performance of the RF and 

XGBoost models underscores the effectiveness of advanced machine learning techniques 

in predicting charging duration for EV charging scheduling. 

Table 5-8: Accuracy Metrics for predicting charging duration. 

Methods R^2 MAE RMSE STD Mean 

Linear 0.29 48 62 74 112 

XGBoost 0.45 41 55 74 112 

RF 0.47 40 54 74 112 

ANN 0.40 43 57 74 112 

Mean 0.26 50 64 74 112 
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Figure 5-12 provides a comparison between the predicted and observed charging 

duration for different machine learning methods, to evaluate their performance. The 

random forest (RF) method demonstrates greater predictive accuracy in charging duration 

compared to the other methods. This conclusion is supported by the proximity between the 

predicted and actual values depicted in the plot. 

 

 

Figure 5-12: Predicted vs. Observed charging duration for each method. 
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Additionally, the residuals plot depicted in Figure 5-13 showcases the distinct patterns 

and characteristics observed for each method. Particularly, for the Random Forest (RF) 

method, the residuals display a random distribution centered around zero. This 

characteristic indicates that the RF model effectively captures the underlying patterns in 

the data, resulting in a more balanced representation of both overestimation and 

underestimation. As a result, the RF method outperforms other methods in terms of 

accuracy when predicting charging duration. 

 

 

Figure 5-13: Residuals of charging duration for each method. 

To investigate the factors that impact the prediction of charging duration and their 

relationship with the variables used for classifying charging sessions, a feature importance 

analysis was performed. The feature importance plots for each method are presented in 
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Figure 5-14, shedding light on the variables that hold significant importance in predicting 

charging duration. Notably, for the Random Forest (RF) method, the feature importance 

plot highlights specific variables such as mean, time of the day, time elapsed, and other 

relevant factors that greatly influence connection duration. 

 

 

Figure 5-14: Feature Importance of charging duration predictions for each method. 

Figure 5-15, showcasing the RFECV plot, provides insights into the significance of 

different features in predicting charging duration with a cross-validation fold of 5. The plot 

highlights that the first 4-6 features hold the highest importance, as denoted by the 

maximum adjusted r^2 score.  
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Figure 5-15: Optimal feature selection for predicting charging duration using Random Forest: RFECV analysis. 

Table 5-9 provides an overview of the significance of specific variables, including 

mean, absolute time series, time of day, average frequency, time elapsed, and previous 

charging duration value, in accurately predicting the charging duration. These six features 

consistently exhibit a strong influence on the accuracy of the predictive model, as evident 

from their higher adjusted R-squared values. The ranking of these variables offers valuable 

insights into their relative importance in effectively forecasting the charging duration. 

Table 5-9: Feature Importance of charging duration predictions using RF method. 

Rank Features 

1 Mean 

2 Absolute Time Series    

3 Time of Day   

4 Average Frequency     

5 Time Elapsed   

6 Previous Connection Duration Value 
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5.6.4 Time Until Next Charge  

In the specific task of predicting the time until the next charge, the XGBoost algorithm 

exhibited relatively better performance compared to other machine learning methods. 

However, it is important to note that even with this algorithm, the results were still 

unsatisfactory with R^2 equaling to only 21%. Additionally, the mean absolute error 

(MAE) and root mean square error (RMSE) values were relatively high as shown in Table 

5-10: Accuracy Metrics for predicting time for the next session in min. These results indicate 

that the model's predictions deviated significantly from the actual values, suggesting 

limitations in capturing the underlying patterns and dynamics of the time for the next 

charge.  

Table 5-10: Accuracy Metrics for predicting time for the next session in min. 

Methods R^2 MAE RMSE STD Mean 

Linear 0.16 583 781 864 1234 

XGBoost 0.21 565 760 864 1234 

RF 0.20 567 761 864 1234 

ANN 0.17 582 774 864 1234 

Mean 0.16 585 783 864 1234 

 

The performance of the models in predicting the time for the next charge can be visually 

represented in Figure 5-16, demonstrating their accuracy in forecasting. The alignment 

between the predicted values and the observed values serves as an indicator of the models' 

effectiveness. Ideally, a close correspondence between the predicted and observed values 

would indicate accurate predictions. 
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However, in this case, the plot shows a noticeable deviation between the predicted and 

observed values. This suggests that the models and linear regression approach might not 

capture the underlying patterns and relationships in the data effectively.  

 

 

Figure 5-16: Predicted vs. Observed time for the next session for each method. 

Figure 5-17 displays the residuals against the index and provides insights into the 

presence of any systematic patterns or biases in the models' predictions. Ideally, the 

residuals should be randomly scattered around zero, indicating a balanced representation 
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of overestimation and underestimation. However, certain patterns and trends can be 

observed in this plot, indicating that the models and linear regression approach may not 

adequately capture the underlying complexity of the Time for the next charge. These 

patterns can provide insights into the models' performance, highlighting areas where they 

perform well or poorly in predicting certain ranges or patterns of the target variable. 

 

 

Figure 5-17: Residuals of time for the next session for each method. 

To explore the factors influencing the prediction of time for the next charge and their 

relationship with the variables used for classifying charging sessions, a feature importance 

analysis was conducted. Figure 5-18 showcases the feature importance plots for each 

method, providing insights into the variables that play a significant role in predicting Time 

for the next charge. Specifically, for the Random Forest (RF) method, the feature 
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importance plot reveals the specific variables, including mean, time of the day, time 

elapsed, and other relevant factors, that hold substantial importance in determining time 

for the next charge. 

 

 

Figure 5-18: Feature Importance of time for the next session predictions for each method. 

Furthermore, Figure 5-19, which displays the RFECV plot, offers valuable insights into 

the importance of various features in predicting the time until the next charge. By utilizing 

a cross-validation fold of 5, the plot indicates that the initial 4-6 features exhibit the highest 

significance, as evidenced by the maximum adjusted R^2 score. 
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Figure 5-19: Optimal feature selection of time for next session predictions using RF method: RFECV analysis. 

Table 5-11 summarizes the importance of specific variables, including mean, average 

frequency, previous value of time for the next charge, time elapsed, absolute time series, 

and time of day, in predicting the time for the next charge. These six features consistently 

demonstrate a strong influence on the accuracy of the predictive model, as reflected by 

their higher adjusted R-squared values. The ranking of these variables provides valuable 

insights into their relative importance in effectively forecasting the time for the next charge. 

Table 5-11: Feature Importance of next session predictions using RF method. 

Rank Features 

1 Mean 

2 Average Frequency 

3 Previous Value of time for next charge  

4 Time Elapsed    

5 Absolute Time Series    

6 Time of Day   
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5.7 Conclusions 

The main objective of this chapter was to investigate and compare the predictive 

performance of various machine learning models concerning different aspects of EV 

charging behavior. The models considered for analysis included Linear, Xgboost, Random 

Forest, and Artificial Neural Network ANN, with a focus on predicting charging demand, 

connection duration, charging duration, and time for the next charge. It is worth noting that 

these models were applied at the individual charging session level to allow for a more 

detailed examination of the data.  

The results of predicting charging demand indicate that the Random Forest (RF) 

method performed the best among the evaluated models, with an R^2 value of 48%. 

However, it is important to note that even the best-performing model can only explain 48% 

of the variability in charging demand, highlighting the inherent complexity and variability 

in accurately predicting such behaviors. Evaluating the models in relation to the mean of 

each user revealed additional insights. The mean-based approach achieved an R^2 value of 

38% and an RMSE of 5.7 kWh, underscoring the significance of the mean as a key factor 

in energy consumption. The feature importance analysis further confirmed the importance 

of variables such as time of the day and time elapsed. The RFECV plot provided valuable 

insights into the significance of different features in predicting charging demand, with 

mean, average frequency, time of the day, time elapsed, previous charging demand value, 

and absolute time series identified as crucial factors in accurate forecasting.  

In the analysis of predicting connection duration, the Random Forest (RF) algorithm 

demonstrated superior performance compared to other models, yielding lower mean 
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absolute error (MAE) and root mean square error (RMSE) values. Although the achieved 

R^2 value of 41% indicates room for improvement, the RF algorithm's ability to capture 

both linear and non-linear relationships contributes to more precise estimates of connection 

duration. The feature importance analysis highlighted the key variables, including mean, 

time of the day, time elapsed, and others, that significantly influence connection duration 

predictions. 

The evaluation of different methods for predicting charging duration in EV sessions 

indicates that the Random Forest (RF) model outperforms other models with a higher R^2 

value of 47% and lower MAE and RMSE values. Although the RF model demonstrates the 

best performance among the evaluated methods, it is important to note that accurately 

predicting charging duration remains a challenging task, as indicated by the modest R^2 

value. However, the results highlight the relative superiority of the RF model compared to 

other methods in capturing patterns and providing more accurate predictions. The RFECV 

plot identifies important variables, including mean, absolute time series, time of day, 

average frequency, time elapsed, and previous charging duration, in accurately forecasting 

the charging duration. Incorporating additional variables beyond these does not 

significantly improve the model's performance. 

The XGBoost algorithm showed relatively better performance compared to other 

machine learning methods in predicting the time until the next charge. However, it is 

important to note that the results were still unsatisfactory. The R^2 value of 21% indicates 

that the model's predictions deviated significantly from the actual values. The MAE and 

RMSE values were also relatively high, indicating limitations in capturing the underlying 
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patterns and dynamics of the time until the next charge. The feature importance analysis, 

particularly for the Random Forest (RF) method, identified variables such as mean, time 

of the day, time elapsed, and others as significant contributors to predicting the time until 

the next charge. These insights can provide valuable information for further refining the 

prediction models and improving their accuracy. 

The relatively low R-squared values and high root mean square error (RMSE) indicated 

the difficulty of capturing the complex dynamics of charging behavior accurately. These 

findings suggest the need for further research and refinement to enhance the models' 

predictive accuracy.  Table 5-12 shows the accuracy metrics comparison for predicting the 

four outputs using different machine learning methods.  

Table 5-12: Accuracy Metrics comparison for predicting the four outputs using different ML methods. 

Outputs  Linear XGBOOST ANN RF 

 R^2 RMSE R^2 RMSE R^2 RMSE R^2 RMSE 

Energy 0.32 6 0.46 5.3 0.40 5.5 0.48 5.1 

Connection Duration  0.20 346 0.38 307 0.34 313 0.40 305 

Charging Duration  0.29 62 0.45 55 0.40 57 0.47 54 

Time Until Next 

Charge 

0.16 781 0.21 760 0.17 774 0.20 761 
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6. ANALYSIS OF AGGREGATED EV USER BEHAVIOR IN A 

SPECIFIC AREA 
 

6.1 Overview  

Expanding on the insights gained from the previous chapter's focus on EV charging 

behavior prediction at the session level, this chapter focuses on analyzing the aggregated 

user behavior in a specific area to gain valuable insights into peak demand periods and the 

number of simultaneously connected vehicles. By studying EV user behavior at a 

geographic scale, important patterns and trends can be identified, providing crucial 

information for infrastructure planning, resource allocation, and policy-making. 

Understanding peak demand periods is essential for effectively managing charging 

infrastructure and mitigating potential grid stress. By examining the distribution of 

charging events across different timeframes, such as day, week, or year, the analysis reveals 

the specific periods when EV charging demand is at its highest.  

Additionally, analyzing the number of simultaneously connected vehicles provides 

insights into the utilization of charging infrastructure. By studying the patterns of how 

many vehicles are connected to charging stations at a given time, it becomes possible to 

assess the capacity requirements and identify potential congestion points.  

In summary, the analysis of aggregated user behavior in an area yields valuable insights 

regarding peak demand periods and the number of simultaneously connected vehicles. 

These insights contribute to effective infrastructure planning, load management strategies, 

and the overall optimization of charging infrastructure, ensuring a smooth and reliable 
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charging experience for EV users while minimizing grid stress and maximizing resource 

utilization. 

6.2 Descriptive Analysis of EV User Behavior 

This section focuses on the descriptive analysis of aggregated EV user behavior. To 

prepare the dataset, certain data-cleaning procedures were implemented. Sessions with a 

connection duration of less than 5 minutes were removed as they were likely caused by 

technical issues during the charging process. Similarly, sessions with a duration exceeding 

1469 minutes were excluded as they did not represent typical EV user behavior. 

Furthermore, to ensure the dataset's quality and reliability, charging durations 

exceeding 600 minutes were excluded. This decision was made based on the understanding 

that the majority of EVs typically require between 4 to 10 hours for a complete charge. 

Additionally, users who had less than 10 recorded charging sessions were removed from 

the dataset. This step was taken to eliminate users with insufficient historical data, which 

could potentially affect the analysis. Approximately 8.5% of the total dataset was removed 

as part of these data-cleaning procedures. As a result, the remaining dataset comprises 

25,6488 sessions, providing a more robust foundation for conducting the subsequent 

analysis. 

Once the data was cleaned, the focus shifted to selecting users who charged their EVs 

during the year 2021 and had at least one monthly charging session. This subset of users 

comprised 222 individuals. The analysis aimed to gain insights into their charging patterns 

and understand their behavior on a broader scale. Two primary aspects were examined: the 
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number of connected EVs and the power consumed during the charging period across 

various time resolutions. 

6.2.1 Aggregated EV User Behavior Analysis  

 

6.2.1.1 Introduction  

The purpose of this section is to investigate the aggregated charging behavior of EV 

users. The analysis begins by examining the number of connected EVs per minute over a 

year. However, to gain deeper insights and uncover potential patterns, the data is further 

analyzed at monthly, weekly, and daily resolutions. By exploring the charging behavior at 

these different time intervals, valuable insights can be obtained regarding any variations or 

trends in the connection behavior of EV users. This comprehensive analysis aims to 

provide a more nuanced understanding of EV charging patterns and identify noteworthy 

observations. 

Moving forward, the focus will be on examining the power consumption during the 

charging period of EVs. The power consumed by each EV will be estimated by multiplying 

the binary charging duration (indicating whether a charging session occurred or not) by the 

charger capacity of 7.5 kW. This calculation will provide an approximation of the power 

consumed during each EV's charging session. Furthermore, a plot will be presented to 

visualize the power consumption per minute throughout the year. Additionally, the analysis 

will delve into monthly, weekly, daily, and hourly intervals to identify any notable trends 

or fluctuations in power consumption patterns. By exploring power consumption at 

different resolutions, valuable insights can be gained into the charging behavior of EVs 

and any significant findings can be uncovered. 
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6.2.1.2 Results 

 

A. No. of Simultaneously Connected EVs 

Figure 6-1 displays the aggregate number of connected Electric Vehicles (EVs) per 

minute throughout the year 2021 for 222 users. The data reveals a remarkable level of 

stability in EV connectivity over this period. On average, there were around 52.5 EVs 

connected per minute, with a standard deviation of approximately 24.3. The figure provides 

an overall snapshot of the EV network's activity, indicating that EVs remained consistently 

connected to charging stations, contributing to a reliable and efficient charging ecosystem.  

 

Figure 6-1: Aggregate No. of connected EV per minute.  

Upon zooming out and examining the data at a monthly resolution, the aggregate 

number of connected Electric Vehicles (EVs) is presented alongside the corresponding 

standard deviation for each month in Figure 6-2. A consistent pattern emerges, showing 

that more EVs are connected during the winter months compared to the summer months. 

However, January 2021 presents an interesting exception to this trend. The lower number 

of connected EVs during the first month of the year can be attributed to multiple factors. 

One possibility is the holiday season, when fewer EVs might have been in use or connected 
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to charging stations due to reduced travel or charging activities. Another factor could be 

the restriction in cleaning the data, which resulted in the exclusion of long connected 

sessions, particularly during the holiday period. Additionally, it is plausible that more EVs 

joined the network towards the end of January, given that it represents the first month of 

the available data. Nevertheless, the overall trend of higher EV connectivity during winter 

months suggests a potential relationship between weather conditions and EV usage 

patterns, with individuals opting for EVs more frequently during colder seasons. In terms 

of the standard deviation plot, it closely resembles the main plot, with minor variations. 

The standard deviation exhibits variation across different months, with a higher value of 

25 in February and a lower value of 21.3 in July, resulting in a difference of 3.7 between 

the two. 

 

Figure 6-2: Aggregate No. of connected EV along with standard deviation each month. 

Analyzing the data at a weekly resolution in Figure 6-3 reveals interesting insights into 

the aggregate number of connected Electric Vehicles (EVs) throughout the year 2021. 

Notably, the first week of the year stands out with significantly lower EV connectivity 
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compared to the other winter weeks. This observation aligns with the previously mentioned 

anomaly in January 2021, suggesting a possible correlation between the two. The lower 

EV connectivity during the first week could be attributed to various factors, such as reduced 

travel or charging activities associated with the New Year's holiday. Additionally, the last 

week of the year exhibits a similar pattern of lower EV connectivity, which could be 

influenced by the Christmas holiday. These observations indicate that holiday periods can 

influence on EV usage and connectivity patterns, resulting in reduced demand for charging 

services during these festive times. The analysis at a weekly resolution offers valuable 

insights into the seasonal fluctuations and the impact of holidays on the behavior of 

connected EVs throughout the year. It is worth noting that the standard deviation plot aligns 

with the main plot, exhibiting consistency over the entire year. This consistency suggests 

that the variability in the number of connected EVs remains relatively stable, with similar 

levels of dispersion observed throughout the year. 

 

Figure 6-3: Aggregate No. of connected EV along with standard deviation each week. 
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Further zooming out to the daily plot in Figure 6-4 reveals intriguing patterns in the 

aggregate number of connected Electric Vehicles (EVs). Notably, significant downward 

spikes are observed during holiday days, aligning with the previously mentioned reasons 

for reduced EV usage and connectivity during festive periods. These holiday-related dips 

reflect a decreased demand for charging services, likely due to reduced travel or charging 

activities associated with those specific days. Additionally, the daily plot exhibits high 

fluctuations within each week, with each day showcasing distinct connectivity levels 

compared to others within the same week. This variability suggests that EV connectivity 

is influenced by daily factors or routines that contribute to fluctuations in usage patterns. 

The standard deviation plot follows a similar trend, reflecting the variability and fluctuation 

observed in the daily plot. Overall, the daily analysis provides valuable insights into the 

impact of holidays and the daily dynamics of EV usage. 

 

 

Figure 6-4: Aggregate No. of connected EV along with standard deviation each day. 
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B. Power 

Building upon the previous sections' analysis of the aggregate number of connected 

Electric Vehicles (EVs), the focus in this section shifts to examining the aggregated power 

consumed during the charging period of EVs. This analysis aims to provide insights into 

the overall power consumption behavior and its relationship with EV connectivity.  

The following plot in Figure 6-5 showcases the aggregated power consumed per minute 

throughout the year. Observing the minutes plot, it becomes apparent that the power 

consumption behavior follows a similar pattern to the EV connectivity trend previously 

discussed. The stability observed in the EV connectivity plot is reflected in the power 

consumption plot as well. The power consumed remains relatively consistent over time, 

with minor variations.  

Zooming out to explore the data at different resolutions, including monthly, weekly, 

and daily intervals, will allow for a more detailed examination of the power consumption 

patterns. By analyzing power consumption at these different resolutions, potential 

variations and trends can be uncovered, shedding light on the power consumption behavior 

of EV users during different time intervals. 
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Figure 6-5: Aggregate power consumed during charging per minute. 

Examining the plot at a monthly resolution in Figure 6-6, notable patterns emerge. 

Similar to the previous observations in the EV connectivity analysis, there is a clear trend 

of higher power consumption during the winter months compared to the summer months. 

This trend suggests a correlation between weather conditions and power demand, with EV 

users likely relying more on charging services during colder seasons. However, it is 

essential to note that within this trend, there are variations and fluctuations in power 

consumption from month to month. The standard deviation plot, which accompanies the 

aggregated power plot, helps visualize this variability. It demonstrates the level of 

dispersion or deviation from the mean power consumption within each month. The 

standard deviation plot follows a similar pattern to the main plot, indicating that the 

variability in power consumption is consistent over the year. Additionally, specific months 

exhibit deviations from the overall trend. For example, January 2021, as previously 

mentioned, has lower power consumption due to factors like holidays or a potential influx 

of new EVs joining the network towards the end of the month. 
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Figure 6-6: Aggregate power consumed during charging along with standard deviation per month. 

 

Similar to the monthly analysis, Figure 6-7 shows that there is a clear trend of higher 

power consumption during the winter weeks compared to the summer weeks. This 

observation suggests a relationship between weather conditions and power demand, with 

EV users likely requiring more charging during colder periods. However, within this 

overarching trend, there are significant fluctuations in power consumption from week to 

week. Each week exhibits distinct power consumption levels, indicating variations in EV 

charging behavior. The standard deviation plot, accompanying the aggregated power plot, 

highlights this variability. It showcases the level of dispersion or deviation from the mean 

power consumption within each week. The standard deviation plot follows a similar pattern 

to the main plot, emphasizing the consistency of power consumption fluctuations 

throughout the year. 

Furthermore, specific weeks deviate from the overall trend. For example, the first week 

of the year 2021, as mentioned previously, has lower power consumption due to factors 
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like holidays or reduced EV usage during the New Year period. Similarly, the last week of 

the year, potentially influenced by the Christmas holidays, also exhibits lower power 

consumption. 

 

Figure 6-7: Aggregate power consumed during charging along with standard deviation per week. 

Examining the daily plot depicted in Figure 6-8 reveals intriguing patterns. A 

prominent observation is the substantial fluctuations in power consumption observed on 

daily. Each day showcases unique power consumption levels, underscoring the inherent 

variability in EV charging behavior. This variability can be attributed to various factors, 

including individual driving patterns, charging habits, and specific events or circumstances 

that impact the charging needs of EV users. These factors contribute to the dynamic nature 

of power demand within the EV charging ecosystem, highlighting the importance of 

understanding and adapting to the diverse charging patterns of EV owners. 

Interestingly, the daily plot also reflects the impact of holidays and festive periods. 

During holiday days, there is often a visible dip in power consumption, indicating a reduced 

demand for charging services. This can be attributed to factors like reduced travel, fewer 
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EVs in use, or altered routines during those specific days. The standard deviation plot, 

accompanying the aggregated power plot, demonstrates the level of dispersion or deviation 

from the mean power consumption within each day. It highlights the daily fluctuations in 

power consumption and provides insights into the range of power demand experienced 

throughout the year. 

 

Figure 6-8: Aggregate power consumed during charging along with standard deviation per day. 

6.2.2 Averaging EV User Behavior Over Time  

 

6.2.2.1 Introduction  

In examining the data on EV connectivity and power consumption, a consistent pattern 

emerges on a monthly, weekly, and daily basis. However, there are noticeable differences 

between different periods. To gain a comprehensive understanding of EV user behavior 

over time, it is necessary to analyze the data by averaging the values for specific periods 

within a month, week, and day. The process begins by calculating the mean values for each 

day of the month. By aggregating the data across multiple months, the typical behavior 

exhibited by EV users on each specific day can be identified. Moving on to the weekly 
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average, the data is aggregated for each day of the week across multiple weeks. This allows 

for the identification of patterns and tendencies specific to each day of the week in terms 

of EV connectivity and power consumption. Furthermore, the analysis focuses on the time 

of day within a 24 hours. By aggregating the data for each specific hour of the day across 

multiple days, the mean values for EV connectivity and power consumption can be 

determined. This provides insights into the typical behavior and usage patterns of EV users 

at different times throughout the day. By employing this process of averaging, a more 

comprehensive understanding of EV user behavior over time can be achieved. This analysis 

offers valuable insights into the typical mean values of EV connectivity and power 

consumption for specific periods within a month, week, and day.  

6.2.2.2 Results 

 

A. No. of Simultaneously Connected EVS 

In Figure 6-9, the EV connectivity data is visualized over a year, showing the 

relationship between the day of the month and the number of connected EVs. To determine 

the typical mean for each day, the data is aggregated across all 12 months. By summing 

the values from all months, the total count of connected EVs is obtained for each specific 

day. Dividing this count by 12 gives the average number of connected EVs for that day, 

representing the typical mean across all months. In addition to the mean, the standard 

deviation is calculated to measure the variability in EV connectivity for each day.  
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Figure 6-9: Monthly variation in No. of connected EV along with standard deviation.  

Figure 6-10 presents the mean and standard deviation for each day of the month, 

providing valuable insights into the typical patterns of EV connectivity throughout the year. 

Notably, a significant decline is observed on the 25th day, deviating from the overall trend. 

This observation may be influenced by the behavior observed in January and February, 

which likely contributed to a decrease in the mean during that period. However, apart from 

this deviation, the mean and standard deviation for the remaining days demonstrate 

relatively consistent values. The mean values represent the average level of EV 

connectivity for each day of the month, while the standard deviation indicates the degree 

of variation around the mean. The overall consistency in the mean and standard deviation 

suggests a stable pattern in EV connectivity, with minimal fluctuations or irregularities for 

the majority of the year. 
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Figure 6-10: Monthly variation in average No. of connected EVs along with standard deviation.  

Figure 6-11 illustrates the mean and standard deviation for each day of the week, 

highlighting distinct variations in the mean values across different days. Upon examining 

the plot, it becomes apparent that each day of the week presents a unique level of EV 

connectivity. Specifically, midweek days consistently demonstrate higher levels of EV 

connectivity, whereas Fridays and weekends typically exhibit lower levels. These patterns 

can be attributed to factors such as commuting patterns, discrepancies in EV usage between 

weekdays and weekends, or specific events and conditions that influence EV utilization.  
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Figure 6-11: Weekly variations in average No. of connected EVs along with standard deviation.  

Figure 6-12 displays the mean and standard deviation for each hour of the day, offering 

valuable insights into the typical characteristics of EV connectivity throughout a 24 hours 

period. Notable patterns emerge, indicating specific hours when EV connectivity 

consistently reaches higher levels, signifying peak periods of usage. These peak hours, 

typically occurring in the evening and late-night, align with times when users are likely to 

be at home and have their EVs connected. Conversely, there are hours when EV 

connectivity is lower, typically coinciding with periods when individuals are away from 

home, such as during work hours or other activities. The observed variations in EV 

connectivity throughout the day can be attributed to various factors, including commuting 

patterns, work schedules, and individual charging behaviors. Furthermore, it is worth 

mentioning that the standard deviation shows an intriguing pattern with higher values 
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around 7 am to 8 am, which aligns with the time when users typically leave for work. This 

observation indicates a potential variation in EV charging behaviors during the morning 

rush hour period, implying that there may be diverse charging patterns or preferences 

among EV users during this time. 

 

Figure 6-12: Daily variations in average No. of connected EVs along with standard deviation.  

B. Power  

Shifting the focus to the power consumption behavior, Figure 6-13 offers valuable 

insights into the typical power consumption patterns of EVs throughout the month. It is 

worth noting that there are some variations in power consumption levels on different days 

of the month. Some days may display higher power consumption, indicating increased 

charging activity, while others, like day 25, consistently exhibit lower values. Additionally, 

it is important to consider that day 31 may not exist every month, which can also contribute 
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to variations in power consumption patterns. These variations in power consumption can 

be influenced by factors such as individual driving habits, charging preferences, and 

specific events or circumstances that impact EV usage. 

 

Figure 6-13: Monthly variations in power consumed during charging along with standard deviation.  

Figure 6-14 offers valuable insights into the typical power consumption behavior of 

EVs throughout the week. Weekdays, corresponding to workdays, tend to exhibit higher 

power consumption due to increased charging activity driven by commuting patterns and 

regular work schedules. In contrast, Fridays and weekends show lower power consumption 

as fewer individuals use their EVs for work-related purposes during these days. These 

variations in power consumption can be attributed to factors such as diverse usage patterns, 

charging behaviors, and individual routines. Additionally, it is important to note the 
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significant difference in the standard deviation between weekends and workdays, 

indicating varying charging needs and behaviors of EV users throughout the week. 

 

Figure 6-14: Weekly variations in power consumed during charging along with standard deviation.  

Figure 6-15 provides valuable insights into the typical power consumption behavior of 

EVs over a 24 hours period. There are specific hours when power consumption consistently 

peaks, indicating periods of heightened charging activity. These peak hours typically occur 

in the evening and late at night, between 6 pm and 12 am when EV users are more likely 

to be at home. Conversely, power consumption is lower during hours when individuals are 

away from home, such as during work hours or other daily activities. Additionally, power 

consumption tends to be lower in the early morning when EVs are already fully charged. 
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The standard deviation plot complements this information by showcasing the 

variability in power consumption throughout the day. It reveals higher levels of variability 

in the evening hours when users arrive home from work and engage in charging activities. 

In contrast, the morning and afternoon hours exhibit lower variability, indicating more 

consistent power consumption patterns during those times. 

 

Figure 6-15: Daily variations in power consumed during charging along with standard deviation.  

 

6.2.3 Machine Learning Prediction of Aggregated EV User 

 

6.2.3.1 Introduction  

This section focuses on evaluating the effectiveness of using the sessions data model 

to predict aggregated charging behavior. Rather than relying on machine learning or time 
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series techniques, the approach involves leveraging the sessions data model and utilizing 

its predictions in the analysis of aggregated charging behavior. 

The sessions data model captures individual charging sessions and their characteristics, 

allowing for the aggregation of predicted charging behavior to estimate overall charging 

activity. This estimation takes into account the predicted behavior of multiple charging 

session, providing insights into broader charging patterns and trends. 

To assess the accuracy of the predictions, a comparison is conducted between the 

estimated aggregated charging behavior and the actual aggregated behavior observed in the 

dataset. By examining the disparities between the predicted and actual values, the 

performance of the sessions data model in capturing collective charging behavior can be 

evaluated. 

This comparative analysis offers insights into the effectiveness of the sessions data 

model in predicting aggregated charging behavior. It helps to understand the model's ability 

to capture the inherent variability and patterns within the dataset, offering valuable 

information for future predictions and optimizations in EV charging infrastructures. 

6.2.3.2 Results 

 

A. No. of Simultaneously Connected EVs 

Figure 6-16 presents a visual comparison of the actual and predicted number of 

connected EVs per minute throughout the year, allowing for an assessment of the model's 

performance in forecasting charging behavior. The Root Mean Square Error (RMSE), 

calculated at 12.3, provides a quantitative measure of the disparity between the predicted 
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and actual values, representing the overall error in the model's predictions. A lower RMSE 

signifies a higher degree of agreement between the predicted and actual charging behavior, 

indicating a more accurate model. Apart from RMSE, additional statistical measures, 

namely the Mean Absolute Error (MAE) and Mean Percentage Error (MPE), play a 

significant role in evaluating the model's performance and accuracy. The MAE, computed 

as 9.9, represents the average magnitude of errors between the predicted and actual values. 

It provides insight into the average deviation between the two sets of values. On the other 

hand, the MPE, with a value of -7.8%, indicates the average percentage deviation between 

the predicted and actual values. The negative sign suggests that, on average, the predicted 

values are lower than the actual values. 

 

Figure 6-16: Actual vs predicted aggregate No. of EV connected per minute. 

Figure 6-17 depicts the hourly actual and predicted number of connected EVs 

throughout the year, enabling an evaluation of the model's performance in forecasting 

charging behavior at an hourly resolution. This comprehensive overview allows for a 
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thorough assessment of the model's accuracy and effectiveness. The Root Mean Square 

Error (RMSE) is calculated to be 12.3, indicating the level of discrepancy between the 

predicted and actual values. Moreover, the Mean Absolute Error (MAE) is computed as 

9.3, while the Mean Percentage Error (MPE) is determined to be -7.8% 

 

Figure 6-17: Actual vs predicted aggregate No. of EV connected per hour. 

At a daily level, Figure 6-18 presents a daily comparison between the actual and 

predicted number of connected EVs throughout the year, facilitating a comprehensive 

assessment of the model's forecasting performance in charging behavior. The statistical 

metrics reveal the model's accuracy, with an RMSE value of 5.8, an MAE value of 4.8, and 

an MPE value of -7.4%. These metrics provide valuable insights into the average level of 

error and the extent of deviation between the predicted and actual values, aiding in the 

evaluation of the model's predictive capabilities at a daily level. 
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Figure 6-18: Actual vs predicted aggregate No. of EV connected per day. 

Expanding the analysis to a weekly timeframe, Figure 6-19 showcases the actual and 

predicted number of connected EVs per week throughout the year, offering a holistic 

evaluation of the model's forecasting accuracy in charging behavior. Assessing the model's 

performance at the weekly level involves calculating the Root Mean Square Error (RMSE), 

which results in a value of 5, and the Mean Absolute Error (MAE), with a value of 4.4.  

 

Figure 6-19: Actual vs predicted aggregate No. of EV connected per week. 
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At a monthly level, Figure 6-20 provides a comparison between the actual and 

predicted number of connected EVs for each month throughout the year. This expanded 

perspective allows for a comprehensive evaluation of the model's accuracy in forecasting 

charging behavior every month. The Root Mean Square Error (RMSE) value for this model 

is determined to be 4.8, indicating the overall deviation between the predicted and actual 

values. The Mean Absolute Error (MAE) is calculated as 4.3, representing the average 

magnitude of errors between the predicted and actual values. Additionally, the Mean 

Percentage Error (MPE) is calculated as -7.4%, reflecting the average percentage deviation 

between the predicted and actual values.  

 

Figure 6-20: Actual vs predicted aggregate No. of EV connected per month. 

B. Power 

When examining power consumption at a minute-level resolution, Figure 6-21 

provides valuable insights into the behavior of EVs. It reveals that certain minutes may 

experience higher power consumption, indicating increased charging activity or a higher 
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demand for power. Conversely, there are minutes when power consumption is lower, 

indicating reduced charging activity or lower demand for power. In this case, the RMSE is 

measured at 20.8, the MAE at 15.2, and the MPE at xx%. These metrics enable an 

evaluation of the accuracy and reliability of the power consumption predictions at a minute-

level granularity.  

 

Figure 6-21: Actual vs predicted aggregate power consumed during charging per minute. 

Examining the power consumption behavior of EVs at an hourly resolution offers a 

comprehensive view of the trends and patterns over time. Examining Figure 6-22 allows 

for the identification of specific hours with higher power consumption, indicating increased 

charging activity or greater power demand. Conversely, there may be hours with lower 

power consumption, suggesting reduced charging activity or lower power demand during 

those periods. The Root Mean Square Error (RMSE) is calculated to be 20.8, the Mean 

Absolute Error (MAE) is 13.8, and the Mean Percentage Error (MPE) is x%, offering 
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insights into the accuracy and deviation between the predicted and actual power 

consumption values at an hourly level. 

 

Figure 6-22: Actual vs predicted aggregate power consumed during charging per hour. 

Expanding the analysis to a daily resolution, Figure 6-23 provides a broader perspective 

on the power consumption behavior of EVs over time. By examining the plot, specific days 

with higher power consumption and days with lower power consumption can be identified. 

The Root Mean Square Error (RMSE) is calculated to be 6.7, the Mean Absolute Error 

(MAE) is 5.4, and the Mean Percentage Error (MPE) is -3.5%. These statistical metrics 

offer insights into the accuracy and deviation between the predicted and actual power 

consumption values at a daily level. It is worth noting that the predicted trend generally 

follows the same pattern as the actual trend, albeit with higher values. This suggests that 

the model captures the overall behavior of power consumption, albeit with some deviations 

in the magnitude of the values 
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Figure 6-23: Actual vs predicted aggregate power consumed during charging per day. 

Zooming out to a weekly resolution, a comprehensive understanding of the power 

consumption behavior of EVs over time can be obtained. By examining Figure 6-24, which 

represents the aggregated power consumption over the weeks of the year, insights into the 

trends and patterns of power usage on a weekly basis can be observed. The Root Mean 

Square Error (RMSE) is determined to be 4.4, indicating the average deviation between the 

predicted and actual power consumption values. The Mean Absolute Error (MAE) is 

calculated as 3.9, representing the average magnitude of the errors. Furthermore, the Mean 

Percentage Error (MPE) is calculated as -3.2%, indicating the average percentage deviation 

between the predicted and actual values. It is worth noting that the predicted trend generally 

follows the same pattern as the actual trend, albeit with higher values. This suggests that 

the model captures the overall behavior of power consumption, albeit with some deviations 

in the magnitude of the values 
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Figure 6-24: Actual vs predicted aggregate power consumed during charging per week. 

When analyzing the power consumption behavior of EVs at a monthly resolution, a 

comprehensive understanding of their charging patterns throughout the year can be 

obtained. Figure 6-25 enables the identification of months with higher power consumption, 

indicating increased charging activity or higher power demand. Conversely, some months 

exhibit lower power consumption, suggesting reduced charging activity or lower power 

demand during those periods. It is noteworthy that the predicted trend generally aligns with 

the actual trend, albeit with higher values. The Root Mean Square Error (RMSE) is 

determined to be 4.1, representing the average discrepancy between the predicted and 

actual power consumption values. The Mean Absolute Error (MAE) is calculated as 3.7, 

indicating the average magnitude of the errors. Additionally, the Mean Percentage Error 

(MPE) is calculated as -3.2%, reflecting the average percentage deviation between the 

predicted and actual values. 
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Figure 6-25: Actual vs predicted aggregate power consumed during charging per month. 

6.3 Conclusions  

In conclusion, the analysis of aggregated EV connectivity data in 2021 reveals stable 

and consistent EV usage patterns throughout the year. Winter months show higher EV 

connectivity, while holiday periods exhibit lower demand for charging services. Daily 

fluctuations indicate the influence of daily routines on EV usage. Similarly, the analysis of 

aggregated power consumption during EV charging reveals consistent patterns and trends. 

Higher power consumption is observed during winter months, indicating a correlation with 

weather conditions. Fluctuations in power consumption occur at monthly, weekly, and 

daily intervals, reflecting variations in EV charging behavior. Holiday periods show 

reduced power demand, while daily fluctuations highlight the dynamic nature of power 

demand influenced by individual habits and circumstances. Understanding these patterns 

is crucial for effective infrastructure planning and accommodating diverse charging needs. 
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Analyzing the data through averaging provides a more comprehensive understanding 

of EV user behavior over time. By calculating mean values for specific periods within a 

month, week, and day, patterns and tendencies in EV connectivity and power consumption 

can be identified. The analysis reveals consistent behavior for most days of the month, with 

a noticeable decline on the 25th day. Weekly analysis shows distinct variations in EV 

connectivity across different days of the week, with midweek days demonstrating higher 

levels and Fridays and weekends showing lower levels.  

The effectiveness of the sessions data model in predicting aggregated charging 

behavior is evaluated by comparing the predicted values with the actual values observed in 

the dataset. This comparison is conducted at different time resolutions, including minutes, 

hours, days, weeks, and months. The evaluation involves calculating statistical measures 

such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean 

Percentage Error (MPE) to assess the model's performance and accuracy. 

For the prediction of simultaneous connections, the comparison shows that at the 

minute level, the RMSE is 12.3, indicating the overall error in the model's predictions. The 

MAE is 9.9, representing the average magnitude of errors, and the MPE is -7.8%, 

suggesting that the predicted values are, on average, higher than the actual values. At the 

hourly level, the RMSE is 12.3, the MAE is 9.3, and the MPE is -7.8%.  

In conclusion, the predictive model showed varying levels of accuracy at different 

timescales. It performed reasonably well at weekly and monthly predictions, with reduced 

error compared to daily and minute-by-minute connections.  



145 
 

7. IMPLICATIONS OF PREDICTED USER BEHAVIOR 

ON SCHEDULING 
 

7.1 Overview  

The previous chapter delved into an analysis of EV user behavior, uncovering key 

patterns and characteristics that influence charging behavior, including factors like time of 

day, day of the week, and contextual information. This analysis serves as a solid foundation 

for the current chapter, which explores the implications of predicted user behavior on 

scheduling. By leveraging the predictive models developed in the previous chapter, it 

becomes possible to forecast connection duration and charging duration for EV charging 

sessions. These predictions have far-reaching implications, enabling optimization of 

scheduling processes, resource allocation, and capacity planning across different domains. 

Conventional scheduling approaches often rely on simplified assumptions or historical 

data, which may not capture the dynamic and evolving nature of user charging behavior. 

This limitation hampers the effective management of charging resources, resulting in 

suboptimal outcomes such as increased peak demand, higher electricity costs, and lower 

user satisfaction. Consequently, there is an urgent need to investigate innovative methods 

that can provide accurate predictions of user behavior and integrate them seamlessly into 

the scheduling process. By doing so, organizations can enhance their scheduling decisions, 

maximize operational efficiency, improve user experiences, and achieve better resource 

utilization. 
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In this section, a single day schedule is developed based on predicted behavior of a 

group of EV users. This schedule is evaluated against the actual user behavior to assess the 

satisfaction of charging demand.  

7.2 Methodology  

This section outlines the methodology used in the study, encompassing both data 

preparation and analysis stages. In this chapter, a dataset consisting of 140 EV charging 

sessions was used. The selected sessions were purposefully sampled from a specific day, 

specifically July 22nd, 2021, which happened to be a Tuesday. This day was chosen due 

to its representation of the typical charging patterns observed in EV charging activities. 

Figure 7-1 presents the number of connected EVs on July 22nd, compared to the average 

of all days in the dataset, showcasing the typical daily pattern. 

 

Figure 7-1: Hourly EV connections on July 22, 2021, and average of all days. 
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For the analysis of EV charging behaviors in a residential context, it was assumed that 

the charging sessions took place in 114 households equipped with attached garages.  Figure 

7-2 displays the load profile, providing a visual representation of the electricity usage 

patterns. This assumption was made to consider factors such as the availability of charging 

infrastructure and charging patterns specific to households. To simulate the impact of EV 

penetration in the area, a multiplication factor of 2.2 was applied. This factor represents a 

50% penetration rate of EVs in the region.  

 

Figure 7-2: Aggregate demand for 114 single-family apartments on a weekday in July 2016 [99]. 

In addition to the charging session data, this study integrated time-dependent electricity 

prices obtained from the NPPD Utility. These prices were collected at various intervals 

throughout the day, enabling an analysis of the cost implications associated with EV 

charging. By taking into account the fluctuations in electricity prices, the study sought to 

evaluate the potential impact on the overall cost of charging EVs during different times of 
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the day. Figure 7-3 illustrates the electricity price rates for a weekday in July, providing a 

visual representation of the varying prices throughout the day. 

 

Figure 7-3: Electricity price rate for a weekday in July [100]. 

The charging session data was analyzed in detail, including start and end times, 

charging durations, and connection durations. Predictive values such as connection 

duration and charging duration were also calculated, which involved predicting connection 

end time and charging end time. To make these predictions, the Random Forest method 

was employed, using the most important features identified in Chapter 4. These features 

include mean, absolute time series, time of day, average frequency, time elapsed, and 

previous charging duration. 

The data from the year 2021, which was used for the aggregate analysis in Chapter 5, 

was utilized for testing, while the remaining data was used for training and evaluation of 

the models. The evaluation metrics mentioned (MAE, RMSE, and R-squared) were 



149 
 

calculated specifically for the testing data. They represent the performance of the trained 

models in predicting the target variables on unseen data from the testing dataset.  

The prediction accuracy metrics for connection duration are as follows: The mean 

absolute error (MAE) is 246 minutes, the root mean square error (RMSE) is 335 minutes, 

and the R-squared value is 26%. 

To optimize the charging schedule and manage the electricity demand, an optimization 

algorithm using CPLEX was employed. The optimization algorithm aimed to minimize the 

power capacity and the electricity cost for EV charging. 

The optimization problem was formulated to allocate the charging durations of the EVs 

within the available time window, which was set to 1440 minutes representing a single day. 

If the predicted connection duration exceeded this time window, the connection duration 

was looped to the beginning of the day. 

The CPLEX solver was used to solve the formulated optimization problem, considering 

constraints such as the available power capacity, EV charging requirements, and electricity 

prices at different time intervals throughout the day.  

This mathematical model has been implemented in Python using DOcplex, the IBM 

Decision Optimization CPLEX Modeling for Python, and solved using CPLEX, a high-

performance mathematical programming solver, version 20.1. The study was performed 

on an AMD A6-3400M APU @1.40 GHz. Because solving this problem using exact 

methods can be computationally intense, CPLEX was run until an optimality gap of less 

than 8.3% is achieved. 
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7.3 Results  

The results section presents the findings of the EV charging optimization study. The 

objective of the optimization algorithm was to determine the optimal charging schedule for 

the EVs, considering factors such as peak demand and electricity price. 

In the controlled charging scenario, where the optimization algorithm was applied, the 

total cost was observed to be 134$, while in the uncontrolled charging scenario (without 

optimization), the total cost was 147$. This indicates a difference of 13$ between the two 

scenarios. Moreover, the maximum power consumption during the charging period was 

454 kW in the uncontrolled scenario, whereas it decreased to 361 kW in the controlled 

scenario as shown in Figure 7-4, resulting in a reduction of 93 kW in peak demand.  

 

Figure 7-4: Uncontrolled load and controlled load for equal cost and peak demand weights 
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The comparison between the controlled and uncontrolled scenarios reveals the notable 

effectiveness of the optimization algorithm in reducing peak demand and minimizing 

electricity costs. With accurately predicted behavior, the implemented schedule achieves a 

remarkable 20.5% reduction in peak load and delivers substantial savings of 8.8% in 

electricity costs. However, actual charging and connection durations differ from the 

predictions due to various factors, such as unforeseen user behavior or external influences. 

To evaluate the alignment between scheduled and actual charging sessions, the duration 

difference was calculated by subtracting the actual connection duration from the scheduled 

charging duration, accounting for looping. This analysis shed light on the discrepancies 

between the intended and actual charging periods for users. 

Additionally, the absolute and percentage differences between the scheduled and actual 

charging durations were computed. Only 13.6% of users had fully satisfied sessions, 

indicating successful predictions and user adherence to the schedules. A significant portion 

of 77.8% of users experienced fully unsatisfied sessions, and 8.6% of users were only 

partially satisfied as shown in Figure 7-5. These results highlight the challenges of 

accurately predicting and accommodating individual charging behaviors. 

Overall, the analysis reveals both strengths and limitations in the predictive models for 

EV charging behavior. While some users' charging patterns were accurately predicted, the 

majority experienced delays or dissatisfaction with the scheduled charging sessions. These 

discrepancies underscore the importance of continuous improvement in predictive models 

and the need for more personalized and user-centric charging strategies. The results provide 

valuable insights for refining the scheduling algorithms and enhancing the overall accuracy 
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and efficiency of EV charging management. By addressing the observed discrepancies, the 

future of EV charging can be shaped to accommodate user preferences, optimize grid 

utilization, and promote sustainable and environmentally conscious transportation 

solutions. 

 

Figure 7-5: Percentage satisfaction of each charging session. 

7.4 Conclusions  

In conclusion, the evaluation of the scheduling optimization algorithm for EV charging 

sessions revealed the significant effect of prediction accuracy on the satisfaction of user 

demand. The algorithm aligned only approximately 13.6% of connections within the actual 

timeline. This finding indicates a need for further improvements in the scheduling process 

to minimize delays and enhance the overall user experience. 

The assessment of alignment between scheduled and actual charging sessions through 

the duration difference analysis highlighted discrepancies between the intended and actual 
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charging periods for users. The relatively low percentage 13.6% of fully satisfied sessions 

indicates the need for more accurate predictions and scheduling strategies tailored to 

individual charging behaviors. 

These results underscore the importance of continuous refinement in predictive models 

and optimization algorithms to achieve a more user-centric and efficient EV charging 

management system. By addressing the challenges observed in this evaluation, such as 

reducing delays and enhancing predictive accuracy, the future of EV charging can be 

shaped to accommodate user preferences effectively and promote sustainable and 

environmentally conscious transportation solutions. 

The evaluation of the scheduling optimization algorithm for EV charging sessions 

revealed both successes and challenges. While the algorithm demonstrated effectiveness in 

reducing peak demand and electricity costs, discrepancies between the predicted and actual 

connection periods lead to the majority of EVs not being fully charged. These differences 

emphasize the need for continuous refinement in predictive models and scheduling 

strategies to improve user satisfaction and ensure a reliable charging experience. Efforts to 

enhance predictive accuracy and user-centric scheduling will be crucial in shaping the 

future of EV charging and promoting sustainable transportation. 
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8. CONCLUSIONS AND FUTURE WORK 
 

8.1 Conclusions  

The objective of this research is to investigate the behavior of electric vehicle (EV) 

users in relation to charging and scheduling, develop an optimized EV demand scheduling 

algorithm, and explore the application of machine learning techniques for the prediction of 

EV charging demand. This study aimed to provide insights into user behavior, optimize 

scheduling algorithms, and showcase the benefits of machine learning in managing EV 

charging. The findings have important implications for the scheduling and management of 

EV charging infrastructure. 

1. Understanding EV User Behavior 

Through comprehensive analysis of EV user charging behavior in both household and 

public charging data, this research addresses a significant gap in the literature and 

emphasizes the impact of residential charging on the local electricity grid.  

The analysis of EV charging session start times reveals distinct patterns in user 

behavior. In household charging, there is a gradual increase in sessions starting in the early 

morning, with a peak in the evening when users return home. Public charging stations show 

concentrated usage during the daytime, with prominent peaks at 8 am and 1 pm, likely 

corresponding to users arriving at their workplaces. Weekdays exhibit consistent charging 

routines, while weekends show variations in charging behavior. 
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The analysis of EV charging session end times provides insights into when users finish 

their charging sessions. In households, the majority of sessions end between 7-9 am, 

indicating completion before leaving for work. Public charging stations have a more even 

distribution of end times, with a peak at noon. Weekdays exhibit consistent morning 

disconnect times, while weekends display variability reflecting different charging 

behaviors and routines. 

The analysis of connection durations in household charging data highlights that a 

significant portion (53%) of connections last 8 hours or more, with an average duration of 

11.6 hours. This can be attributed to the dedicated usage of the charging station by the user, 

without any waiting time. In public charging data, 16.5% of connections also last 8 hours 

or more, with an average duration of 6.3 hours. Furthermore, the analysis of charging 

durations in both household and public charging sessions shows that the average duration 

for household charging is 2.4 hours, with only a small percentage (9.4%) of sessions 

exceeding five hours. Similarly, in public charging sessions, the majority (91.2%) have 

durations of five hours or less, with an average duration of 2.7 hours. 

The analysis of energy consumption in the full dataset reveals interesting insights. It is 

observed that the majority (88%) of household charging sessions consumed less than 30 

kWh, with an average energy consumption of 14 kWh. Similarly, 92% of public charging 

sessions consumed less than 30 kWh, with an average energy consumption of 12.7 kWh. 

These findings suggest that the majority of charging sessions exhibit relatively low energy 

consumption, with a significant portion falling below the 30-kWh mark. This information 
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can be valuable for understanding the typical energy requirements of EV charging sessions 

and informing infrastructure planning and energy management strategies. 

2. Optimized EV Demand Scheduling Algorithm  

One of the key contributions of this research is providing valuable insights into EV 

charging scheduling and its implications. The quantitative findings highlight the benefits 

of strategic charging session management, presenting a solution for electric vehicle owners 

and utilities. By effectively balancing the objectives of minimizing electricity costs and 

reducing the impact on the electricity grid, scheduling optimization can create a more 

efficient and sustainable charging ecosystem. Another significant contribution of this study 

includes developing an optimization model for single-day EV charging scheduling, 

considering the trade-off between minimizing costs and reducing peak demand.  

When 87% EV penetration is added to an existing residential load, the peak demand 

increases by 20% (91 kW) compared to the original load. The electricity cost rises by 22% 

($88) for that day. Using an optimization model with equal weighting for cost and peak 

minimization, the peak demand decreases by 7% (516 kW) and there is a 13% ($11) cost 

saving in EV charging expenses. When only cost is minimized, the peak demand increases 

by 28% (146 kW) compared to the equal-weighting schedule, but there is still a 21% ($8) 

reduction in EV charging costs. However, when only the peak load is minimized, the peak 

demand decreases by 6% (489 kW) compared to the equal-weighting schedule. 

Unfortunately, the electricity cost increases by 15% ($12) compared to the equal-weighting 

schedule. 
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3. Application of Machine Learning Techniques 

This study aimed to evaluate and compare the performance of different machine 

learning models in predicting various aspects of EV charging behavior. The Random Forest 

(RF) model emerged as the top performer in predicting charging demand, connection 

duration, and charging duration, achieving an R^2 value of 48% and lower error metrics 

compared to other models. However, accurately predicting these behaviors remains 

challenging, as indicated by the modest R^2 values and the need for further refinement. 

The feature importance analysis highlighted key variables such as mean, average 

frequency, time of the day, time elapsed, previous charging value, and absolute time series 

that significantly influenced the predictions. Incorporating these variables improved the 

models' performance, but adding additional variables did not yield substantial 

improvements. The XGBoost algorithm showed relatively better performance in predicting 

the time until the next charge, but the results were still unsatisfactory, with an R^2 value 

of 21% and high error metrics. 

Overall, accurately predicting EV charging behavior is complex due to its inherent 

variability. The results emphasize the relative superiority of the RF model, achieving an 

R^2 value of 48% and lower error metrics, and the importance of key variables in capturing 

patterns and improving prediction accuracy. Further research and refinement are needed to 

enhance the models' performance and develop more accurate predictive models for EV 

charging behavior. 
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4. EV User Behavior at Aggregated Level  

Through comprehensive analysis of aggregated EV user behavior, This study shows 

the analysis of aggregated EV connectivity and power consumption data provides valuable 

insights into EV user behavior and charging patterns. The data reveals stable and consistent 

usage patterns throughout the year, with higher EV connectivity during winter months and 

fluctuations influenced by daily routines and holidays. Power consumption during EV 

charging shows similar patterns, with higher demand in winter months and fluctuations at 

monthly, weekly, and daily intervals. 

Analyzing the data by averaging values for specific periods within a month, week, and 

day helps identify patterns and tendencies in EV connectivity and power consumption. This 

approach offers a comprehensive understanding of EV user behavior over time and aids in 

infrastructure planning to accommodate diverse charging needs. 

The evaluation of the sessions data model for predicting aggregated charging behavior 

shows varying levels of accuracy at different time resolutions. The model performs 

reasonably well at longer time resolutions, such as weekly and monthly, with lower errors. 

However, at shorter time resolutions, such as minutes and hours, the model exhibits higher 

errors, indicating room for improvement. 

5. Implications for EV Charging Infrastructure 

The evaluation of the scheduling optimization algorithm for EV charging sessions 

revealed both successes and challenges. While the algorithm achieved alignment for 

approximately 13.6% of connections within the actual timeline, a notable number of 
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connections experienced delays, with an average delay of 890 minutes. These findings 

highlight the need for further improvements in the scheduling process to minimize delays 

and enhance the overall user experience. 

The assessment of alignment between scheduled and actual charging sessions through 

the duration difference analysis underscored discrepancies between the intended and actual 

charging periods for users. The relatively low percentage (13.6%) of fully satisfied sessions 

indicates the necessity for more accurate predictions and personalized scheduling strategies 

tailored to individual charging behaviors. 

These results emphasize the importance of continuous refinement in predictive models 

and optimization algorithms to achieve a more user-centric and efficient EV charging 

management system. Addressing the observed challenges, such as reducing delays and 

enhancing predictive accuracy, will be critical in shaping the future of EV charging to 

effectively accommodate user preferences and promote sustainable and environmentally 

conscious transportation solutions. 

8.2 Future Work  

The comprehensive analysis conducted in this study has shed light on various aspects 

of EV charging behavior and scheduling optimization. Building upon the findings and 

insights gained from this research, several future research directions can be explored.  

First, the development of more decentralized or personalized scheduling algorithms 

and charging strategies is essential to accommodate individual preferences for duration, 

timing, and location. By integrating user feedback and behavior analysis, these strategies 
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can enhance user satisfaction and improve the overall charging experience. Additionally, 

considering user-specific constraints and requirements, such as preferred charging time 

windows and charging speed preferences, can further optimize charging schedules and 

better align them with user needs. 

Another important direction for future research is the investigation of stochastic 

optimization approaches to EV charging scheduling. These approaches should not only 

consider the predicted charging behavior but also account for the inherent uncertainty 

present in the models. By incorporating probabilistic forecasts and scenario analysis, these 

approaches can provide more robust and adaptive charging schedules. Moreover, 

considering the uncertainty in factors such as electricity prices, renewable energy 

availability, and grid congestion can help optimize charging strategies and ensure optimal 

utilization of resources. 

To improve session modeling, there is a need to tailor models to individual users and 

their specific charging behavior, despite computational challenges. By developing user-

specific models, the unique patterns and characteristics of each user's charging sessions 

can be captured, leading to more accurate predictions and personalized charging strategies. 

This can involve incorporating additional user-specific factors, such as driving patterns, 

charging history, and preferences, into the modeling process. Advanced machine learning 

techniques, such as deep learning, can be explored to handle the complexity and variability 

of individual charging behaviors. 

Furthermore, the analysis and prediction of user charging and connection times have 

broader implications for infrastructure planning and grid management. These insights can 
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inform the modeling and optimization of Vehicle-to-Grid (V2G) systems, Micro-Grids, 

and the integration of renewable energy sources. Accurately predicting user behavior 

allows for the optimal planning and deployment of charging infrastructure, supporting 

renewable integration, grid stability, and efficient resource utilization. Additionally, 

understanding the impact of EV charging on grid congestion, peak demand, and load 

balancing can guide grid operators in managing EV charging to avoid infrastructure 

bottlenecks and optimize grid performance. 

Finally, future research can explore the integration of demand response programs and 

dynamic pricing strategies into EV charging systems. By incentivizing users to adjust their 

charging behavior based on grid conditions, electricity prices, and renewable energy 

availability, demand response programs can effectively manage peak demand and promote 

grid stability. Dynamic pricing strategies aligned with grid dynamics can encourage off-

peak charging and the utilization of renewable energy, ultimately reducing electricity costs 

for both EV owners and utility companies. 

In conclusion, future work in the field of EV charging should focus on developing 

decentralized and personalized scheduling algorithms, leveraging stochastic optimization 

approaches, refining session modeling for individual users, exploring the broader 

implications of predicted user charging behavior on infrastructure planning, and integrating 

demand response and dynamic pricing strategies. These advancements will contribute to 

the efficient management of EV charging, improved user experience, grid stability, and the 

integration of EVs into a sustainable and resilient energy ecosystem. 
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