
1. Introduction
Under the influence of climate change, the Arctic has warmed at least twice the rate of global warming (Ballinger 
et al., 2020; Rantanen et al., 2022) There has been a corresponding rapid decrease of summer sea ice concentra-
tion (SIC) in the seasonal ice area, along with a retreat of Arctic summer sea ice extent, decreasing at a rate of 
around 13% per decade (Perovich et al., 2020). Consequently, chances have arisen for increased economic and 
conservation activity in the Arctic, which urges for more precise predictions of Arctic SIC (e.g., Emmerson & 
Lahn, 2012; Jung et al., 2016; Melia et al., 2016).

The prediction of Arctic SIC largely depends on the initial state of SIC itself and the influence of thermo-
dynamic and dynamic processes (Bushuk et al., 2020; Guemas et  al., 2014). However, the predictive skill 
of summer SIC presents a steep decline when initialized before June, which can be regarded as an “Arctic 
spring predictability barrier.” The timing of the barrier is defined by a significant rise in predictability, attrib-
uted to melt-generated SIM anomalies that emerge at the onset of the melting process (Bonan et al., 2019; 
Bushuk et  al.,  2020). The spring barrier has been confirmed in both dynamical and statistical prediction 
models (Bonan et al., 2019; Lindsay et al., 2008a; Sigmond et al., 2013; Stroeve et al., 2014). Among statis-
tical models, linear regression models and linear Markov models are the most commonly used (Brunette 
et al., 2019; Chen & Yuan, 2004; Drobot & Maslanik, 2002; M.-L. Kapsch et al., 2014; Lenetsky et al., 2021; 
Lindsay et al., 2008b; Onarheim et al., 2015; Petty et al., 2017; Schröder et al., 2014; Walsh et al., 2019; Wang 
et al., 2016; Williams et al., 2016; Yuan et al., 2016). Linear Markov models that incorporate atmospheric 
and oceanic conditions have been found to skillfully predict Arctic SIC (Chen & Yuan, 2004a; Drobot & 
Maslanik, 2002; L. Wang et al., 2016; Yuan et al., 2016). Wang, Yuan, Bi, et al. (2022) and Wang, Yuan, & 
Cane (2022) found that upper ocean heat content and SAT provide more predictive skill for summer SIC in the 
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Pacific sector of the Arctic than other combinations of predictors in a linear Markov model. Yuan et al. (2016) 
found that, compared with dynamic processes, thermodynamic processes dominated the model skill in most 
areas.

Several studies have shown that surface fluxes have important influences on sea ice variability through ice-albedo 
feedback and other thermodynamic processes. Choi et  al.  (2014) pointed out a significant lagged covariance 
between absorbed solar radiation in spring to early summer and SIC anomalies in late summer. Kapsch et al. (2014) 
found that downwelling longwave radiation and vertically integrated water vapor in April and May provided skill-
ful predictions of September SIC. To make seasonal predictions based on data in boreal spring, Drobot (2007) 
and Liu et al. (2015) considered surface albedo as well as surface downwelling longwave radiation flux and melt 
pond fraction, respectively. In the Antarctic, cloud anomalies are highly coupled with SIC anomalies in a wave-3 
pattern (Wang, Yuan, Bi, et al., 2022; Wang, Yuan, & Cane, 2022). Their results indicate a possibility that surface 
fluxes may improve predictive skill for forecasts initialized before June. Kapsch et al. (2014) also point out the 
importance of atmospheric processes in spring to September SIC. Therefore, making use of springtime surface 
fluxes may improve the predictive skill in statistical models.

In this study, we attempt to address the following scientific question: Can the Arctic spring barrier be reduced 
in statistical models by considering surface heat fluxes? The paper is organized into four sections. The data and 
the multivariate linear Markov model are introduced in Section 2. Section 3 introduces the precursory role of 
surface fluxes in determining the Arctic sea ice concentration in September and the predictive skill of various 
statistical methods in predicting Arctic SIC. Finally, we summarize and discuss the major findings of this study 
in Section 4.

2. Data and Methods
2.1. Data

Our control experiment (Ctrl) is based on Yuan et al. (2016), therefore, we use the same data as Yuan et al. (2016): 
monthly SIC data from the National Snow and Ice Data Center (NSIDC; Comiso, 2017), SST data from Hadley 
Centre Sea Ice and Sea Surface Temperature (HadISST), and SAT data from NCEP-DOE AMIP-II reanalysis 
data (Kalnay et al., 1996; Kistler et al., 2001). Furthermore, net surface shortwave radiation (NSSW), net surface 
longwave radiation (NSLW), total column water vapor (WV) and total column cloud water (CW) data from ERA5 
reanalysis data (Hersbach et al., 2020), as well as net surface heat flux (NSHF) calculated from NSSW, NSLW, 
surface latent heat flux and surface sensible heat flux data (all positive downward) from ERA5 reanalysis data 
are also used. All the variables are monthly data from 1979 to 2019. The climatological annual cycles have been 
subtracted at each grid point in all data sets prior to analysis. Note that the linear trend is retained in the input data.

2.2. Multivariate Linear Markov Model

In this study, the Multivariate linear Markov model is used to predict the pan-Arctic SICA which is gridded to a 
horizontal resolution of approximately 25 km × 25 km, on a polar stereographic projection. In this study, we focus 
on the existing sea ice area from 1979 to 2019 and refer to these regions as “pan-Arctic” (Figure S1 in Support-
ing Information S1). The Multivariate linear Markov model is constructed on the MEOF space, with temporal 
component predicted through linear autoregression, and the prediction of SIC at each grid point is calculated 
by multiplying the predicted temporal component and spatial component. Statistical models to predict Arctic 
SIC were constructed from different datasets. The control experiment is the same as the one described in Yuan 
et al. (2016), which uses SIC, SST and SAT to form the initial multivariate space (described below). In addition, a 
set of new models (Table 1) were built, in which the weightings among SAT, NSHF, NSSW, NSLW, WV and CW 
are changed to identify the effects of surface fluxes, cloudiness and water vapor, and the experiments are named 
by the variables besides SIC and SST (the first left column of Table 1). The weight of SIC is set to be 2 to empha-
size the variability of SIC in the construction of the model. The weighted variables are stacked up into a single 
matrix 𝐴𝐴 𝐕𝐕(𝑝𝑝𝑝 𝑝𝑝) , where p denotes spatial dimension and n denotes temporal dimension. To reduce the degrees of 
freedom, we apply multivariate empirical orthogonal function analysis (MEOF) to decompose the matrix 𝐴𝐴 𝐕𝐕(𝑝𝑝𝑝 𝑝𝑝) 
into spatial patterns (eigenvectors) 𝐴𝐴 𝐄𝐄(𝑝𝑝𝑝 𝑝𝑝∗) and temporal variability (principal components, PCs) 𝐴𝐴 𝐏𝐏

T(𝑝𝑝∗, 𝑛𝑛) :

𝐕𝐕𝑝𝑝×𝑛𝑛 = 𝐄𝐄𝑝𝑝×𝑝𝑝∗𝐏𝐏𝑝𝑝∗×𝑛𝑛 (1)
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and truncating the first several modes, where 𝐴𝐴 𝐴𝐴∗ denotes the number of modes. 
The linear Markov model is trained by using EOF-based reconstructions to 
estimate the transition matrix A of the evolution of the PCs. The transition 
matrix 𝐴𝐴 𝐀𝐀 satisfies the following linear relationship:

𝐏𝐏𝑖𝑖+1 = 𝐀𝐀𝐏𝐏𝑖𝑖 + 𝐞𝐞𝑖𝑖 (2)

where i denotes the 𝐴𝐴 𝐴𝐴𝑡𝑡𝑡 month in a year and 𝐴𝐴 𝐞𝐞𝑖𝑖 is the error in the model fit. 
The transition matrix 𝐴𝐴 𝐀𝐀 is obtained by multiplying (Equation 2) with 𝐴𝐴 𝐏𝐏

𝑇𝑇
𝑖𝑖
 and 

averaging over time, which yields

𝐏𝐏𝑖𝑖+1𝐏𝐏
𝑇𝑇
𝑖𝑖
= 𝐀𝐀𝐏𝐏𝑖𝑖𝐏𝐏

𝑇𝑇
𝑖𝑖
+ 𝐞𝐞𝑖𝑖𝐏𝐏

𝑇𝑇
𝑖𝑖

 (3)

𝐀𝐀𝑖𝑖 = 𝐏𝐏𝑖𝑖+1𝐏𝐏
𝑇𝑇
𝑖𝑖

(

𝐏𝐏𝑖𝑖𝐏𝐏
𝑇𝑇
𝑖𝑖

)−1

 (4)

Each calendar month has a corresponding transition matrix Ai. We first compute 𝐴𝐴 𝐀𝐀 for each calendar month and 
predict each 𝐴𝐴 𝐏𝐏𝑖𝑖+1 by using the corresponding transition matrix 𝐴𝐴 𝐀𝐀𝑖𝑖 . Then we reconstruct the SIC anomaly from the 
predicted principal components 𝐴𝐴 𝐏𝐏 and corresponding spatial patterns 𝐴𝐴 𝐄𝐄 . More details about the linear Markov 
model can be found in Chen and Yuan (2004) and Yuan et al. (2016).

The predictive skill at each grid point is assessed through cross-validated evaluation. We use the anomaly corre-
lation (AC) to evaluate the predictive skill of the various experiments (Barnston et al., 2015; Li et al., 2020). To 
examine the significance of the AC difference between the sensitivity experiments and the control experiment, 
we use the Fisher's Z transformation to estimate the statistical significance of the difference of ACs (Solow, 1994; 
L. Wang et al., 2019). A detailed significance test of the correlation differences can be found in the Supporting 
Information S1. The potential predictability variance fraction (PPVF) is also calculated to measure the upper 
limit of predictive skill (see Supporting Information S1).

To test the sensitivity to the number of MEOF modes used in constructing the linear Markov model, the space 
averaged cross-validation predictive skill is calculated for the Ctrl experiment constructed for each number of 
MEOF modes (Figure S2 in Supporting Information S1). The 13-mode model presents a local peak of predictive 
skill, this model is chosen as a baseline because it has relatively high prediction skill and explains a reasonable 
fraction of the variance of the SIC anomaly (39% in Ctrl experiment) without introducing too much noise.

3. Results
3.1. Relationship Between September SIC and Surface Heat Fluxes

The local anomaly lag-correlations between net surface flux variables (NSSW, NSLW, NSHF), WV and CW in 
spring and September SIC at each grid point are calculated, which explicitly indicates the local atmosphere-ice 
interactions (Figure 1). A prominent feature in Figure 1 is the high correlation values in the Pacific and Siberian 
sectors of the Arctic (Beaufort, Chukchi, East Siberian and Laptev Seas), suggesting a significant contribution of 
the net surface heat absorption to the seasonal changes of SIC through humidity, clouds, and ice-albedo feedback 
(Choi et al., 2014; D. K. Perovich, Richter-Menge et al., 2008).

During March to April, the NSLW and NSHF exhibit negative correlations in the Pacific and Siberian sectors 
of the Arctic, while the correlation between NSSW and September SIC shows the opposite pattern. In the corre-
lation with SICAs, WV and CW show spatial pattens similar to the NSHF, indicating the prominent role of the 
spring cloud water and water vapor on the September SICAs. In early spring, the NSHF is dominated by NSLW 
radiation. The NSSW is largely determined by cloudiness and water vapor, as the ocean is still largely covered 
by sea ice and thus has minimal surface albedo variations. In March and April, a positive anomaly of cloudiness 
and water vapor enhances the greenhouse effect and is associated with increased downward longwave radiation 
and decreased downward shortwave radiation. Thus, during March to April, the correlations between September 
SICA and NSLW are negative, whereas the NSSW correlations are positive (Kapsch et al., 2013, 2014).

In May, the NSSW and NSHF show negative correlation with September SIC in the marginal seas. This indi-
cates that NSSW in the marginal seas surpasses NSLW and dominates the variation of NSHF in May. After the 

Table 1 
The Weightings Among the Six Variables to Construct Five Sets of the 
Multivariate Linear Markov Models Used in This Study

EXP SIC SST SAT NSHF NSLW NSSW WV CW

Ctrl 2 1 1 0 0 0 0 0

NSHF & SAT 2 1 1 1 0 0 0 0

NSHF 2 1 0 1 0 0 0 0

NSLW 2 1 0 0 1 0 0 0

NSSW 2 1 0 0 0 1 0 0

WV 2 1 0 0 0 0 1 0

CW 2 1 0 0 0 0 0 1
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Figure 1. The anomaly correlations between five spring variables (NSSW, NSLW, NSHF, CW and WV) and September SIC 
from 1979 to 2019. From left to right are radiation fluxes (positive downward) in months of March, April, and May, from top 
to bottom are NSSW, NSLW, NSHF, CW and WV.
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melt onset, the surface albedo is lowered and more shortwave radiation is absorbed by the surface. A decreased 
surface albedo results in more shortwave radiation absorption, triggering a positive ice–albedo feedback and 
contributing to the accelerating ice retreat. The melt is amplified due to the ice albedo feedback which is reflected 
in significant negative correlations between September SICA and NSSW in the marginal seas during late spring 
(Kapsch et al., 2013, 2014). Thus, a better representation of thermodynamic processes in spring may improve the 
predictive skill of SIC in September. However, in the Atlantic sector of the Arctic, including the Greenland, Kara, 
and Barents Seas, the anomalies of surface heat fluxes are independent of WV and CW. The sea ice variability 
in this area likely has contributions from the inflow of warm Atlantic water (Smedsrud et al., 2013). The spatial 
correlation structures and values are broadly similar if the September SIC and spring predictor time series are 
both linearly detrended prior to computing the correlation (Figure S3 in Supporting Information S1). This suggest 
that the lagged relationships shown in Figure 1 are dominated by interannual variability rather than trends.

The variation of SICAs in September is highly correlated with NSSW in spring (Figure S4 in Supporting Infor-
mation S1). The lag-correlation coefficient in Pan Arctic between NSSW in spring (March, April, May) and 
SICAs in September are −0.62, −0.63, −0.05, respectively (Table S1 in Supporting Information S1). The extreme 
low record of September SIC in 2012 is revealed to be influenced by the anomalously large solar absorption 
which developed in May (Babb et al., 2016). Similarly, the high SIC case in September 2013 and the low SIC case 
in September 2016 were associated with ice albedo feedback that was initialized by downwelling solar radiation 
over the open water (Babb et al., 2019; Kwok, 2018). With clear lag correlation between surface fluxes and SIC, 
we speculate that including surface fluxes in the Markov model will improve its prediction skill.

3.2. Skill of Predicting September Arctic SIC Anomalies

Figure 2 depicts the improvement of regional predictive skill of the seven sets of multivariate linear Markov 
models. The Arctic Ocean regions selected for analysis are shown in Figure S1 in Supporting Information S1. 
The regional SIC prediction skill values are spatially averaged over the six subregions. Moreover, to evaluate 
the predictive skill of the multivariate linear Markov models, we compare their skill to a potential predictability 
estimate and a persistence forecast, computed using the SICAs of the initial month as predictors of SICAs of the 
target month. The highest predictive skill appears in the Beaufort, Chukchi and East Siberian Seas, where ACs 

Figure 2. Improvement of predictive skill (AC) of September SIC in percentage of each experiment compared with control experiment as a function of lead months. 
The dots represent the difference between ACs that are significantly above the 95%.
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can reach around 0.6 for 3-month lead when initialized in June. The forecast skill over these regions drops more 
slowly with lead time than over the Laptev, Kara Seas and Central Arctic. Thus, the SICAs in some marginal seas 
are predictable up to 3–4 months lead time, whereas the predictive skills in the Central Arctic and Kara Sea are 
fairly low with values below 0.5 (Figure S5 in Supporting Information S1). Because the Central Arctic is covered 
by sea ice with concentration close to 100%, the response of sea ice to the atmosphere and ocean is mainly 
reflected in ice thickness, not in SIC (Kwok & Rothrock, 2009).

The skill in predicting September SICAs in all models are superior to the skill of the persistence forecast at lead 
times longer than 2 months. This indicates that the short-term variation of September SICAs is largely influenced 
by the memory of SICAs itself, and the rapid decrease of predictive skills with lead time in persistence prediction 
highlights that the memory of SICAs is not enough to predict September sea ice beyond 2-month lead times. 
Therefore, the longer term September SICAs prediction should rely on other sources of memory. The PPVF is 
measured as the fraction of the total variability accounted for by the potentially predictable forced and internal 
source components. The variation of PPVF with regions is not as much as that of predictive skills. In regions of 
Pacific and Siberian sectors of the Arctic, the models can explain most of the potential predictability, while in 
Central Arctic, the variation explained by the models is far less than PPVF (Figure S6 in Supporting Informa-
tion S1). This suggests remaining low-frequency intraseasonal fluctuations still include the chaotic, unpredictable 
fluctuations at monthly to seasonal timescale in Central Arctic.

Our results show that incorporating surface fluxes in statistical models improves the predictive skills over Pacific 
and Siberian sectors of the Arctic and Central Arctic when the models are initialized before June, whereas the 
improvements over Laptev Sea seem insignificant or degraded relative to Ctrl experiment (Figure 2, Figure S5 
in Supporting Information S1). For instance, the surface fluxes and cloudiness lead to up 8%–15% improvement 
or degration in the predictive skill of September SIC relative to the control experiment in Beaufort Sea for lead 
times of 5–10 months. The model enhances the prediction skill for 7–8 months lead in Chukchi Sea, 8-10-month 
lead predictions in East Siberian Sea, 4–5 months lead predictions in Kara Sea, and 3 months lead predictions 
in Central Arctic. The improvement relative to the control experiment is 4%–6% in Chukchi Sea, 4%–8% in 
East Siberian Sea, 5%–15% in Kara Sea, and 10%–20% in Central Arctic. The prediction skill of the models 
which include longwave radiation, cloudiness and water vapor anomalies are lower than those which include 
shortwave radiation anomalies when the models are initialized in spring in Beaufort, Chukchi and East Siberian 
Seas (Figure 2, Figure S5 in Supporting Information S1). This may be due to the fact that shortwave absorption 
at the start of the melt season is strongly related to the date of melt onset, which may provide predictability 
for the September sea ice minimum via the ice-albedo feedback (Kapsch et  al.,  2014; Perovich et  al.,  2007; 
Schröder et al., 2014). The NSHF & SAT experiment, which include SIC, SST, SAT and NSHF information 
shows very limited improvements compared with other experiments, because of the counteraction during early 
spring between the net shortwave radiation and the net longwave flux. The experiments that include water vapor 
or cloudiness provide similar predictive skills (Figure 2, Figure S5 in Supporting Information S1). Their similar 
performance in the fitting period is a consequence of the physical connection between atmospheric variables.

Clearly, the statistical forecast schemes are sensitive to the choice of variables used to construct the models. 
Models that include surface flux terms may be more skillful at capturing short-term atmospheric perturbations 
that drive SIC variability. This result suggests that adding surface fluxes in a multivariate linear Markov model 
can improve the summer predictive skill and reduce the spring barrier for the Arctic sea ice prediction.

We next investigate the seasonality of the forecast skill in the multivariate linear Markov model. First, the season-
ality of the persistence forecast skill constructed by SICAs is considered (Figure 3, row 1). The largest skill is 
seen over the marginal seas with predictable September SIC at lead times of up to 4 months, and minimal skill in 
the Central Arctic at lead times longer than 2 months. As shown in the first row of Figure 3, there is a consistent 
and significant drop in correlation coefficient between observed and predicted SIC when the predictions are 
initialized in boreal spring for Beaufort, Chukchi, East Siberian, Laptev, and Kara Seas.

The forecast skill of the multivariate linear Markov models exhibits strong seasonal dependence. The skill of 
predicting SIC using both SST and SAT anomalies as predictors is superior to the skill of the persistence fore-
cast when the predictions are targeted in boreal summer and fall, which is most obvious over the marginal seas. 
Similar results are obtained when surface fluxes are used in the multivariate linear Markov model. Whether the 
models use only SIC, SST, and SAT, or include NSHF, NSLW, NSSW, CW and WV, forecasts are most skillful 
when initialized after June suggestive of a spring predictability barrier. This is also in line with the persistence 
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forecast that also exhibits highest skill when initialized after June. The correlation coefficient between SICAs in 
spring and summer is extremely low for most regions, indicating the weak relationship between SICAs in spring 
and summer. This can partly explain the occurrence of a spring barrier in statistical models where SIC acts as the 
most important prediction variable.

According to the correlation coefficient of the Ctrl experiment, given the spatial and temporal sample sizes, a 
0.025, 0.028, 0.024, 0.025, 0.026, 0.01 difference in Beaufort, Chukchi, East Siberian, Laptev, Kara Seas and 

Figure 3. Skills (ACs) in predicting SICAs from 1979 to 2019 through cross-validation. The first two rows show the skills based on persistence forecast and Ctrl 
experiment (Color shading indicates the correlation). The black lines indicate the largest decorrelation between two lead months for June through September target 
months. The third to eighth rows show the improvement in the forecast skill between Ctrl experiment and NSHF & SAT, NSHF, NSSW and NSLW, CW and WV 
experiment (Color shading indicates the difference of AC between each experiment and ctrl experiment). The x axis represents target time and y axis represents lead 
time. The dotted grids indicate that the differences (improvements) are statistically significant at the 95% confidence interval.
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Central Arctic mean correlation coefficient is considered statistically significant at the 95% confidence level. 
The predictions starting in spring exhibit some modest improvements by considering surface fluxes, especially 
in the Beaufort, Chukchi and Kara Seas for NSHF, NSLW, NSSW, CW and WV experiments, and in the Central 
Arctic for NSHF & SAT and NSHF experiments (Figure 3), which are shown in over 4 (5)-month-lead when 
targeting September (October). The local thermodynamic processes appear to provide relatively large contribu-
tions to the total interannual SIC variability in the Beaufort, Chukchi, Kara Seas and Central Arctic. This holds 
some promise for enhanced predictability relative to persistence in these regions. Consistent with our results, 
Kapsch et al. (2014) presented that anomalies of spring downwelling longwave radiation play an important role 
in predicting summer SIC. Based on this information, our results show that the spring barrier can be reduced, but 
not eliminated, by using spring surface heat fluxes associated with clouds and water vapor in combination with 
SIC and SST. The forecasts with additional surface fluxes, cloudiness and water vapor data suggest that making 
use of the surface-atmosphere thermodynamics enhances the skill in predicting observed SIC over the Beaufort, 
Chukchi, Kara Seas and Central Arctic when the predictions are initialized in boreal spring at lead times of more 
than 5 months.

4. Summary
This study investigates the predictive skill of September Arctic SIC anomalies (SICAs) using a suite of multi-
variate linear Markov models. First, several sets of prediction experiments are constructed in a multivariate EOF 
space of observed SIC, SST, and SAT spanning 1979–2019 as the control experiment, then adding different 
combinations of cloudiness, water vapor and surface heat flux variables (NSHF, NSLW and NSSW). The control 
experiment shows limited September SICAs forecast skill initialized before June when only using SIC, SST, and 
SAT data as predictors.

The local lag-correlations between September SICAs and spring surface heat flux anomalies suggest that the 
local spring atmosphere-ice interactions plays a significant role in the Pacific sector of the Arctic sea ice vari-
ability. We find that considering the surface fluxes helps to improve the representation of the thermodynamics 
associated with water vapor and cloudiness anomalies in spring over the marginal seas and eventually leads to 
the higher predictive skill of the SICAs relative to the control experiment. In particular, the NSHF, NSSW and 
NSLW experiments show enhanced predictive skill in Beaufort, Chukchi, Kara Seas and Central Arctic. For 
instance, adding spring NSSW leads up 10%–15% improvement in the predictive skill of September SIC in 
Beaufort and Kara Seas, and up to 20% improvement in Central Arctic for lead times of 3 months when initial-
ized before June. This suggests that using the atmosphere-ice thermodynamics, in the form of surface heat flux 
variables, clouds and water vapor enhances the skill in predicting September SICAs when initialized before 
June.

It should be noted that there are still uncertainties with our analysis since the SIC data is retrieved from 
satellite-observed passive microwave brightness temperature data, and the atmospheric temperature and surface 
flux data are from reanalysis products. However, this study shows that the spring barrier for the Arctic sea ice 
concentration prediction can be somewhat reduced by improving the surface heat budget in a multivariate linear 
Markov model.

Data Availability Statement
All data used here are open accessed. The monthly sea ice concentrations (SIC) data is downloaded from 
National Snow & Ice Data Center https://nsidc.org/data/NSIDC-0081/versions/1 (last access: August 2021). 
The sea surface temperature (SST) data is downloaded from Met Office Hadley Centre observation datasets 
https://www.metoffice.gov.uk/hadobs/hadisst/data/download.html. The NCEP-DOE Reanalysis 2 surface 
air temperature data (SAT) is available at https://psl.noaa.gov/data/gridded/data.ncep.reanalysis2.gauss-
ian.html. The ERA5 net surface shortwave radiation, net surface longwave radiation, surface latent heat flux 
and surface sensible heat flux are all downloaded from https://cds.climate.copernicus.eu/cdsapp#!/dataset/
reanalysis-era5-single-levels-monthly-means?tab=form.
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