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Abstract

MultiScale Data-Driven Modeling of Foundational Combustion Reaction Systems

Carly LaGrotta

As the world becomes increasingly interconnected, modernized, and populated, the demand for

energy across the globe is growing at an unprecedented rate. This growth in energy demand has

an undeniable impact on increasingly pressing social issues including, climate change, energy

security, energy economy, atmospheric chemistry, and air quality. Finding a way to address these

issues on a rapid timescale is more important than ever. A common thread running through all of

these challenges is that they can be partially or fully addressed with the development of new

chemical energy conversion technologies which, in turn, rely on a comprehensive understanding

of gas phase kinetics.

Examples of promising technologies include renewable fuels (i.e. methanol and hydrogen) and/or

reliable, efficient, and clean engines that can accommodate renewable fuels. The development of

such technology would enable the use of renewable fuels, thereby reducing emissions and cutting

down on harmful byproducts released into the atmosphere. Computational simulations have

become a powerful approach for developing and advancing energy technology in a safe, efficient,

and effective manner. These computational approaches model reacting flows and are generally

known as computational fluid dynamics (CFD). However, in order for these CFD simulations to

work effectively and make meaningful predictions, the sub-models used to describe the

underlying chemistry (gas phase kinetics) must be accurate; information about underlying

chemistry is provided to computational simulations via a chemical kinetic model/mechanism,

which describes the chemical reactions that drive the fuel oxidation within the system being

simulated. Regarding combustion specifically, the reliability of predictive simulations depends on

the availability of accurate data and models not only for chemical kinetics, but also



thermochemistry and transport.

Further complicating the problem, combustion and chemical kinetics provide a unique challenge

in regard to obtaining accurate predictive models; underlying chemical kinetics mechanisms may

require unprecedented accuracy to obtain truly predictive combustion modeling. For example, it

has been shown in computational simulations that uncertainties in any of several kinetic

parameters can yield uncertainties large enough in the physical system being modeled to cause

system failure, thereby reducing the effectiveness of computational design approaches that could

accelerate technology development. Hence, a strong need exists to develop a method that

significantly reduces uncertainties in chemical kinetics parameters to meet the accuracy demands

of advanced computational design tools. To this end, it is useful to draw on inspiration from

existing methods in the field of combustion and chemical kinetics as well as tangential fields; the

most compelling inspiration can be found in the field of thermochemistry in the form of the

Active Thermochemical Tables (ATcT).

This work presents a novel, analogous approach for chemical kinetics called MultiScale

Informatics, or MSI for short. The MSI approach identifies optimized values and quantified

uncertainties for a set of molecular parameters (within theoretical kinetics calculations), rate

parameters, and physical model parameters (within simulations of experimental observables) as

informed by data from various sources and scales. The overarching objectives of this work are to

demonstrate how the MSI approach can be used to determine physically meaningful optimized

kinetics parameters and quantified uncertainties, unravel webs of interconnected rate constants in

complex reaction systems, resolve discrepancies among data sets, and touch on key elements of

MSI’s implementation.

To demonstrate how these objectives are met, the MSI approach is used to explore the kinetics of

three reaction sub-systems. The studies of these sub-systems will demonstrate some key elements

of this approach including: the importance of raw data for quantifying the information content of

experimental data, the utility of theoretical kinetics calculations for constraining experimental

interpretations and providing an independent data source, and the subtleties of target data



selection for avoiding unphysical parameter adjustments to match data affected by structural

uncertainties.

For the first sub-system explored (CH3 + HO2), the MSI approach is applied to carefully selected

(mostly raw) experimental data and yields an opposite temperature dependence for the

channel-specific CH3 + HO2 rate constants as compared to a previous rate-parameter

optimization. While both optimization studies use the same theoretical calculations to constrain

model parameters, only the present optimization, which incorporates theory directly into the

model structure, yields results that are consistent with theoretical calculations.

For the second sub-system explored (HO2 + HO2), the MSI approach is applied to carefully

selected experimental data, leveraging the hydrogen reaction system from the first study with the

addition of high level theory calculations for the reaction of HO2 + HO2. Recent high-level

theoretical calculations predict a mild temperature dependence for HO2 + HO2, which is

inconsistent with state-of-the-art experimental determinations that upheld the stronger

temperature dependence observed in early experiments. Via MSI analysis of the theoretical and

experimental data, alternative interpretations of the raw experimental data that uses HO2 + HO2

rate constants nearly identical to theoretical predictions are identified – implying that the

theoretical and experimental data are actually consistent, at least when considering the raw data

from experiments. Similar analyses of typical signals from low-temperature experiments indicate

that an HOOOOH intermediate – identified by recent theory but absent from earlier

interpretations – yields modest effects that are smaller than, but may have contributed to, the

scatter in data among different experiments. More generally, the findings demonstrate that

modern chemical theories and experiments have progressed to a point where meaningful

comparison requires joint consideration of their data simultaneously.

The third sub-system explored builds a larger web of interconnected reaction systems in an

attempt to achieve data redundancy and demonstrate how interpreting coupled reaction systems is

necessary to accurately determine many key rate constants. The ability of the MSI method to

interpret raw experimental data and untangle rate constant reaction systems is demonstrated. The



study also reinforces how implementing theory into the model structure is imperative to yield

results that are consistent with experimental data as well as theoretical calculations and achieve

physically realistic branching ratios.

Finally, this work will present how results from all the studied reaction systems culminate into a

complex hydrogen/syngas combustion model validated against data from various combustion

experiments.
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Chapter 1: Background and Introduction

1.1 Background

As society becomes increasingly globalized, the demand for energy across the world is growing

at an unprecedented rate [1]. The increasing global energy demand is undeniably tied to pressing

social issues including climate change, energy security, energy economy, atmospheric chemistry,

and air quality [2, 3]. A common thread running through all of these challenges is that they can be

partially or fully addressed with the development of new chemical energy conversion technologies,

which in turn require a comprehensive understanding of gas phase kinetics (the study of the motion

of gasses and the chemical reactions / interactions occurring between them).

Climate change, which is the most ubiquitous of these challenges, is being exacerbated by the

the extensive use of fossil fuels (i.e. combustibles). Begging the question, why as a society do we

continue to use fuels? The energy density and efficiency of fuels are unparalleled compared to that

of most other energy sources. Fig. 1 and Fig. 2 give clear visual representations of the advantage

that fuels provide for energy storage as compared to renewables and current battery technology.

These significant differences in energy density exemplify why fuels will continue to remain

as the standard power source for applications where minimizing weight and maximizing contin-

uous travel time are important factors (i.e. cargo shipping, freight trains, long haul trucking, air

travel, or space travel). Given that fuels will remain the standard power source in these scenarios,

the improvement and development of alternative fuel sources that minimize greenhouse gas emis-

sions and curb climate change is critical. Two promising alternative fuels for minimizing harmful

emissions (and most relevant to the research herein) are methanol (CH3OH) and hydrogen (H2).

Methanol is a versatile fuel that can be used either on its own or blended with other fuels to

improve engine efficiency and reduce emissions; methanol also has a comparable energy density to
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Figure 1: Energy density for various fuels verses various renewable energy sources. [4]

Figure 2: Energy density for various fuels verses batteries. [5]

that of traditional combustibles such as gasoline or oil [6, 7]. The formulation process for methanol

has traditionally been a steam reforming process powered by fossil fuels, which produce harmful

emissions, making methanol an unattractive option as an alternative fuel source. Although steam

reforming is still the most common method for producing methanol, there is ongoing research

to determine more environmentally sound production methods, [8] namely using more sustain-

ably sourced reactants (CO2 and H2). For example, in one method of production, excess energy

produced by renewable resources powers an electrolysis process, yielding hydrogen gas; carbon
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dioxide is either extracted from industrial waste streams or collected with carbon capture tech-

niques. The hydrogen and carbon dioxide gases are heated, pressurized, and reacted in a synthesis

reactor (also powered by excess energy from renewable resources) to produce methanol [9].

Methanol’s viability as a mainstream fuel source increases as it becomes more environmentally

friendly to produce [10]. Studies have shown that the addition of methanol to gasoline significantly

improves the brake thermal efficiency of traditional combustion engines and lowers CO and NOx

emissions [11]. Additionally, the use of an 85% / 15% methanol to gasoline ratio can reduce

CO and NOx emissions by about 25% and 80%, respectively, as compared to pure gasoline [11],

while engines operating using pure methanol could reduce CO emissions by an additional 70% and

would completely eliminate SOx and particulate matter emissions [8]. Considering the transport

sector alone contributed 20% of total greenhouse gas emissions worldwide in 2021, the widespread

adoption of vehicles powered by renewable methanol would dramatically curb CO2 and other

greenhouse gas emissions [12, 13].

However, adopting methanol as an alternative fuel comes with a variety of challenges, three

of which are notable. First, methanol poses the major operating risk of cold engine start failure

due to both the lower volatility and burning temperature as compared to that of traditional gaso-

line [14]. Second, the acidic byproducts of methanol combustion cause the engine valves, valve

seats, and cylinders to wear out at a higher rate compared to traditional gasoline combustion [15].

Third, methanol is hygroscopic and absorbs water vapor directly from the atmosphere, causing

engine failure once a certain concentration of water is introduced. Through the addition of dif-

ferent fuel additives or alternative engine designs, these challenges among others can certainly be

addressed, but addressing these challenges and determining ideal and safe operating conditions for

the system requires complex modeling and simulation. Simulations of these reacting flows require

a comprehensive understanding of the gas kinetics at work.

Hydrogen (H2) is another promising alternative fuel source as it produces minimal NOx emis-

sions and no COx, SOx, or particulate matter emissions [16]. In addition to the clean burning

properties of hydrogen, studies have shown that hydrogen combustion engines can reach up to
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60% brake thermal efficiency, while on average, traditional commercial engines achieve 30% brake

thermal efficiency [17]. Similar to methanol, hydrogen was not considered a viable alternative fuel

source until recently because its production traditionally required fossil fuels. As discussed, hy-

drogen gas can now be generated through water electrolysis or stream-methane reforming using

excess energy from renewable resources [18, 19].

The physical properties of hydrogen introduce unique design challenges when it is used as a

fuel source. Hydrogen gas is the smallest molecule in the world, meaning it easily leaks through

traditional engine components. Its small molecule size and the gaseous state of hydrogen require

redesigns for valves, valve seats, the fuel injector, and various other engine components [20].

Another major design challenge with hydrogen combustion engines is determining an air/fuel ratio

and operating conditions that optimize power output while minimizing NOx emissions. When

hydrogen is burned at a stoichiometric ratio, the combustion temperature is very high and a large

amount of nitrogen oxides (NOx) are produced; for this reason hydrogen engines are not normally

designed to operate at these conditions. Typically, hydrogen engines are designed to use about

twice as much air as theoretically required for complete combustion to almost entirely eliminate

NOx emissions. Unfortunately, this reduces the power output to about half that of a similarly sized

gasoline engine. It is possible to address all of these challenges with continued studies, design,

and simulations, and in fact there are numerous studies [21, 22, 23, 24] (and references therein)

working to do just this. These simulations and studies of the reacting flows require a comprehensive

understanding of the gas kinetics at work.

Alternative fuels are not only useful for the transportation sector but also have promising ap-

plications for energy distribution / power generation for everyday consumer use. The power grid

is the infrastructure used to distribute energy (in the form of electricity) from producers to con-

sumers, and in order to maintain grid stability, the energy generated must be roughly equal to the

energy consumed. Grid stability relies on the grid’s ability to respond to volatility in voltage and

frequency disturbances within an acceptable time frame to maintain equilibrium. The stochastic

nature of traditional renewable energy sources (wind, solar, geothermal etc.) makes it impossible
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for them to reliably and consistently provide energy on demand. This means the power grid can

not exclusively rely on them [25, 26] without risking instability. In fact, studies have shown once

a certain percentage of power is provided to the electrical grid by renewable sources (anywhere

between 20% and 77%), the grid begins to become unstable. Instability of the power grid can lead

to power failures and sweeping blackouts. Studies suggest that by adding large energy storage

capability (which could supply synchronous power) to the grid, it may be possible to operate the

grid with up to 96% of power generated by renewable sources [27]. Batteries are a possible stor-

age solution, but their lower energy density as compared to that of fuels means that the batteries

would require much more space to store the same amount of energy. Thus, using renewable fuels

as an energy storage solution is an extremely viable, long-term, space-saving, and environmentally

friendly solution [28, 29]. Specifically, when considering hydrogen as an alternative fuel, its long

term energy storage capabilities are superior to those of batteries [30].

Grid stability must be maintained whether energy production exceeds demand or demand ex-

ceeds production. If energy production is exceeding demand, excess energy produced by renew-

ables is used to power production of hydrogen or methanol. The hydrogen or methanol produced

can be stored as either liquids or compressed gasses. Alternatively, if peak power demand exceeds

power provided by renewable resources, the hydrogen or methanol can be burned to power genera-

tors (providing a more environmentally friendly alternative to natural gas, which is currently used).

If the stored methanol or hydrogen are burned in industrial turbines as energy sources for power

production, the same types of design challenges discussed above need to be addressed to safely,

efficiently, and cleanly combust them on an industrial scale. Moreover, this would again require

the intimate understanding of the gas phase kinetics in the reacting flows at play.

Developing renewable fuels and advancing the state of chemical energy conversion technology

is a natural next step towards a better future; the development of such technology would help re-

duce emissions and thus cut down on harmful byproducts released into the atmosphere [31, 32].

Computational simulations have become a powerful approach for developing and advancing energy

technology in a safe, efficient, and effective manner [33, 34, 35, 36, 37, 38, 39]. These computa-
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tional approaches model reacting flows and are generally known as computational fluid dynamics

(CFD) [40]. However, in order for these CFD simulations to work effectively and make meaning-

ful predictions, the sub-models used to describe the underlying chemistry (gas kinetics) must be

accurate. Information about underlying chemistry is provided to computational simulations (CFD

simulations) via a chemical kinetic model/mechanism, which describes the chemical reactions that

drive the fuel oxidation within the combustion system being simulated. In fact, accelerating en-

ergy technology development with predictive simulations that use chemical kinetics models has

already proven to be successful, including the development of a new engine concept with about

50% better fuel economy [36]. However, it has been shown that uncertainties in any of several

kinetic parameters can yield uncertainties large enough in the physical system being modeled to

cause system failure. Given the proven success of this workflow, which hinges on the accuracy of

chemical kinetics parameters, the next natural step is to focus on improving the chemical kinetics

sub-models.

1.2 Introduction

Defining an accurate chemical kinetics model depends on having an intimate understanding

of a complex reaction network; the challenge of understanding complex reaction networks is that

they do not proceed through a single step. Rather, these reaction networks proceed through many

smaller, intermediate steps that can occur simultaneously and sequentially, depending on the sys-

tem. In fact, complex reaction networks often involve thousands of individual chemical reactions.

Meaning, to understand a full system of reactions, one needs to fully understand the rate constants

governing hundreds to tens of thousands of individual reactions.

In the most general terms, a rate constant is defined as a coefficient of proportionality, relating

the rate of a chemical reaction at a given temperature, and/or pressure, and/or mixture composition

to the concentration of a reactant (in a unimolecular reaction) or to the product of the concentrations

of reactants.
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One way these chemical reactions can be represented is in the form of Eq. 1.1, where M𝑖 is

the chemical symbol for the 𝑖𝑡ℎ species, a𝑖 is the corresponding molar concentration coefficient

in the reactants (’) and the products("). Associated with every forward reaction Eq. 1.1, is the

corresponding reverse reaction 1.2.
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The rates of each reaction, 𝜔𝑘 , depend on the local and instantaneous temperature, pressure, and

composition via the law of mass action (Eq. 1.3).
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Only 𝑘 𝑓 or 𝑘𝑏 must actually be determined because at equilibrium, 𝜔 ” 0, and the rate of forward

reaction is balanced by that of backward reaction. Therefore, Eq. 1.3 yields Eq. 1.4.

𝑘 𝑓 p𝑇, 𝑃, 𝑀q{𝑘𝑏p𝑇, 𝑃, 𝑀q “
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q

𝑖
“ 𝐾𝑐 (1.4)

Substituting Eq. 1.4 into Eq. 1.3 yields Eq. 1.5

𝜔 “ 𝑘 𝑓 p𝑇, 𝑃, 𝑀qp
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Since 𝐾𝑐 can usually be determined to a much greater accuracy than 𝑘𝑏 by using the ATcT [41],

Eq. 1.5 is preferred over Eq. 1.3. The proportionality factors, 𝑘 𝑓 p𝑇, 𝑃, 𝑀q and 𝑘𝑏p𝑇, 𝑃, 𝑀q (in

the law of mass action), are the forward and reverse reaction rate constants and are functions of

temperature (𝑇), pressure (𝑃), and mixture composition (𝑀).

Given the inherent complexity of chemical reaction networks with regard to the shear number

of rate constants and their thermodynamic dependencies, it is not surprising that deriving com-
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putational models to represent these systems may prove challenging. However, combustion and

chemical kinetics provide an additional, unique challenge with regard to obtaining accurate predic-

tive models; underlying chemical kinetics mechanisms require unprecedented accuracy to obtain

truly predictive combustion modeling. For example, engine simulations show that uncertainties in

any of several rate constants yield uncertainties in ignition crank angle of 1-2°, enough of a devia-

tion to cause misfire [37]. Additionally, even knowing all rate constants as accurately as we know

the best characterized rate constants (10-15%) will not yield a truly predictive simulation of flame

propagation [42] or extinction [43]. These results exemplify how achieving the full potential of

predictive simulations poses a significant challenge given that the uncertainties for even the most

studied reactions are still non-negligible, and the uncertainties for other reactions are much larger

(and sometimes go undefined) even after they are extensively investigated [44].

A nearly universal theme in experimental rate constant determinations is that the uncertainties

generally exceed that which is dictated by measurement noise alone. Completely isolating a single

reaction (especially at combustion temperatures) is nearly impossible, therefore uncertainties in

rate constants for other reactions are often among the largest sources of uncertainty. This interde-

pendence results in a complex web of implicit connections in rate constant determinations– with

two extremely significant implications:

1. The systematic uncertainties associated with ignoring these conditions lead to inconsisten-

cies among determinations that often exceed experimental precision [44].

2. There is more information in the existing data than has been possible to extract previously

using traditional methods.

A strong need exists to develop a method to obtain the most accurate kinetics parameters with

well-defined uncertainties. As a result of the rapid decrease in the cost of computing power, sev-

eral research groups have attempted various optimization approaches to determine more accurate

kinetics parameters. However, with regard to addressing the aforementioned challenges, the field

of thermochemistry (which has many parallels to the chemical kinetics field) offers the most in-
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spirational precedent– the Active Thermochemical Tables (ATcT) [41]. The ATcT use informatics

based strategies to achieve thermochemical data of unprecedented accuracy by quantitatively ac-

counting for the implicit connections in networks of interdependent data. Additionally, the ATcT

have enabled major advancements in the ab initio electronic structure and other theoretical meth-

ods.

Achieving an analog to the ATcT in chemical kinetics presents additional complexities and

challenges, which dictate strict requirements on the elements of any universally applicable ap-

proach. Such an approach would require not only the interpretation of raw experimental data (to

unravel the web of implicit connections among rate constant determinations), but also a theoret-

ical kinetic backbone (to enable reliable extrapolation of rate constants whose temperature/pres-

sure/mixture composition (T/P/M) dependence are ill-constrained by data at limited conditions

or to handle reactions defying typical rate constant descriptions/fits) [45, 46, 47]. Given these

additional complexities encountered in chemical kinetics, many current studies that would be con-

sidered the closest analogs to the ATcT are limited in their scope. Some of these studies include,

but are not limited to, inverse uncertainty quantification (UQ) of theoretical kinetics parameters

based on experimentally determined rate constants, for abstraction and multi well reactions [48,

49, 50], as well as inverse UQ determination of rate constant parameters based on experimen-

tally determined rate constants and/or multi-well reaction observables [51, 52, 53, 54, 55, 56, 57,

58, 59, 60, 61, 62, 63, 64]. Additionally, studies employing modeling techniques such as hier-

archical comprehensive modeling [65, 66, 67] and static evaluation modeling [44, 68] have been

performed. Generally, these studies can be considered less mathematically formal optimizations

of rate parameters and use rate constant determinations and/or multi-reaction observables as opti-

mization targets. These studies do not account for uncertainty quantification or cross-correlations

between parameters.

From these previous works, it can be concluded that all rate parameter-based approaches rely

heavily on rate parameter fitting expressions (i.e. Arrhenius or Troa) which are either inappro-

priate, ill-constrained, or often times both for many important reactions. Thus, the vast majority

9



of kinetics informatics studies either infer molecular parameters (within theoretical calculations)

based on rate constant determinations or infer rate constant parameters (within semi-empirical rate

constant formulas) based on rate constant determinations and/or multi-reaction observables. The

MultiScale Informatics (MSI) [69, 70, 71, 72] approach proposed here is unique in that it incor-

porates both aforementioned aspects, combining theoretical and experimental data in a manner

that both unravels data from multi-reaction systems and copes with sparse experimental data sets

and/or unconventional kinetic behavior through the incorporation of theory. MSI is a data-driven

optimization approach that combines theoretical and carefully selected experimental data across

multiple scales, under one mathematical framework, to make highly accurate predictions with

quantified uncertainties. Regarding experimental data selection, primarily raw data will be used

to capture experimental information content most accurately and effectively instead of exclusively

relying on derived data. Additionally, experimental data will be selected from experiments in-

volving small sub-systems with at most a few reactions (to avoid introducing too many weak links

[41]), as well as homogeneous environments (to minimize uncertainties due to transport) and dilute

conditions (to minimize structural uncertainties [43, 70] in treating kinetics of multi-component,

reactive mixtures [45, 46, 73, 74, 75, 76, 77, 78, 79].) Moreover, specific subsystems with overlap-

ping reactions will be selected to grow a network of strongly linked, redundant data (to leverage

information from multiple sources and to test the validity of values and their uncertainties). All

of these are key elements of the ATcT [41] that when implemented in MSI will allow for the

development of a method which can be used to make novel contributions within the combustion

community.

1.3 Objectives of this Work

The overarching objectives of this work are as follows:

1. Demonstrate how the MultiScale Informatics (MSI) method can be used to determine phys-

ically meaningful optimized kinetics parameters and quantified uncertainties for chosen re-

action systems.
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2. Demonstrate how MSI can be used to help unravel a web of interconnected rate constants in

a complex reaction system.

3. Demonstrate how MSI can resolve discrepancies among data sets as well as theoretical and

experimental determinations.

4. Touch on key elements of the MSI approach by implementing it on three kinetics systems.

In doing so, demonstrate some key elements for developing analogs to the ATcT for kinetics,

including the importance of raw data for quantifying the information content of experimental

data, the utility of theoretical kinetics calculations for constraining experimental interpreta-

tions and providing an independent data source, and the subtleties of target data selection for

avoiding unphysical parameter adjustments to match data affected by structural uncertain-

ties. This will also showcase the unique features of MSI as compared to other approaches,

as well as demonstrate its validity as a method to be used in future studies.

5. Demonstrate how the results from all studied reaction systems presented can culminate into

a complex hydrogen model validated against various experiment types.

The three subsystems that have been explored in detail will be presented in the following sec-

tions; a brief description of the motivation behind exploring each system and a summary of the

study is also provided.
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Chapter 2: Technical Approach

2.1 MSI

The objective of the MSI approach is to identify optimized values and quantified uncertainties

for a set of molecular parameters (within theoretical kinetics calculations), rate parameters, and

physical model parameters (within simulations of experimental observables) as informed by data

from various sources and scales.

In order to fully understand the MSI approach, it is important to understand how data are re-

lated to each other across scales, as well as understand the constraints each type of data impose on

the model. Specifically, as illustrated in Fig. 1, theoretical kinetics calculations (e.g. TST and/or

RRKM-ME [80]), which take active molecular properties (e.g. energies or vibrational frequen-

cies of stationary points on a potential energy surface) as their inputs, yield rate constants for the

emergent phenomenological reactions as their outputs. Theoretical kinetics calculations are per-

formed using MESS [81] and/or Variflex [82] software. Kinetic models are then compiled based

on these reactions and rate constants from the theoretical kinetics calculations along with any

reactions and rate constants which are treated with active rate parameters (instead of molecular

parameters within theoretical kinetics calculations). This kinetic model is then used within phys-

ical models (e.g. adiabatic/isothermal, isochoric/isobaric reactors), with their own active physical

model parameters (e.g. 𝑇 , 𝑃), to predict the observed quantities (e.g. species concentrations, laser

absorbance signals) in each experiment and/or other macroscopic quantities of interest. Physical

models are simulated using Cantera [83]. Furthermore, as illustrated by dashed arrows in Fig. 1,

the constraints imposed by data at any scale can also be projected onto the active parameters via

“inverse" uncertainty quantification (UQ) [43], where macroscopic observables impose constraints

on reaction rate constants and, likewise, reaction rate constants impose constraints on molecular
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properties.

The implementation of the MSI approach can be broken down into two major steps. The first

step is to construct an active multi-scale model and to identify a set of targets, 𝒚 𝒕. This active

model consists of a set of active parameters (that will be optimized), 𝒙, and a structure of physics-

based models that make a prediction of the 𝑖𝑡ℎ target, 𝑓𝑖p𝒙q, for a given 𝒙. Active parameters can

include active molecular parameters, rate constant parameters, physical model parameters, or any

combination of these. Active model parameters are picked by considering the main uncertainty

sources in the molecular parameters, kinetic model, as well as experiments. The data to be used as

targets will be discussed in greater detail in a following section; target values can include ab initio

calculations of molecular parameters, experimental rate constant determinations, and macroscopic

observables from multi-reaction systems.

The second step of MSI is to impose the constraints from data onto the active model parame-

ters via “inverse” uncertainty quantification (UQ) [43]. Similar to [69, 70, 71], inverse UQ used

for the results presented here employs an iterative, uncertainty-weighted, least-squares error mini-

mization.

Molecular 
Properties 

E†
B1(1), 𝜈′imag B2(1), E †

B6(2), … Constrain
Inputs

Constrain
Inputs

Theoretical 
Kinetics Model: 
TST-ME, RRKM-

ME, … Reaction Rate 
Constants

kn(T, P, M)

Macroscopic 
Observables

[X](t), absorbance(t,σ),…

Physical Model: 
0-D Reactor…

Figure 1: Schematic for the Multi-Scale Informatics approach.

Each iteration of the least-squares error minimization involves construction of a locally linear

surrogate model of 𝒇 p𝒙q in the neighborhood of �̃�

𝒇 p𝒙q « 𝒇 p�̃�q ` 𝑺p𝒙 ´ �̃�q (2.1)

where 𝑆𝑖 𝑗 “ p
B 𝑓𝑖
B𝑥 𝑗

q𝒙“�̃�; followed by minimization of the uncertainty-weighted least-squares error
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𝐸p𝒙q “
ÿ

𝑖“1

ˆ

𝑦t
𝑖
´ 𝑓𝑖p𝒙q

𝑧𝑖

˙2

(2.2)

to find the optimized values, 𝒙˚, where 𝑦t
𝑖

is the 𝑖𝑡ℎ target value, and 𝑧𝑖 is the weighting factor for

the 𝑖𝑡ℎ target, where 𝑧𝑖 “ 𝜎𝑖{𝑤𝑖 is equal to the uncertainty of the 𝑖𝑡ℎ target, 𝜎𝑖, divided by the

data set weighting factor, 𝑤𝑖 (taken to be 𝑤𝑖 “ 1{𝑛0.5 where 𝑛 is the number of data points in a

data set used from a particular study); followed by setting �̃� to 𝒙˚ and repeating until converged.

Once converged, this nonlinear optimization yields an optimized set of active parameters, 𝒙˚, and

a covariance matrix, 𝚺, representing the uncertainties in active parameters and correlations among

them as informed by all data (i.e. the joint probability distribution function).

Uncertainties in this work are intended to reflect two standard deviations, though the lack of

specification in most studies make such a designation tentative. Ultimately, once sufficient statistics

are obtained through the application of this approach to many systems, it can be expected that the

results from MSI analysis may permit evaluation of the suitability of the uncertainty assignments

for various types of data. Prediction uncertainties were propagated using the covariance matrix. It

should also be noted that many other inverse UQ studies with similar numbers of active parameters,

e.g. [43, 84, 85], use similar, if not identical, mathematical frameworks for quantifying uncertainty

– treating prior and posterior distributions as multivariate normal distributions and using a local

first-order surrogate model to construct a covariance matrix.

The previously discussed target values 𝑦t
𝑖
, can be broken down into four main Target Classes.

First, data from ab initio calculations of molecular properties belong to Target Class I. Second,

data from rate constant determinations belong to Target Class II. Third, macroscopic observables

belong to Target class III. Fourth and finally, reported values for the physical model parameters

belong to Target class IV. (The mathematical mappings used to implement these individual target

classes into the model will be described below.)

Target classes (I) and (IV) serve as regularization terms imposing the prior distributions on all

model parameters, meaning the model is sufficiently constrained by Target Classes (I) and (IV)

alone and all other data (Target Class II and Target Class III) impose further constraints on the
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model. This implies that the prior model is composed of all parameters at their nominal values (ab

initio calculated values for theoretical kinetics parameters and reported physical model parameters)

with uncertainties imposed by Target classes (I) and (IV) alone, while optimized MSI models are

composed of all optimized parameters with uncertainties constrained by all Target Classes (I-IV).

2.1.1 Target Class (I): Ab Initio Calculated Values

Including molecular properties from ab initio calculations mathematically in the model is quite

straightforward:

𝑆𝑖 𝑗 “ 𝛿𝑖 𝑗 (2.3)

where 𝛿𝑖, 𝑗 is the Kronecker delta.

2.1.2 Target Class (II): Rate Constant Determinations

Inclusion of rate constant measurements for a reaction 𝑛 at given𝑇{𝑃{𝑀 conditions, 𝑘𝑡,𝑛p𝑇, 𝑃, 𝑀q,

is treated via a mapping of theoretical kinetics parameters to rate constant predictions, 𝑘 𝑝,𝑛p𝑇, 𝑃, 𝑀q

(Eq. 2.4). This is done by employing appropriate kinetic theory to calculate the rate constants; for

example, transition state theory, master equation simulations, etc.

𝑆𝑖 𝑗 “
Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B𝑥 𝑗
(2.4)

Instead of calculating 𝑘𝑡,𝑛p𝑇, 𝑃, 𝑀q for every T/P/M condition, it was more convenient to use a

parametric representation which can be seen in Eq. 2.6.

2.1.3 Target Classes (III) and (IV): Macroscopic Observables and Experimental Conditions

Inclusion of macroscopic observables from combustion experiments is treated via a twofold

mapping; by first mapping from theoretical kinetics parameters to rate constant predictions (dis-

cussed above), and secondly, mapping from rate constants to combustion predictions, which can
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be written for nearly constant temperature systems as shown below in equation 2.5.

𝑆𝑖 𝑗 “
ÿ

𝑛

B𝐹𝑖

Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q
ˆ

Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B𝑥 𝑗
(2.5)

2.1.4 Parametric Representation of Rate Constants

In practice, rather than calculating 𝑘 𝑝,𝑛p𝑇, 𝑃, 𝑀q for every 𝑇{𝑃{𝑀 condition, it was convenient

to represent the 𝑇{𝑃{𝑀 dependence using some suitable 𝑚𝑛-term parametric representation (Eq.

2.6) of the Chebyshev rate expression (Eq. 2.7).

ln 𝑘 𝑝,𝑛p𝑇, 𝑃, 𝑀q “

𝑚𝑛
ÿ

𝑚“1
b𝑛,𝑚p𝑇, 𝑃, 𝑀q�̂�𝑛,𝑚 (2.6)

Where b𝑛,𝑚 and �̂�𝑛,𝑚 are defined in Eq. 2.10 and Eq. 2.11.

log 𝑘p𝑇, 𝑃q “

𝑁𝜏
ÿ

𝜏“1

𝑁𝜌
ÿ

𝜌“1
𝛼𝜏𝜌𝜙𝜏p𝑇q𝜙𝜌p�̃�q (2.7)

In Eq. 2.7 𝛼𝜏𝜌 are the constants defining the rate (represented in a 2-dimensional matrix of shape

𝑁𝜏 ˆ 𝑁𝜌), while 𝜙𝜏p𝑇q and 𝜙𝜌p�̃�q are the Chebyshev polynomial of the first kind of degree 𝜌 or

𝜏 evaluated at 𝑇 or �̃� respectively.

𝑇 “
2𝑇´1 ´ 𝑇´1

𝑚𝑖𝑛
´ 𝑇´1

𝑚𝑎𝑥

𝑇´1
𝑚𝑎𝑥 ´ 𝑇´1

𝑚𝑖𝑛

(2.8)

�̃� “
2log 𝑃 ´ log 𝑃𝑚𝑖𝑛 ´ log 𝑃𝑚𝑎𝑥

log 𝑃𝑚𝑎𝑥 ´ log 𝑃𝑚𝑖𝑛
(2.9)

Eq. 2.8 and Eq. 2.9 are the reduced temperatures and pressures which map the ranges (T𝑚𝑖𝑛,

T𝑚𝑎𝑥) and (P𝑚𝑖𝑛, P𝑚𝑎𝑥) to (-1,1). For any reaction being treated with theory parameters, Eq. 2.7

is used to accommodate any functional form the rate constant may take as well as ensure accurate

representation over the full temperature and pressure range.
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b𝑛p𝑇, 𝑃, 𝑀q “ 𝜙p𝑇q𝜏𝜙p�̃�q𝜌 “ t𝜙p𝑇q1𝜙p�̃�q1, 𝜙p𝑇q1𝜙p�̃�q2, 𝜙p𝑇q2𝜙p�̃�q1, ...𝜙p𝑇q𝑁𝜏
𝜙p�̃�q𝑁𝜌

u (2.10)

�̂�𝑛 “ 𝛼𝜏𝜌 “ t𝛼11, 𝛼12, 𝛼21...𝛼𝑁𝜏𝑁𝜌
u (2.11)

In this way equation 2.4 becomes

𝑆𝑖 𝑗 “
Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B𝑥 𝑗
“

𝑚𝑛
ÿ

𝑚“1
b𝑛,𝑚p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B �̂�𝑛,𝑚

B𝑥 𝑗
(2.12)

and equation 2.5 becomes the below equation.

𝑆𝑖 𝑗 “
ÿ

𝑛

B𝐹𝑖

Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q
ˆ

Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B𝑥 𝑗

“
ÿ

𝑛

B𝐹𝑖

Bln 𝑘 𝑝,𝑛

𝑚𝑛
ÿ

𝑚“1
b𝑛,𝑚p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B �̂�𝑛,𝑚

B𝑥 𝑗

(2.13)

2.2 Open Source Software Incorporated Within MSI

2.2.1 Master Equation System Solvers

Two software packages were used for theoretical kinetics calculations, Master Equation Sys-

tem Solver (MESS) [81] and Variflex [82]. Both programs are used to calculate temperature

and pressure dependent rate coefficients for complex-forming reactions via solutions of the one-

dimensional master equation [81, 82]. MESS and Variflex provide the capability to bridge the gap

between the molecular properties block and the reaction rate constants block in Fig. 1. The master

equation is a first principles approach to tracking the micro canonical distribution of reacting com-

plexes and calculating phenomenological rate coefficients among the involved particles. Further

discussion is beyond the scope of this work, but the reference in this section can provide additional
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information.

In this work, MESS and Variflex were used to calculate a priori rate constants for certain

reactions as well as calculate brute-force sensitivity coefficients (using an automated wrapper [86]).

Further detail will be provided regarding this in a later section.

2.2.2 Cantera

Cantera [83] is an open-source suite of tools for problems involving chemical kinetics, ther-

modynamics, and transport processes. In this work, Cantera is used to bridge the gap between

the reaction rate constants and the macroscopic observables (Fig. 1) by solving time dependent

chemical kinetic, thermodynamic, and transport calculations. To determine time dependent ther-

modynamic solutions Cantera relies on the following governing equations,

Mass Conservation

B𝜌

B𝑡
` ∇ ¨ p𝜌vq “ 0 (2.14)

Species Conservation

𝜌
𝐷𝑌𝑖

𝐷𝑡
= 𝑤𝑖 – ∇ ¨ p𝜌𝑌 𝑖𝑉𝑖), i = 1,...,N (2.15)

Momentum Conservation

𝜌
𝐷v
𝐷𝑡

= –∇ ¨ P ` 𝜌
𝑁
ř

𝑖“1
𝑌𝑖f𝑖 (2.16)

Energy Conservation

𝜌
𝐷𝑒

𝐷𝑡
= –∇ ¨ q ´ P : p∇vq ` 𝜌

𝑁
ř

𝑖“1
𝑌𝑖f𝑖 ¨𝑉 𝑖 (2.17)

where 𝜌 is the mass density, v is the mass-averaged velocity of the gaseous mixture, Y i is the
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mass fraction of species i, wi is the mass rate of production of species i per unit volume, V i is the

diffusion velocity of species i, N is the total number of chemical species, P is the pressure tensor, fi

is the external body force per unit mass of species i, e is the specific internal energy of the gaseous

mixture, and q is the heat flux vector.

Equations 2.14-2.17 are dependent on one another and therefore must be solved concurrently.

Even for a simple system, solving this system of equations analytically without any simplifying

assumptions (in three dimensions) would be infeasible– likely requiring a super computing clus-

ter. However, there is sill ample information that can be gathered from running simulations with

simplifying assumptions that use either 0-dimensional or 1-dimensional reactor/flame approxima-

tions, which can be run on a personal computer. Depending on the type of simulation, (i.e. ideal

gas constant pressure reactor, ideal gas constant volume reactor, etc.) simplifying assumptions (i.e.

constant pressure, constant volume, adiabatic, etc.) are used to reduce complexity of equations

2.14-2.17, making them more computationally tractable. Additional information regarding simpli-

fying assumptions applied for specific simulations can be found in Cantera’s [83] documentation.
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Chapter 3: MSI: Software Implementation

3.1 Overview

The implementation of the Multi-Scale Informatics method required custom software to be

written in Python [87], which utilizes the open source software packages discussed in the previous

chapter. An overview of the Python software packages that were built (MSI Theory and the MSI

Library) to implement the MSI method are discussed in this chapter.

The general flow of information through the sub-modules of the MSI Theory software is shown

in Fig. 3, and Fig. 10 shows the general flow of information through the MSI Library software.

3.2 MSI Theory Module

The MSI Theory Module handles all a priori theoretical kinetics calculations for reactions that

are treated with theoretical molecular parameters in the MSI framework. The MSI Theory Module

is executed by running a “main” python file. The “main” file, also known as the input file, de-

fines the path for the MESS or Variflex file that will be executed, the parameters in the MESS or

Variflex file that will be perturbed, the perturbation percent, the temperature and pressure list, the

rate constant channels that should be extracted, and the shape of the Chebyshev polynomials that

are returned. An example input file for the MSI Theory Module can be seen in Fig. 1. The MSI

Theory Module contains various sub-modules that function to execute the MESS or Variflex soft-

ware, perturb parameters, fit Chebyshev polynomials to rate constant data, and calculate sensitivity

coefficients. The “main” file for the MSI Theory Module (Fig. 1) is executed, and the variables

defined within are passed to the appropriate sub-modules. The sub-modules are described below

in the order they are executed.
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import postprocessor as MSI
import os
import numpy as np

# Initialize MSI.PAPR_MESS:
# -- the first arguement is the file path for the nominal PAPR-MESS input files
# -- the second arguement is the name for the unperturbed (nominal) input file
# -- the third arguement is a dictionary specifying the nominal condition (to allow optimization starting from nonzero perturbations),
#    the value specifies temperature list, pressure list, and nominal perturbation
# -- the fourth arguement is a dictionary with elements specifying the perturbations (sensitivity analysis are based on the nominal conditions defined above),
#    the keys specify names of perturbation runs and values specify temperature, pressure, and perturbation
#    the fifth arguement is a list indicating the channels of interest

temperature_list = np.arange(200,700,10).tolist() + np.arange(700,2500,100).tolist() # K
pressure_list = [[1,2,3,4,5], ['[torr]']] # Torr, will be converted into atm internally
pertubation_percent = 0.05 # percentage of perturbation

channels = ['P1->P2'] # channel-specific rate constants of interest
nominal_MESS_input_path = os.getcwd() + '/ho2+ho2/'
nominal_MESS_input = 'HO2+HO2.inp'

model = MSI.PAPR_MESS(nominal_MESS_input_path, nominal_MESS_input,
                                        {'B1_Energy_1':[temperature_list, pressure_list, 0.00]},
                                        {'B1_Energy_1':[temperature_list, pressure_list, pertubation_percent * 349.759],
                                         'B1_Frequencies_1':[temperature_list, pressure_list, pertubation_percent],
                                         'B1_ImaginaryFrequency_1': [temperature_list, pressure_list, pertubation_percent],
                                         'B1_SymmetryFactor_1': [temperature_list, pressure_list, pertubation_percent],

                                         'P1_Energy_1':[temperature_list, pressure_list, pertubation_percent * 349.759],
                                         'P1_Frequencies_1':[temperature_list, pressure_list, pertubation_percent],
                                         'P1_SymmetryFactor_1': [temperature_list, pressure_list, pertubation_percent],

                                         'W0_Energy_1':[temperature_list, pressure_list, pertubation_percent * 349.759],
                                         'W0_Frequencies_1':[temperature_list, pressure_list, pertubation_percent],
                                         'W0_SymmetryFactor_1': [temperature_list, pressure_list, pertubation_percent]},
                                        
                                         'P2_Energy_1':[temperature_list, pressure_list, pertubation_percent * 349.759],
                                         'P2_Frequencies_1':[temperature_list, pressure_list, pertubation_percent],
                                         'P2_SymmetryFactor_1': [temperature_list, pressure_list, pertubation_percent]},
                                          channels, abstraction=False)

# fit rate constants
model.Run() # execute PAPR-MESS perturbations

# define shape of Chebyshev polynomial
n_P = 2
n_T = 8
same_line_result = True
aggregated_sens = False

# fit rates to Chebyshev polynomial
model.fit_Cheb_rates(n_P=n_P, n_T=n_T, P_min=0.0001, P_max=10, T_min=200.0, T_max=3000.0, same_line_result=same_line_result)

# calculate sensitivity coefficients
model.Cheb_sens_coeff(same_line_result=same_line_result, aggregated_sens=aggregated_sens)

Figure 1: Example MSI Theory input file.

3.2.1 Pre-processor

The Pre-processor sub-module removes any unnecessary content from a MESS or Variflex

input file such as comments or extraneous characters. An example snippet of a MESS input file

can be seen in Fig. 2. The nominal MESS or Variflex input file contains information about a

specific potential energy surface (PES) and the theoretical molecular parameters used to calculate

rate constant channel(s). The Pre-processor sub-module loads the nominal MESS or Variflex input

file (from the path provided in the MSI Theory input file) and the loaded file is cleaned by removing

extraneous spaces, special characters, and undeclared comments. The cleaning process removes

anything from the file that could potentially cause an error when the file is executed by the MESS

or Variflex software in a later sub-module. After the file is cleaned, a new version of the file is
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saved.

Figure 2: Example snippet of a MESS input file.

3.2.2 Class Generator

The cleaned input file is passed to the Class Generator sub-module. This sub-module reads

the cleaned MESS or Variflex input file line by line and builds a dictionary of nested dictionaries

to store the file’s contents and be accessed by later sub-modules. A dictionary referred to in the

context of this chapter is a Python data type more generally known as an associative array. A
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dictionary consists of a collection of key-value pairs, and each key-value pair maps the key to its

associated value.

3.2.3 File Writer and Value Perturbations

The File Writer and Value Perturbations sub-module takes the dictionary from the Class Gener-

ator and creates perturbed MESS or Variflex input files, which are used to calculate perturbed rate

constants and sensitivity coefficients. The sub-module uses the dictionary (containing the contents

of the original MESS or Variflex input file) and generates various copies. In each copy, one of the

molecular parameters (listed in the MSI Theory input file), is perturbed by the perturbation percent

(defined in the MSI theory input file). These perturbed dictionaries facilitate sensitivity analysis in

a later sub-module. The contents of the original dictionary and each of the perturbed dictionaries

are written out as a MESS or Variflex input file and stored in individually created directories. The

directories are labeled as either nominal (for the original dictionary/file contents) or have the name

of the perturbed parameter (i.e. frequency, energy, symmetry factor, etc.). The file paths for these

directories are passed to the next sub-module.

3.2.4 MESS or Variflex Executor

The MESS or Variflex Executor sub-module executes the MESS or Variflex input files written

in the previous sub-module. The MESS or Variflex Executor loops over each of the directory

paths and executes the MESS or Variflex input file contained within it; the input files are executed

using the MESS or Variflex open source software. The MESS or Variflex software calculates the

temperature and pressure dependent rate constant(s) from the information in the input file and

generates an output file containing the calculated rate constants(s), saving it in the same directory.

The next sub-module processes the output files.

23



main file

 (input file)

Preprocessor

cleaned MESS

input file

Class Generator

nested dictionary:

contents of cleaned MESS

input file

nominal and

perturbed

 MESS

input files

MESS Executor

nominal and

 perturbed MESS output

files

Rate ExtractorFile Writer and Value

Perturbations

CSV files for

perturbed and

nominal rate

constants

Postprocessor

sensitivity

coefficients (for

every molecular

parameter for

every rate

constant on the

PES)

chebyshev rate

constant fits

MSI Theory

Figure 3: MSI Theory software flow diagram.

3.2.5 Rate Extractor

The Rate Extractor sub-module processes the output files generated in the previous sub-module

and extracts the rate data for the pressure and temperature dependent rate constant(s). The output

files need to be parsed to extract pressure and temperature dependent rate constant values. The

output files may contain rate constants for multiple channels depending on the potential energy
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surface (PES) in the original MESS or Variflex input file and the channels listed in the MSI theory

input file. The Rate Extractor sub-module loops through the file directories, loads the output files,

extracts the necessary rate constant determinations, and writes this information to csv files. Each

parsed output file generates a different csv file that is saved in the same directory.

3.2.6 Post-processor

The Post-processor sub-module loops through the directories containing the csv files generated

in the previous sub-module and loads the rate data contained within them. The rate data from

each parsed csv file is fit to a 2-dimensional Chebyshev polynomial of the first kind, where the

coefficients are represented in a 2-dimensional matrix of shape 𝑁𝜏 ˆ 𝑁𝜌. These Chebyshev fits are

written to a text file in the nominal directory. The Chebyshev fit(s) for the nominal rate constant(s)

and for the perturbed rate constants are used to calculate sensitivity coefficients. The sensitivity

coefficients of a given parameter are calculated by finding the difference between the coefficient

matrix used to represent the perturbed rate constant fit and the coefficient matrix for the nominal

fit. Next, the difference is normalized by the original perturbation value. Sensitivity coefficients

are calculated for each parameter and stored in a text file in the main directory. The nominal

Chebyshev fit(s) and the sensitivity coefficients (generated for various parameters on the PES) are

manually extracted from the text files and used by the main MSI Library.

3.3 MSI Library Overview

The MSI Library contains the source code responsible for the MSI framework and is separated

into different modules and sub-modules. Fig. 10 shows the general flow of information through

the modules and sub-modules of the MSI Library and can be used to help visualize the discussion

in the following section. Throughout this section, the MSI Library may be referred to as MSI or

the MSI framework.
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Figure 4: Example MSI input file.
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Figure 5: Example snippet of a cti file.
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Figure 6: Example YAML file for a batch reactor experiment.
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3.4 Input File

To run an optimization using the MSI Library, an input file containing certain pieces of infor-

mation must be constructed. The input file is organized into two parts, necessary and optional. An

example of an MSI library input file can be seen in Fig. 4.

Necessary:

• cti file path: The cti file is the Cantera input file. It is the kinetics model containing a list

of reactions, associated rate constants, thermodynamic data, transport data, and the kinetic

parameters that represent the rate constants for each reaction. A simple example of this file

can be seen in Fig. 5. This file should also contain the reactions being treated with theoretical

molecular parameters, and the code will identify the reaction strings and replace them with

the appropriate theoretical molecular parameter rate constant representations in the cti Core.

• list of YAML file paths: YAML [88] is a data serialization format often used to create con-

figuration files within a programming language. It should be noted the YAML structure for

MSI (described below) drew on inspiration from that of the structure presented in Pyked

[89]. For the MSI software, the YAML format was extended to other experiment types not

previously included in the Pyked format. YAML files for MSI are designed to hold four main

pieces of information:

1. The source of the experimental data.

2. The information about the type experiment being run (i.e. batch-reactor, jet stirred

reactor, etc.).

3. Additional information needed to simulate the experiment using a physical model in

Cantera.

4. The original experimental data to compare the simulation against. Generally, a YAML

file contains all the information about a single experiment.
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An example of a YAML file can be seen in Fig. 6. This example contains information about

an experiment conducted in a batch reactor. The first part of the YAML file contains infor-

mation detailing the author of the YAML file as well as the source of the experimental data

(i.e. the research publication from which the experimental data is being extracted). The sec-

ond and third parts of the file contain information regarding the type of experiment that was

conducted and information about the apparatus used to conduct the experiment. Part three

of the file contains common properties of the experiment along with their associated uncer-

tainties. For a batch reactor, these properties consist of initial pressure, initial temperature,

initial time, final time, initial species composition, time shift, and governing assumptions.

Governing assumptions describe the conditions under which the experiment was conducted

and what equation of state would be suitable for modeling it. The fourth and final part of

the YAML file contains paths to (a) csv file(s), which store the real experimental data and

the associated uncertainties. For a batch reactor, this data can fall into three categories:

mole fractions profiles of species, concentration profiles of species, or absorbance profiles

of species. The YAML file in Fig. 6 is a specific template created for a batch reactor physi-

cal model. For each physical model implemented within MSI, a slightly different structure

for the YAML file was created. All YAML files have the same general structure, but vary

slightly based on the specific experiment type with which they are associated. It should be

noted that all uncertainties in the YAML file are natural log uncertainties. For example, an

uncertainty of a factor of two would be input as 0.693 because ln(2) = 0.693.

• rate constant uncertainty csv path: This file is in csv format and lists all of the reactions

in the cti file and the uncertainties associated with the Arrhenius kinetics parameters used

to represent them. If a reaction is being treated with theoretical molecular parameters (as

discussed later in this chapter), the reaction can be listed in this file and will be removed

later by the software. An example of what this file looks like can be seen in Fig 8. It

should be noted that all uncertainties for pre-exponential factors are natural log uncertainties,

uncertainties for temperature exponent are absolute unit-less quantities, and uncertainties for
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activation energy are absolute quantities in units of (1/K).

Figure 7: Example snippet of a rate constant target csv file. The “Reaction” column contains the
reaction string for the rate constant. The “Temperature”, “Pressure”, and “Mixture” columns con-
tain the temperature (in K), pressure (in atm), and mixture (in mole fraction) for the rate constant
target determination. The “k” column contains the value (in cm, mol, and s) for the rate constant
target. The “ln_unc_k” column contains the value for the natural log uncertainty of the rate con-
stant target. The “W” column contains the value for the weighting factor of the rate constant target.

Optional:

• Master equation reaction cti: This is a second cti file that contains only the reactions that
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are treated using theoretical molecular parameters as active parameters and their associated

Chebyshev rate constant fits (calculated in the MSI Theory code).

• List of master equation reactions: This is a list of the strings representing the master equation

reactions. This list is used throughout the software to identify the reactions being treated with

theoretical molecular parameters.

• Chebyshev sensitivity dictionary: This is a python structured dictionary where the keys con-

sist of the rate constant strings for reactions represented with theoretical kinetics parameters

and the values are the sensitivity coefficients associated with the perturbed theoretical kinet-

ics parameters, (calculated in the MSI Theory code).

• Molecular parameter uncertainty csv path: This file is in csv format and lists the uncertainties

associated with the theoretical molecular parameters for specific reactions. An example of

this file structure can be seen in Fig. 9. It should be noted that all uncertainties in the

molecular parameter uncertainty csv file are natural log uncertainties with the exception

of energy terms and the scaling factor (𝑛Δ𝐸𝑑
) for the parameters describing a temperature-

dependent average energy per down collision, Δ𝐸𝑑 “ 𝐴𝑇𝑛, in the exponential-down model.

These are absolute uncertainties in units of kcal/mol and a unit-less quantity respectively.

• Rate constant target value csv path: This file is in csv format and lists any experimental

rate constant targets being used along with their associated temperature, pressure, and un-

certainty. An example of this file format can be seen in Fig. 7. It should be noted all

uncertainties in the rate constant target value csv file are natural log uncertainties.

3.5 Input File Parser

The first module of the MSI Library is the Input File Parser. This portion of the code reads

in the input file and the information contained within (listed above). The Input File Parser stores
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Figure 8: Example of a reaction uncertainty csv file for rate constant definitions in the cti file
which take the form 𝑘 “ 𝐴𝑇𝑛𝑒p´𝐸𝑎{𝑅𝑇q. The “Reaction” column contains a rate constant reaction
string, the “A” column contains the natural log uncertainty for the the pre-exponential factor, the
“n” column contains the absolute uncertainty for the temperature exponent (a unit less quantity),
and the “Ea” column contains the absolute uncertainty for the activation energy divided by the gas
constant (in units of 1/T).

the information contained in the input file as the appropriate variable types internally to be used at

various points throughout the code.

3.6 cti Core

The cti Core sub-module reads, writes, and updates the cti files associated with the optimization

and establishes the simulation processor. On the first iteration of the optimization, the cti Core sub-

module creates a copy of the original cti file. The copy of the file is renamed and saved with the

original file name with “_updated” appended. This is the cti file that is used throughout the MSI

framework and updated each iteration. Next, the cti Core sub-module loads the master equation

reaction cti file and puts all of the rate constant expressions contained within it at the end of

the “_updated” cti file. All reactions treated with theoretical molecular parameters are grouped

together at the end of the reactions list in the “_updated” cti file. Next, the cti Core sub-module

uses “_updated” cti file to establish the processor, which is used throughout the optimization. The
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Figure 9: Example snippet of a molecular parameter uncertainty csv, where the order of the uncer-
tainties listed under each reaction corresponds to the order sensitivities are listed in the Chebyshev
sensitivity dictionary.

processor is established by loading the cti file into Cantera and creating an internal solution object.

The internal solution object is a Python class for chemically-reacting solutions, and this Python

class contains all the information in the cti file to compute physical models.
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3.7 YAML Parser

The YAML Parser sub-module takes the list of the paths of YAML files as input. First, the

YAML Parser loads each of the files associated with the paths in the list into a python object

– given the complex structure of the YAML files, the loaded object is a series of nested lists

and dictionaries. Although generally the YAML file structure for different physicals models is

slightly varied, there is one constant portion of the file structure that holds the information about the

“experiment type” and “simulation type.” The YAML Parser extracts the information associated

with the experiment type and simulation type from each object and uses it to pass the object into

the appropriate parser function. Each different physical module, batch reactor, jet stirred reactor,

etc. has its own parser. The parser functions take the nested object structures for each specific type

of YAML file and use a series of functions and methods to untangle the nested object and output

the information into an organized dictionary with keys and values for each piece of information

originally contained in the YAML file. These organized dictionary objects are returned in a list in

the original order the files paths appeared in the list.

3.8 Opt Runner

The next module of the MSI Library is the Opt Runner, which takes the processor created in

the cti Core and the list of dictionaries created in the YAML parser as inputs. The Opt Runner

loops over the list of input dictionaries and for each dictionary executes a series of sub-modules.

The Opt Runner runs physical models, calculates kinetic sensitivities, calculates physical model

parameter sensitivities, extracts experimental data from the csv files, and compiles uncertainties

for all parameters associated with the original experiments. After each iteration of the opt runner,

consisting of execution of all the internal sub-modules, a simulation dictionary is constructed.

This object contains all the information returned from the sub-modules within the Opt Runner for

a specific input dictionary (which refers to a specific experiment). A list of simulation dictionaries

(the same length as the original number YAML files) is returned from the Opt Runner. The sub-
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modules internal to the Opt Runner are described below in the order they are executed.

3.8.1 Running Simulations

The Running Simulations sub-module takes the processor created in the cti Core and the list

of dictionaries created in the YAML Parser and, using them as inputs, simulates the experiments

described in each of the individual YAML files using the appropriate physical models.

The physical model functions implemented in the MSI Library are a batch reactor, a tempera-

ture dependent flow reactor, and a jet stirred reactor. Additionally, an absorbance physical model

and an ignition delay physical model were written as additions to the batch reactor physical model.

The implementation of these physical models (i.e. the portion of the software which solves the

time dependent governing equations, Eq. 2.14, 2.15, 2.16, and 2.17) is facilitated by Cantera.

However, additional framework was implemented around the Cantera functions to produce orga-

nized simulation results and intermediate solutions. Each of these physical models is discussed in

detail below.

It should also be noted that the individual physical models contained within the Running Sim-

ulations sub-module were all designed to be run within the MSI optimization framework, or inde-

pendent of the optimization framework. Allowing the end user to run the physical models indepen-

dent of the MSI framework provides an additional compact tool for simulating physical models.

The batch reactor physical model implemented using Cantera’s ideal gas reactor module sim-

ulates how a homogeneous chemical composition changes over time given an initial temperature,

pressure, and species concentrations. Two versions of the batch reactor can be simulated, constant

volume or constant pressure. The batch reactor physical model returns a simulation solution in the

form of a Pandas [90] data frame, which contains a time history of temperature, pressure, and mole

fraction of every chemical species defined in the original processor. Pandas is a software library

written for the Python programming language for data manipulation and analysis, and a data frame

is a structure for storing data much like an array, except it provides column labels and row indices

among other advantages.
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Figure 11: Example of a YAML file for absorbance.
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An ignition delay physical model function was also implemented using the batch reactor physi-

cal model as a base. An ignition delay time is defined as the time needed for a mixture of a fuel and

oxidizer to react at a certain temperature and pressure and is a popular experimental method for

studying properties of different fuels. The metric for measuring ignition delay time may vary from

experiment to experiment, and different definitions needed to be implemented into the physical

model to simulate various types of experimental measurements. The definitions for ignition delay

times implemented in the physical model include:

• time at which the derivative of pressure with respect to time is at a maximum

• time at which the derivative of temperature with respect to time is at a maximum

• time at which the derivative of a specific species with respect to time is at a maximum

• time at which pressure is at a maximum

• time at which temperature is at a maximum

• time at which a specific species is at its maximum

• time at which temperature is equal to a specified value

• time at which pressure is equal to a specified value

• time at which a specified species is equal to a specified value

A wrapper code was written around the batch reactor to run ignition delay simulations at the

required input temperature, pressure, and species concentrations. The time dependent simulation

solution from the batch reactor is passed to the appropriate ignition delay function (based on the

definition provided in the YAML file or the function input) and the ignition delay time is cal-

culated. The ignition delay times are returned in a Pandas data frame along with the values of

the variables (temperature, pressure, and mole fraction of every chemical species defined in the

original processor) at the time of ignition.
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The batch reactor physical model is used as a building block for the absorption physical model.

Many time dependent species profiles are determined experimentally using absorption as the under-

lying method, however in some cases rather than reporting time dependent species concentrations

or mole fractions directly, the quantity of absorption is reported. Therefore, the MSI framework

needs to simulate the reported absorption quantity if direct species measurements are not reported

in a publication. Absorbance, 𝐴, is a dimensionless quantity that is defined as the logarithm of

the ratio of incident to transmitted radiant power through a sample 𝑙𝑛p𝐼0{𝐼𝑠q. Simply put, exper-

imenters are able to determine how much of a specific chemical compound exists in a sample by

shining a laser at a given wavelength through a sample and monitoring the incident intensity of

the light (𝐼0), the intensity of the light (𝐼𝑠) after it travels a certain distance (𝑙) and passes through

the sample. Light becomes dimmer as it is attenuated due to the properties of the sample through

which it is passing. This measurement can be taken continuously as the sample evolves and reacts

over time.

In order to relate the measured signal to the concentration of a specific species, the Beer-

Lambert law is used. The Beer-Lambert law is a linear relationship between the logarithm of the

ratio of incident to transmitted radiant power (absorbance) and the concentration (𝑐), the molar ab-

sorption coefficient (𝜎) and the optical coefficient (also known as the path length) (𝑙) of a solution

𝐴 “ 𝑙𝑛p𝐼0{𝐼𝑠q “ 𝜎𝑙𝑐. The path length is the physical distance over which the measurement was

taken, and the molar absorption coefficient is a known species-dependent property that is a func-

tion of the wavelength of light and temperature. The physical model needs to have the ability to

simulate when experimenters report absorption time histories that include the absorption of more

than one species. For example, if an experiment reports the time dependent absorption for HO2 and

H2O2, the physical model would need to determine: 𝐴 “ 𝜎p𝑇, _qHO2 𝑙𝑐HO2 ` 𝜎p𝑇, _qH2O2 𝑙𝑐H2O2 .

This means the physical model needs information about the species that were measured and the

molar absorption coefficients associated with them.

This required information is contained in an additional YAML file, which must be provided in

association with any YAML file containing an absorption time history as part of the experimental
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data. For example, in Fig. 4, it can be noted that the “Hong_4_abs.yaml”, “Troe_4_abs.yaml”, and

“Troe_5_abs.yaml” are listed directly next to the YAML files containing the associated experiment

information. If this type of YAML file is passed into the MSI framework, the information contained

in it is parsed into an organized dictionary in the YAML parser sub-module to prepare it for use in

the absorbance physical model. An example of what this YAML file might look like is provided

in Fig. 11. This file contains information for all species that are considered to be absorbing for a

specific experiment, the wavelength of light, the value of the molar absorption coefficient(s), and

the functional form the molar absorption coefficient(s). There are three functional forms currently

built into the absorption physical module to capture the temperature dependence of an absorbing

species. The first functional form called “A” assumes the relationship is linear with temperature,

𝜎 “ 𝑝1𝑇p𝑡q ` 𝑝2. The second functional form called “B” assumes the relationship is exponential

with temperature 𝜎 “ 𝑝1p1 ´ 𝑒´𝑝2{𝑇p𝑡qq. The third functional form assumes the relationship is

constant with temperature 𝜎 “ 𝑝1, where 𝑝1 and 𝑝2 refer to the values defined for the parameters

in the YAML file. The absorption YAML file also contains the associated uncertainties for the

molar absorption coefficients for each species, which are used later in the optimization.

To simulate absorption time histories, a wrapper was written around the batch reactor physical

model to run simulations at the required initial temperature, initial pressure, and initial species con-

centrations. The batch reactor returns a Pandas data frame, which contains a time history of tem-

perature, pressure, and mole fraction of every chemical species defined in the original processor.

The data frame is passed to the absorption physical model where the mole fraction time history of

the absorbing species are converted to concentration time histories, and the temperature dependent

molar absorption coefficients of the different absorbing species are computed. The concentration

of the absorbing species, the associated temperature dependent molar absorption coefficient, and

the path length are then multiplied together to compute the absorption of one species. If necessary,

the absorption for multiple species are computed and summed together. The absorption physical

model returns a simulation solution in the form of a Pandas data frame, which contains a time

history of temperature, pressure, and total absorption for each wavelength of light and associated
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absorbing species.

The temperature dependent flow reactor physical model is implemented using a series of Can-

tera’s batch reactor modules. The temperature dependent flow reactor simulates the chemical com-

position in a continuously flowing system given initial conditions for temperature and pressure.

The reacting mixture flowing through the reactor can be modeled as a series of infinitely thin

coherent “plugs” traveling in the axial direction of the reactor, each with their own uniform com-

position. As it flows down the reactor, the residence time of the plug is a function of its position

in the reactor. A series of batch reactors are simulated for a given temperatures until a given resi-

dence time is reached, then a solution object is returned. This is repeated for all temperatures and

all residence times to produce a solution mimicking the flow down the reactor. Experimental data

is generally reported as a function of residence time, so after all batch reactors are simulated the

solution objects are combined. The flow reactor physical model returns a simulation solution in

the form of a Pandas data frame for the temperature, pressure, and mole fraction of every chemical

species defined in the original processor at pre-specified residence times.

The jet stirred reactor physical model is implemented using Cantera’s ideal gas reactor along

with Cantera’s flow controller and valve modules. The jet stirred reactor (JSR) simulates a perfectly

stirred reactor at steady state conditions. The flow controller valves dictate the flow rate of each

reactant into the perfectly stirred ideal gas reactor, and the valve holds the pressure in the reactor

constant. The reactor is advanced to steady state conditions for a specific residence time and

temperature. Experimental data is generally reported as a function of temperature, so the JSR

physical model returns a simulation solution in the form of a Pandas data frame for the pressure,

temperature, residence time, and mole fraction of every chemical species defined in the original

processor at pre-specified temperatures.

3.8.2 Sensitivity Calculation

Sensitivities are calculated during physical model executions to determine sensitivities to vari-

ous kinetics parameters and physical model parameters that are used later in the MSI framework.
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Sensitivity calculations can be broken down into two main categories. First, is the sensitivity of

experimental observables (i.e. a species profile or absorbance profile) to kinetics parameters (i.e.

a theoretical molecular parameter or a rate constant). Second, is the sensitivity of experimental

observables (i.e. a species profile or absorbance profile) to physical model parameters (i.e. initial

temperature, initial pressure, etc.). All physical models except for the ignition delay model use

Cantera’s built in kinetic sensitivity function to calculate the sensitivity of all experimental ob-

servables to every rate constant for every chemical reaction in the processor. A wrapper code was

written around each physical module that calls Cantera’s kinetic sensitivity function and returns

the sensitivities. The sensitivities for the simulation are returned in 3-dimensional numpy [91]

arrays where the “𝑖” direction represents the time, residence time or temperature; the “ 𝑗” direction

represents the kinetics parameter (rate constant for the reactions in the order the reactions appear

in the processor); and the “𝑘” direction represents the experimental observables.

A brute force method is required to calculate the kinetic sensitivities for the ignition delay

model because the ignition delay values are derived quantities. A wrapper code was written around

the ignition delay physical module to perturb the rate constants in the processor one by one for a

small pre-defined percentage. The ignition delay physical model is run once for each perturbed

rate constant and the resulting simulation solutions are saved. The brute force kinetic sensitivity

values are determined using the nominal ignition delay solution and the perturbed solutions. The

difference between the nominal solution and perturbed solution are normalized with the perturba-

tion to determine the sensitivities. The sensitivities are saved in the same 3-dimensional numpy

array format described previously.

All physical model parameter sensitivities must be calculated with a brute force method. A

wrapper was written around each physical model that perturbs the individual physical model pa-

rameters one at a time. The physical model is run once for each perturbed physical model param-

eter and the simulation solutions are saved. The brute force physical model parameter sensitivity

values are determined in the same manner as ignition delay model, using the nominal solution, per-

turbed solutions, and perturbation amount. The sensitivities are returned in a list of 3-dimensional
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numpy arrays where each array in the list represents one physical model parameter. In an individ-

ual array, the “𝑖” direction represents the time, residence time, or temperature; the “ 𝑗” direction

represents the kinetics parameter (rate constant for the reactions in the order the reactions appear

in the processor); and the “𝑘” direction represents the physical experimental observables.

The kinetic sensitivities and physical model parameter sensitivities are added to the simulation

dictionary.

3.8.3 Extract Experimental Data

The next sub-module of the Opt Runner extracts experimental data from csv files. In the dic-

tionary passed from the YAML parser into the opt runner there is a list of csv file paths. The csv

files contain experimental data associated with the experiments represented in the YAML files.

The extract experimental data sub-module loops over the list of csv file paths and loads them into

Pandas data frames. The Pandas data frames vary in size but have up to five columns. The first

column is the independent variable, such as time, temperature, or residence time. The second col-

umn is the dependent variable, such as a species concentration, species mole fraction, absorption,

or ignition delay time. The last three columns are optional, but if included, the third column is the

absolute uncertainty associated with each individual measurement contained in the csv file. The

fourth column is the relative uncertainty associated with each individual measurement contained

in the csv file. The fifth column is the weighting factor for each individual measurement contained

in the csv file. The Extract Experimental Data sub-module loads the data into Pandas data frames,

places them in a list, and adds the list to the simulation dictionary.

3.8.4 Interpolate Simulation Data to Experimental Data

This sub-module is only executed if the physical model being executed (for a given iteration)

is a batch reactor or absorbance. This sub module take the sensitivities, simulation solution and

extracted experimental data as inputs. This sub-module contains a series of sub-functions that

interpolate the simulation solution and all the sensitivity coefficients to the time grids of the exper-
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imental data set(s). These interpolated simulation solutions are placed in a list , and the interpolated

sensitivities are also placed in a list. These lists are added to the simulation dictionary.

3.8.5 Experiment Associated Uncertainty

The final sub-module of the opt runner takes the uncertainties associated with the experimental

parameters (i.e. initial temperature, initial pressure, initial species concentrations, time shift, etc.)

as well as uncertainties associate with the experimental data contained in the dictionary passed

from the YAML parser and adds them to the the simulation dictionary.

3.9 Mapping Parameters

The next module of the MSI framework is the mapping parameters module. The Mapping

Parameters module takes the list of simulation dictionaries generated from the opt runner module,

the Chebyshev sensitivity dictionary, processor, and master equation reactions list as inputs and

returns a list of simulation dictionaries, with additional items appended to each dictionary. This

module of the MSI framework contains a sub-module that maps the kinetics sensitivities calculated

for the total rate constants to sensitivities for the Arrhenius parameters, and a sub-module that maps

the kinetic sensitives for the total rate constant to the sensitivities for the the theoretical molecular

parameters.

3.9.1 Mapping Arrhenius Kinetics Parameters

The mapping Arrhenius Kinetics parameters sub-module takes the simulation dictionaries list

as an input and iterates over each simulation dictionary in the list, to generate kinetic sensitives

mapped to the Arrhenius parameters. For any reactions that are not represented by theoretical

molecular parameters, the MSI framework represents them using traditional Arrhenius parameters

(i.e. pre-exponential factor (A), temperature exponent (n) and activation energy (Ea)). To treat

the Arrhenius parameters as active parameters, the kinetic sensitivities calculated in the previous

module (sensitivities of experimental observables to the total rate constant) are mapped onto the
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individual Arrhenius parameters using a parametric representation. The parametric representation

in Eq. 3.1 is applied to the 3-dimensional array stored in the simulation dictionary, where �̂� and

b𝑛,𝑚 are defined in Eq. 3.2 and Eq. 3.3 respectively. Three new 3-dimensional arrays are returned

and stored in a list, each one representing one of the Arrhenius parameters. This list of arrays is

added to the simulation dictionary.

ln 𝑘 𝑝,𝑛p𝑇, 𝑃, 𝑀q “

𝑚𝑛
ÿ

𝑚“1
b𝑛,𝑚p𝑇, 𝑃, 𝑀q�̂�𝑛,𝑚 (3.1)

�̂� “ tln p𝐴𝑛q, 𝑛𝑛,´𝐸𝑎𝑛{𝑅u (3.2)

�̂� “ b𝑛,𝑚 “ t1, ln p𝑇q, 1{𝑇u (3.3)

3.9.2 Mapping Theoretical Kinetics Parameters

The Mapping Theoretical Kinetics Parameters sub-module takes the simulation dictionaries,

master equations reactions list, and processor as inputs and iterates over each simulation dictionary

in the list to generate sensitives mapped to the theoretical molecular parameters. For any reactions

that are represented by theoretical kinetics parameters in the MSI framework, it is necessary to map

the kinetic sensitives for the rate constants to sensitivities for the theoretical molecular parameters.

First, the index of the reactions in the processor being treated with theoretical molecular parameters

are identified using the the master equations reactions list. Next, the columns corresponding to the

index values are sliced from the 3-dimensional array, which contains the kinetic sensitivities to

the total rate constants. Finally, the sensitivities sliced out of the array are mapped to theoretical

molecular parameters using Eq.3.6. Where the first term in the equation represents the sensitivities

calculated by Cantera and the second term in the equation represents the sensitivities calculated by

MESS or Variflex. A parametric representation (to accommodate the Chebyshev reaction format)

in the form of Eq. 3.1 is applied where �̂� and b𝑛,𝑚 are defined in Eq. 3.4 and Eq. 3.5 respectively.
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Application of this mapping yeilds equation Eq. 3.6.

�̂�𝑛 “ 𝛼𝜏𝜌 “ t𝛼11, 𝛼12, 𝛼21...𝛼𝑁𝜏𝑁𝜌
u (3.4)

b𝑛p𝑇, 𝑃, 𝑀q “ 𝜙p𝑇q𝜏𝜙p�̃�q𝜌 “ t𝜙p𝑇q1𝜙p�̃�q1, 𝜙p𝑇q1𝜙p�̃�q2, 𝜙p𝑇q2𝜙p�̃�q1, ...𝜙p𝑇q𝑁𝜏
𝜙p�̃�q𝑁𝜌

u (3.5)

𝑆𝑖 𝑗 “
ÿ

𝑛

B𝐹𝑖

Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q
ˆ

Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B𝑥 𝑗

“
ÿ

𝑛

B𝐹𝑖

Bln 𝑘 𝑝,𝑛

𝑚𝑛
ÿ

𝑚“1
b𝑛,𝑚p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B �̂�𝑛,𝑚

B𝑥 𝑗

(3.6)

The mapping in Eq. 3.6 is applied to each column sliced out of the original kinetic sensitivity

array, and a list of three dimensional arrays is returned, where each array represents the theoret-

ical kinetics parameters and observables for a single reaction. This list of arrays is added to the

simulation dictionary.

3.10 Building Matrices

The next module of the MSI code is the matrix builder, which takes the list of simulation

dictionaries, reaction uncertainty csv path, and molecular parameter uncertainty csv path as inputs

and assemble the 𝑺, 𝒀 and 𝒛 matrices. These matrices are used to compute the weighted least

squares optimization. The sub-modules are be described in the order they are executed.

3.10.1 Building 𝒛 Matrix

The 𝒛 matrix, also known as the 𝒛 column vector, is the matrix that contains the uncertainty val-

ues for the experimental target data as well as the active parameters in the optimization. Building

the 𝒛 matrix is the first sub-module to be executed, and takes the list of simulation dictionaries, re-
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action uncertainty csv path, list of master equations, and theoretical kinetic parameters uncertainty

csv path as inputs.

The first portion of the 𝒛 matrix is constructed by looping over the simulation dictionaries

and extracting the list of Pandas data frames containing the experimental data. As previously

mentioned, these data frames have the option of containing the relative uncertainty, absolute un-

certainty, and weighting factor for the experimental data. If any of these values are contained in

the data frame, they are used as the default uncertainty values for the experiment. If the data frame

does not contain values for absolute uncertainty, and/or relative uncertainty, the code defaults to

the values originally listed in the YAML file under the csv path for experimental data – in this case,

these values are applied to every data point in the experimental data set.

After a relative and absolute uncertainty value are assigned for every data point for a given

experiment, a single uncertainty value must be determined for each data point. First, the absolute

uncertainty value for each data point is divided by the actual experimental measurement to convert

it to a unit-less absolute uncertainty. Next, the relative uncertainty and the new unit-less absolute

uncertainty are combined for each data point by taking the square root of the sum of the squares.

The mathematical expression for this operation is: 𝜎𝑖 “

b

𝜎2
𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒,𝑖

` p𝜎𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒,𝑖q{𝑌 𝑡
𝑖
q2 where 𝑌 𝑡

𝑖

is a singular experimental data point at a given time or temperature.

After total uncertainty (𝜎𝑖) for each experimental data point is determined for a given data set,

the weighting factor is calculated. The weighting factor (𝑤𝑖) is calculated for a given data set as

𝑤𝑖 “ 1{𝑛0.5 where 𝑛 is the number of points in the data set. Finally, the total uncertainty calculated

for each experimental data point for a given data set is normalized by the value calculated for the

weighting factor for that data set, 𝑧𝑖 “ 𝜎𝑖{𝑤𝑖. This process is repeated for every data set in every

simulation dictionary, and the resulting values are vertically stacked in the 𝒛 column vector.

The next portion of the 𝒛 column vector is constructed by adding the uncertainties for the kinetic

parameters. The kinetic uncertainties file contains the list of reactions in the processor and their

associated Arrhenius parameter uncertainties (Fig. 8). This file is loaded into a Pandas data frame,

and any rows of the data frame for reactions in the master equation reaction list (these reactions
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are being treated with theoretical kinetics parameters not Arrhenius parameters) are removed. The

uncertainties for the Arrhenius parameters for the remaining rows in the data frame are added to the

𝒛 column vector. First, the uncertainties for the pre-exponential factor are added to 𝒛 matrix. Next,

the uncertainties for the temperature exponent are added to the 𝒛 matrix. Finally, the uncertainties

for the activation energy are added to the 𝒛 matrix.

Next, the uncertainties for the theoretical molecular parameters are added to the 𝒛 column

vector. The theoretical molecular parameter uncertainty csv (Fig. 9) contains the uncertainties

associated with the theoretical molecular parameters representing the reactions in the master equa-

tion reactions list. This csv is loaded into a Pandas data frame and the uncertainties are added to

the 𝒛 column vector for the theoretical molecular parameters one reaction at a time, in the order

they appear in the master equations reactions list.

The final part of 𝒛 column vector is constructed by adding the uncertainties for all physical

model parameters for each experimental data set. To add these uncertainties the simulation dic-

tionaries, are looped over and the physical model parameter uncertainties associated with specific

keys in the dictionary (i.e. temperature, pressure, species concentration, time shift, residence time)

are added to the 𝒛 column vector for every experiment. The 𝒛 column vector is returned from this

sub-module.

3.10.2 Building 𝒀 Matrix

The 𝒀 matrix (column vector) contains the difference between target data and predictions made

by the model. Building the 𝒀 matrix sub-module takes the list of simulation dictionaries and the 𝒙

vector as inputs. The first portion of the 𝒀 column vector is constructed by determining the natural

log difference between the experimental data and the model predictions. Simulation dictionaries

are looped over, and the list of Pandas data frames storing experimental data and the simulation

solution is extracted. The units in the simulation solution are checked for compatibility with the

experimental data; if the units are not compatible, the simulation units are converted to those of the

experimental data. The experimental target data and the simulation solution are then passed into a
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function where a natural log difference between the two quantities is calculated for each data point,

𝑌𝑖 “ lnp𝑌 𝑡
𝑖
q ´ lnp 𝑓𝑖p𝒙qq. This process is repeated for every data set in every simulation dictionary

and the resulting 𝑌𝑖 values are vertically stacked in the 𝑌 column vector.

The next portion of the 𝒀 column vector is constructed by determining the difference between

the a priori active parameters (which are also considered to be targets) and the active parameters

from the previous iteration of the optimization. In the first iteration of the optimization, (provided

the optimization was started from the nominal values) this portion of the 𝒀 column vector is filled

with zeros because there have been no updates to the active parameter values. For any subsequent

iterations of the optimization, this portion of the 𝒀 column vector is populated with �̃� vector (after

it is multiplied by negative one). The �̃� vector contains values that the simulations and sensitivities

were computed at for the current iteration of the optimization. Thus, the negative of the total

change in these values is the same as the difference between original target value and the model

prediction. The 𝒀 column vector is returned from this sub-module.

3.10.3 Building 𝑺 Matrix

The 𝑺 matrix contains sensitivity values. This sub-module takes the list of simulation dictio-

naries, list of master equations, and processor as inputs.

The first step in constructing the 𝑺 matrix is assembling all the sensitivities of experimental

observables to kinetic parameters. The simulation dictionaries are looped over and the list contain-

ing sensitivities mapped to Arrhenius kinetic parameters are extracted. The data from the arrays

are added to the 𝑺 matrix in the following manner: first, the sensitivity of the first experimen-

tal observable for the pre-exponential factor is added to 𝑺 matrix, and then the sensitivity of the

first experimental observable for the temperature exponent is stacked horizontally adjacent to it,

and finally the sensitivity of the first experimental observable for the activation energy is stacked

horizontally adjacent to that. For the next experimental observable, the sensitivities for the pre-

exponential factor, temperature exponent, and activation energy are stacked horizontally relative

to each other but stacked below the values for the first experimental observable. This pattern is
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repeated for every simulation dictionary and every experimental observable. Next, the sensitivities

for the theoretical kinetic parameters are added to the 𝑺 matrix. All of the simulation dictionar-

ies are looped over, and the list containing the sensitivities of experimental observables to the

theoretical kinetics parameters are extracted. The theoretical molecular parameters for the first

experimental observable and the first reaction are added to the 𝑺 matrix adjacent to the sensitivities

for the activation energy for the first experimental observable, for the first experiment. Sensitiv-

ities for the theoretical molecular parameters (for the first experimental observable for the first

experiment) are stacked horizontally adjacent to the values from the first reaction. The theoretical

molecular parameters for the second observable follows the same pattern, except they are stacked

below the the sensitivities from the first observable. This pattern continues for the remainder of the

simulation dictionaries.

The next portion of the 𝑺 matrix is constructed by adding the sensitivities of the physical model

parameters for each experiment. All of the simulation dictionaries are looped over, and the list of

sensitivities to physical model parameters are extracted. The sensitivities of the first observable

to the first physical model parameter are stacked horizontally adjacent to the theoretical kinetics

parameter sensitivities for the first experiment and first observable. The sensitivities of the second

experimental observable to the first physical model parameter of the first experiment is added to the

matrix below the first observable, and this pattern continues for every experimental observable in

the first experiment. The remainder of the column is then filled with zeros because physical model

parameters only have sensitivities to their own experimental data. This pattern is repeated for the

remainder of the physical model parameters and observables in the first experiment. The sensitivity

of the observables in the second experiment to the physical model parameters are added in the

same general structure; they are appended horizontally adjacent to the physical model parameters

for the first experiment, but vertically adjacent to the theoretical kinetics parameters for the first

observable of the second experiment. The values in the column above and below the sensitivities

for the physical model parameters of the second experiment are filled with zeros. This pattern is

repeated for the remainder of the experiments, observables, and physical model parameters. The
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only time a new column is not appended to the 𝑺 matrix, when a physical model parameter is

added, is if two experiments are using the same set of absorption coefficients for the same species

at the same wavelength, and a column has already been added to the 𝑺 matrix to account for

existence. In this case, the sensitivity of an experimental observable to the absorption coefficient

is placed in the column corresponding to that absorption coefficient and vertically aligned with

its corresponding experiment and experimental observable. The next portion of the 𝑺 matrix is

constructed by appending an identity matrix to the 𝑺 matrix with the “𝑖” by “ 𝑗” dimensions of

the number of active parameters in the model. This is to represent the sensitivity of each active

parameter to itself. The 𝑺 matrix is then returned from this sub-module.

3.11 Adding Rate Constant Target Values

The next module of the MSI framework takes 𝒀 , 𝒛, and 𝑺 matrices as inputs and appends rate

constant target values. The sub-modules are be described in the order they are executed.

3.11.1 Adding Rate Constant Target Values to 𝒛

This sub-module takes in the 𝒛 matrix and the rate constant target value csv file path as inputs.

The rate constant target value csv file is loaded into a Pandas data frame. The uncertainty column

and the weighting factor column are extracted from the data frame. The uncertainties column is

divided by the weighting factor column. The resulting values are appended to the 𝒛 column vector.

The final 𝒛 column vector is returned from this sub-module.

3.11.2 Adding Rate Constant Target Values to 𝒀

This sub-module takes in the 𝒀 matrix, the rate constant target value csv file path, and the

processor as input. The rate constant target value csv file is loaded into a Pandas data frame. Each

row of the data frame is iterated over and using the temperature, pressure, mixture composition (in

the row), and processor, a model prediction for the rate constant at the given conditions is made.

Similar to the experimental data, the natural log difference of the experimentally determined rate
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constant target and the model prediction for the rate constant is determined (𝑌 𝑡
𝑖

“ lnp𝑌 𝑡
𝑖
q´lnp 𝑓𝑖p𝒙qq)

and the value is appended to the 𝒀 column vector. This is repeated for every row of the Pandas

data frame.

It should also be noted that this module is capable of handling more complicated rate constant

target value definitions (which are often times presented in publications) by using specific syntax in

the rate constant target csv file. The following examples explain the syntax for more complicated

rate constant target values.

• HO2 + HO2 = *: This represents the summation of all the rate constant values (at a specific

temperature, pressure, and mixture composition) that have HO2 + HO2 as reactants.

• HO2 + HO2 = H2O2 + O2 / HO2 + HO2 = *: This represents the rate constant value of HO2

+ HO2 = H2O2 + O2 (at a specific temperature, pressure, and mixture composition) divided

by the summation of all the rate constant values (at the same specific temperature, pressure,

and mixture composition) that have HO2 + HO2 as reactants.

• HO2 + HO2 = H2O2 + O2 (+) H + HO2 = H2 + O2: This represents the summation of the

rate constant value for the reaction of HO2 + HO2 = H2O2 + O2 and H + HO2 = H2 + O2(at

a specific temperature, pressure, and mixture composition).

These different syntax methods for creating more complicated rate constant target expressions

can be combined in any way the user needs to represent the experimental data they are attempting

to input into the model structure. The final 𝒀 column vector is then returned from the sub-module.

3.11.3 Adding Rate Constant Target Values to 𝑺

This sub-module performs the appropriate mapping on the rate constant target values and ap-

pends the results to the 𝑺 matrix. This sub-module takes in the 𝑺 matrix, the rate constant target

value csv file path, and the processor as inputs. The rate constant target value csv file is loaded into

a Pandas data frame. The columns of the data frame relevant to this sub-module are the columns

that contain the rate constant target values, the reaction string, the temperature, the pressure, and
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the mixture composition. Each row of the data frame is iterated over, and using the target tempera-

ture and pressure, the mapping in Eq. 3.7 is computed for a given target rate constant. The mapped

sensitivities are appended to the 𝑺 matrix in the columns corresponding to the target reaction’s

kinetic parameters. The final 𝑺 matrix is then returned from this sub-module.

𝑆𝑖 𝑗 “
Bln 𝑘 𝑝,𝑛p𝑇𝑖, 𝑃𝑖, 𝑀𝑖q

B𝑥 𝑗
(3.7)

3.12 Matrix Math

This module of MSI is responsible for taking the fully assembled 𝒛, 𝒀 , and 𝑺 matrices and

computing the 𝒙 matrix and the covariance matrix (𝚺). Eq. 3.8 is solved to compute the optimal

𝚫𝒙.

𝑺𝚫𝒙 “ 𝒀 ˘ 𝒁 (3.8)

The first step of solving Eq. 3.8 is dividing 𝑺 and 𝒀 element-wise by 𝒛, where 𝑦𝑖 “ 𝑌𝑖{𝑧𝑖 and

𝑠𝑖 𝑗 “ 𝑠𝑖 𝑗{𝑧𝑖. After they are normalization these matrices are referred to as 𝒚 and 𝒔. Next, the

pseudo-inverse of 𝒔 matrix is computed and dotted with the 𝒚 matrix yielding 𝚫𝒙 (Eq. 3.9).

𝚫𝒙 “ p𝒔T𝒔q´1𝒔T
¨ 𝒚 (3.9)

For context, each iteration starts from some 𝒙𝜸 “ 0, where 𝛾 refers to the iteration number (the

starting values at 𝛾 “ 0 for 𝒙 are generally taken to be zeros). For each iteration, the simulations

and the sensitivities are evaluated at �̃�, which is equal to 𝒙𝜸, and Eq. 3.9 is used to find the optimal

𝚫𝒙. The optimal values to compute the simulations and sensitivities for next iteration are deter-

mined via Eq. 3.10. Thus, in the following iteration, 𝒙𝜸`1 becomes �̃�, where 𝒙 represents the total

update to active parameters in the model from their nominal values. As the model converges, the

values in the Δ𝒙 matrix computed for each iteration become closer and closer to zero, and no fur-

ther updates to parameters are needed. The covariance matrix is also computed in this sub-module.
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The covariance matrix is computed with Eq. 3.11. The Δ𝒙 matrix, 𝒙 matrix, and covariance matrix

are returned from this sub-module.

𝒙𝜸`1 “ 𝚫𝒙 ` �̃� (3.10)

𝚺 “ p𝒔𝑇 𝒔q´1 (3.11)

3.12.1 Breakup Δ𝒙

This sub-module of MSI is responsible for taking the values contained in Δ𝒙 matrix and sep-

arating them into different objects and data types. These objects and data types are passed into

the appropriate modules and updates are applied to active model parameters (Eq. 3.10), meaning

in the next iteration of the optimization simulations and sensitivities can be computed with 𝒙𝜸`1.

This sub-module iterates over the Δ𝒙 matrix and separates the values into three main categories,

namely: a list of dictionaries containing physical model parameter updates for each experiment, a

dictionary containing Arrhenius parameter updates, and a dictionary containing theoretical molec-

ular parameter updates. These dictionaries are returned and passed to the appropriate function to

apply the updates.

3.13 Updating Files

This module of MSI is responsible for updating the active kinetic parameters in the cti file and

the active physical model parameters in the YAML files. The Updating Files module takes the

dictionary containing the Arrhenius parameter updates, the dictionary containing the theoretical

molecular parameter updates, the list of dictionaries containing the physical model parameter up-

dates for each experiment, the Chebyshev sensitivity dictionary, and the list of YAML files paths

as inputs.
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3.13.1 Map Theoretical Molecular Parameter Updates

Reactions that are represented by theoretical kinetics parameters require that updates to those

parameters be mapped to the coefficients of the Chebyshev polynomial used to represent the rate

constants. This step must be completed before updating the active kinetic parameters in the cti file.

The mapping between kinetic parameters and rate constants relies on the locally linear surrogate

model. In the current version of the MSI framework, the MESS or Variflex code is not run every

iteration. For each rate constant represented with theoretical molecular parameters, the update to

the Chebyshev coefficients are calculated by multiplying the Δ𝒙 values by their respective sensi-

tivity coefficients. The total change in the rate constant is calculated by summing the series of

updates found in the prior steps. After multiplication, these arrays are summed, resulting in the

Δ𝒙 for a given rate constant based on the updates to its theoretical kinetics parameters. Mathemat-

ically, Δ𝑘 “ Σ
𝑝

𝑚“0Δ𝑥𝑚𝑥
B𝑘

B𝑥𝑚
, where 𝑝 is the number of molecular parameters representing a rate

constant, 𝑘 . The updates to the Chebyshev polynomial coefficients are computed for each reaction

represented by theoretical molecular parameters and saved to a dictionary. This sub-model returns

a dictionary containing the updates for all reactions represented by theoretical kinetics parameters

in the form of Chebyshev polynomials.

3.13.2 Updating YAML Files

This sub-module is responsible for applying the updates to the active physical model param-

eters. The original YAML files store all the values for the physical model parameters. This sub-

module takes the list of dictionaries containing the updates to the physical model parameter as

an input. On the first iteration of the optimization, this sub-module also makes a copy of every

original YAML file. The copies of YAML files are saved with the original file name and the ad-

dition of “_updated”. The updates to the new physical model parameter values are stored within

the “_updated” files. These files are then read into MSI for all subsequent iterations. Then, this

sub-module loops over all the dictionaries in the list passed in (each dictionary in that list refers a

single experiment, corresponding to a single YAML file) and applies the physical model parameter
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updates to the corresponding YAML files. If an experiment has an associated absorbance YAML

file, the molar absorption coefficients in the file are also updated when the dictionary associated

with that experiment is iterated over.

3.13.3 Updating cti File

This sub-module is responsible for applying the updates to the rate constant expressions (made

up of kinetics parameters) in the cti file. This sub-module takes the dictionaries of updated Cheby-

shev polynomials, the updated Arrhenius parameters, and the processor as inputs. All the reactions

in the processor are iterated over, and the appropriate updates are applied to each rate constant.

The updated processor is then written back out to the updated cti file.

After the YAML files and the cti file are updated, another iteration begins using the updated

active parameters. The iterations continue until the number of predefined iterations is completed.

3.14 Test Scripts

The following scrips are not integrated into the MSI Library source code, rather they are test

scripts used to help validate the software is working correctly. If major modifications are made to

the software, it is suggested these tests are run again to validate no major issues were introduced

during the modification.

3.14.1 𝑆𝑖 𝑗 Test

This test script was created to validate the sensitivity matrix generated by the MSI code. This

code compares 𝑺 matrix calculated by the MSI code to that calculated by a wrapper. The wrapper

calculates 𝑺 “ B𝒀{B𝒙 using a brute force method. The wrapper loops through all 𝑥𝑖 parameters

and perturbs each one slightly, one by one, then uses MSI’s calculated 𝒀 vector and the definition

of the local sensitivity coefficient (𝑆𝑖 𝑗 “ B𝑌𝑖{B𝑥𝑖) to calculate 𝑆𝑖 𝑗 . The elements of 𝑆𝑖 𝑗 calculated

by the wrapper are compared to the elements of 𝑆𝑖 𝑗 calculated internally by MSI for 𝒙𝛾“0 (the first

iteration before any updates are applied). This script tests the code’s ability to calculate each 𝑆𝑖 𝑗
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element correctly and the code’s ability to use each 𝑥𝑖 correctly when updating values.

3.14.2 Reproduction of Target Values Test

This test script was created to validate the calculation of the covariance matrix and the ability

of MSI to reproduce target (𝑌 𝑡
𝑖
) values. This script computes the optimization using only one data

point of fake target data with a very small uncertainty value (1x10´6). The script has the ability to

add a piece of fake target data for rate constant targets (for any reaction), macroscopic observable

targets (for any experiment type, i.e. batch reactor, flow reactor, jet stirred reactor, etc.), and each

observable type (mole fractions, concentrations, absorbance profiles, ignition delay times, etc.).

First, a selection must be made by the user for the type of target to test against, and then the

MSI code is executed. The index of the optimized 𝒀 vector that refers to the difference between

the test target data and the model prediction is extracted. This value should be very close to zero,

or numerically, something less than the input uncertainty. This tests the code’s ability to reproduce

target data and calculate the covariance matrix.

3.14.3 Weighting Factor Testing

The Weighting Factor test script is nearly identical to the Reproduction of Target Values Test

script but includes multiple (100) identical versions of the same data point. This tests the codes

ability to calculate the weighing factor (𝑊𝑖) correctly.
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Chapter 4: Towards a High-Accuracy Kinetic Database Informed by

Theoretical and Experimental Data: CH3 + HO2 as a Case Study

4.1 General Notes to the Reader

The remainder of this work will discuss three specific MSI case studies; the first study focuses

on the rate constants of the CH3 + HO2 and associated reactions, the second study focuses on the

rate constants of the HO2 + HO2 and associated reactions and the third study focuses on a variety

of reactions linking together smaller subsystems. The scientific motivation behind selecting these

specific reaction systems will be discussed in their individual sections in detail. In addition to the

individual scientific motivations for each of these systems, they also made good candidates for

demonstrating key elements of the MSI approach for the following reasons: 1) Calculations in-

volving theory parameters could be completed with reasonable computational resources and time.

2) There exists enough of a selection of raw experimental data from experiments involving small

subsystems, homogeneous environments, and dilute conditions. 3) These subsystems have over-

lapping reactions and thus could be used to begin to grow a network of strongly linked, redundant

data.

Before beginning the discussions and presenting results for each individual subsystem it is per-

haps worth noting the following which applies to each kinetic system discussed in this document.

Each chapter discussing a subsystem of reactions contains a Table labeling and numbering key

reactions and parameters of interest; individual reactions or parameters may change number from

chapter to chapter. When reading the results and discussion please note the label and number refer

to the specific table in that chapter. Additionally, if supplemental material or supporting material

is mentioned in a specific chapter the reader can find this material (labeled with its corresponding

chapter title) at the end of the document.
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4.2 Scientific Motivation: CH3 + HO2

In this study, an MSI optimization to determine the channel-specific CH3 + HO2 rate constants

as compared to a previous rate-parameter optimization will be presented. Temperature dependence

for this system is not well established from experimental data alone and recent studies have in-

dicated that uncertainties in H2O2/CH3 and H2O2/CH4 reactions have important ramifications for

modeling a variety of combustion systems. As natural gas becomes an increasingly viable energy

source, understanding methane and hydrogen combustion systems and the uncertainties associated

with them, becomes increasingly important [92, 93]. For example, the uncertainties in CH3 + HO2

= CH4 + O2 and CH3 + HO2 = CH3O + OH were found to be among the largest contributors to

the uncertainties in NO𝑥 production in a natural gas turbine relevant flame [94] such that improved

quantification, and reduction of, uncertainties in these reactions are of interest to computational

engine design.

All to say that this system can certainly benefit from establishing more refined rate constants

and uncertainties by using MSI. Notably, this study found the optimization performed using the

MSI approach applied to carefully selected (mostly raw) experimental data yielded an opposite

temperature dependence for the channel-specific CH3 + HO2 rate constants as compared to a pre-

vious rate-parameter optimization. While both optimization studies use the same theoretical cal-

culations to constrain model parameters, only the present optimization, which incorporates theory

directly into the model structure, yields results that are consistent with theoretical calculations.

4.3 Implementation: CH3 + HO2

Key elements of the MSI approach are demonstrated here for the CH3 + HO2 reactions as a

case study. This case study leverages Burke’s previous MSI analysis of a pure H2O2 system [69]

for analysis of H2O2/ CH4 experiments.

For system one, (CH3 + HO2) kinetic parameters for R1-R8 and physical model parameters

were assigned to represent uncertainties in the kinetic and physical models (Table 2). In this work
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other “secondary” reactions were taken from the Foundational Fuel Chemistry Model (FFCM)

[84]. Rate constants and brute-force sensitivity coefficients were calculated via TST-ME [80] in

VARIFLEX [82] and PAPR-MESS [81]. Macroscopic observables and sensitivity coefficients were

calculated via homogeneous, isochoric or isobaric models in Cantera [83].

It is perhaps worth noting the following which applies to this system and all following ki-

netic systems discussed in this document. The exact parametric and structural uncertainties to be

considered naturally depend on the specifics of the system of interest. For example, when the

systems involve larger kinetic mechanisms, where the potential for missing reactions is higher,

greater consideration of “missing" reactions may be required (e.g. by using RMG as in [70]).

A broader discussion of various sources of parametric and structural uncertainty can be found

elsewhere [71], but as discussed elsewhere [71] and in the results section below, consideration of

all relevant parametric and structural uncertainties is important for obtaining physically realistic

parameter adjustments.

It was determined that the rate constants for R1 and R8, were sufficiently constrained over

the relevant temperature range by macroscopic observables and rate constant targets, therefore

Arrhenius parameters (as opposed to molecular parameters within theoretical kinetics models)

were treated as active parameters. For R2-R7, molecular parameters within theoretical kinetics

models were treated as active parameters.

For R2-R5, the molecular parameters were taken to be the same as Burke’s previous work

[69]. The active molecular parameters included transition state barrier heights (𝐸:); scaling factors

for all harmonic frequencies of reactants and products (aall); scaling factors for all (transition-

state) harmonic frequencies (aTS), transitional mode frequencies (atr), symmetric stretching mode

frequencies (a𝑠𝑠), and imaginary frequencies (aimag) in tight transition states; VRC-TST correction

factors for loose transition states ( 𝑓VRC´TST,c); the smaller of the two well depths for pre- and

post-transition state complexes (𝐸w); and scaling factors for hindered rotor potentials ([).

For R6-R7, a more limited set of parameters was necessary to represent the uncertainties in the

theoretical kinetics calculations. For R6, which proceeds through a barrierless entrance transition
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state to form a van der Waals complex that dissociates to products via an exit transition state with

a barrier submerged by only „1.9 kcal/mol relative to the reactants, the rate constant over the tem-

perature range of interest is essentially controlled by only the exit transition state, to which active

𝐸
:

6 and alowp6q (a scaling factor for the lowest four harmonic frequencies in the transition state)

are ascribed. (Variation of [TSp6q and aimagp6q within their uncertainty limits yielded negligible

differences in the rate constants over the relevant temperature range.) For R7, which proceeds via

a barrierless entrance transition state to form a CH3OOH complex that dissociates to products via

another barrierless exit transition state that lies „25 kcal/mol below the reactants, the rate constant

is essentially controlled by the barrierless entrance transition state, to which an active 𝑓VRC´TST,c

is ascribed. (Calculations using roaming estimates from [95] for J = 0 show negligible impact of

roaming on the present results, so roaming was not included here.)

Table 1: List of active model parameters considered in the optimization.𝑎,𝑏
Reaction Kinetic Parameters

R1 H2O2(+M) = OH + OH(+M) 𝐴1
p1q
, 𝑛p1q, 𝐸p1q

R2 H2O2 + OH = HO2 + H2O 𝐸
:

p2q
, a1

allp2q
, a1

𝑡𝑟p2q
, a1

ssp2q
, a1

imagp2q
, 𝐸wp2q, [

1
H2O2

, [1
TSp2q

R3 HO2 + HO2 = H2O2 + O2 𝐸
:

p3q
, a1

allp3q
, a1

trp3q
, a1

ssp3q
, a1

imagp3q
, 𝐸wp3q, [

1
TSp3q

R4 HO2 + OH = H2O + O2 𝐸
:

p4gq
, a1

allp4q
, a1

trp4gq
, a1

ssp4gq
, a1

imagp4gq
, 𝐸wp4gq, [

1
TSp4gq

𝐸
:

p4eq
, a1

TSp4eq
, a1

trp4eq
, a1

ssp4eq
, a1

TSp4eq
, 𝑓 1

VRC´TST,cp4q

R5 OH + OH = O + H2O 𝐸
:

p5gq
, a1

allp5q
, a1

trp5gq
, a1

ssp5gq
, a1

imagp5gq
, 𝐸wp5gq

𝐸
:

p5eq
, a1

TSp5eq
, a1

trp5eq
, a1

𝑠𝑠p5𝑒q

R6 CH3 + HO2 = CH4 + O2 𝐸
:

p6q
, a1

lowp6q
, p𝑄anh,c,CH3q

R7 CH3 + HO2 = CH3O + OH 𝑓 1
VRC´TSTp7q

, p𝑄anh,c,CH3q

R8 CH4 + OH = CH3 + H2O 𝐴1
p8q
, 𝑛p8q, 𝐸p8q

Macroscopic Observables Physical Model Parameters

E1-E2 Shock-heated H2O2/H2O/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 1...2
E3 Shock-heated H2O2/H2O/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 3
E4 Shock-heated H2O/O2/H/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 4
E5-E9 Shock-heated H2O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝜎1
1,H2O2

, 𝜎1
2,H2O2

, 𝜎1
1,HO2

, 𝜎1
2,HO2

𝑒 “ 6...10
E10 Shock-heated H2O2/H2O/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, �̂�1
1,H2O2

, �̂�1
1,HO2

𝑒 “ 10
E11 Shock-heated CH4/H2O2/H2O/O2 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH4,𝑜,𝑒

, 𝑀 1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

,

�̂�1
1,H2O2

, �̂�1
1,HO2

𝑒 “ 11
𝑎Note that 1 indicates ln() of that quantity.
𝑏Note that parameters in () are represented by only a single value but influence multiple reactions.

Previous theoretical calculations for R6 and R7 neglect anharmonicity of the CH3 umbrella
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mode [96, 97]. To date, estimates using different assumptions indicate anharmonic corrections

ranging from nearly zero to 30% [98, 99] (Jasper, personal communication) – precluding definitive

conclusions for its role. We retain the nominal values from [96, 97] but assign another active

parameter for R6 and R7 corresponding to a scaling factor for the anharmonic correction from

[98], 𝑄anh,c,CH3 – effectively serving as a parameterization of the structural uncertainty related to

anharmonicity in the CH3 umbrella mode.

Physical model parameters from experiments included as macroscopic observable targets were

also among the active model parameters. These parameters included initial temperatures, 𝑇𝑒, initial

pressures, 𝑃𝑒, initial species mole fractions, 𝑀𝑖,𝑜,𝑒, and coefficients for temperature-dependent

cross sections of H2O2 and HO2 at 215 nm (𝜎1,H2O2 , 𝜎2,H2O2 , 𝜎1,HO2 , and 𝜎2,HO2) and 227 nm

(�̂�1,H2O2 and �̂�1,HO2).

Target class (I): ab initio calculations

Molecular properties from ab initio calculations were used as targets for the molecular param-

eters for R2-R5 from (Harding and Klippenstein, Unpublished) [69], for R6 from [96], and R7

from [97] with uncertainties listed in Table 2 reflecting the level of electronic structure theory and

the level of detail in treatment [69, 70, 71, 80]. In particular, barrier height uncertainty estimates

for the various method/basis set combinations were based on quoted errors from a recent paper by

Klippenstein and Cavallotti [80].

Target class (II): Rate constant determinations

Rate constant determinations (from studies other than those treated as macroscopic observ-

ables) were included as targets for R2, R4, R5, and R8. Given that uncertainties in rate constant

determinations are often higher than typically estimated and prone to systematic errors [69, 71,

44], conservative uncertainties of a factor of two (or the scatter in the data if larger) were applied.
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Table 2: List of targets used in the optimization.𝑎,𝑏

I. Ab initio calculations Source

𝐸
:

2(3 kcal/mol), 𝐸:

3(2.3 kcal/mol), 𝐸:

4g(2 kcal/mol), 𝐸:

4𝑒(2 kcal/mol), 𝐸:

5g(1.4 kcal/mol), (Harding and

𝐸
:

5e(1.4 kcal/mol), a1
all(0.03), a1

TS(0.03), a1
tr(0.1), a1

ss(0.18), a1
imag(0.18), 𝐸w(1 kcal/mol), Klippenstein

[1
H2O2

(0.1), [1
TSp2q

(0.26), [1
TSp3q

(0.41), [1
TSp4gq

(0.41), [1
TSp4eq

(0.41), 𝑓 1
VRC´TST,cp4q

(0.7), Unpublished)

𝐸
:

6(2.3 kcal/mol), a1
lowpbq

(0.1), 𝑄anh,c,CH3(1), 𝑓 1
VRC´TSTp7q

(0.262) [96, 97]

II. Rate constant measurements

𝑘 1
2, 𝑘 1

4, 𝑘 1
5, 𝑘 1

8 (see text) [69, 100, 101]

III. Global exp. IV. Exp. conditions

𝑀 1
OH,𝑒

p𝑡qp0.05q, 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2O,𝑒

p𝑡qp0.05q 𝑀 1
H2O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q,

𝑀 1
O2,𝑜,𝑒

p0.05q

𝑒 “ 1...2 [102]
𝑀 1

H2O,𝑒
p𝑡qp0.05q 𝑇 1

𝑒p0.01q, 𝑃1
𝑒p0.02q,

𝑀 1
H2O,𝑜,𝑒

p0.1q, 𝑀 1
O2,𝑜,3p0.01q,

𝑀 1
H2O2,𝑜,3p0.01q, 𝑒 “ 3 [103]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2O,𝑜,𝑒

p0.1q, 𝑀 1
O2,𝑜,𝑒

p0.01q,

𝑀 1
H,𝑜,𝑒

p2.3q, 𝑒 “ 4 [104]

abs1
𝑒p𝑡qp0.1q 𝑇 1

𝑒p0.02q, 𝑃1
𝑒p0.04q,

𝑀 1
H2O2,𝑜,𝑒

p0.1q

𝜎1
1,H2O2

p0.7q, 𝜎1
2,H2O2

p0.3q

𝜎1
1,HO2

p0.7q, 𝜎1
2,HO2

p0.3q 𝑒 “ 5...9 [105]

abs1
𝑒p𝑡qp0.1q, 𝑇 1

𝑒p0.02q, 𝑃1
𝑒p0.04q,

𝑀 1
H2O,𝑒

p𝑡qp0.05q, 𝑀 1
H2O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.2q, 𝑀 1
O2,𝑜,𝑒

p0.2q,

𝑀 1
OH,𝑒

p𝑡qp0.05q, �̂�1
1,H2O2

p0.7q

�̂�1
1,HO2

p0.7q 𝑒 “ 10 [106]

abs1
𝑒p𝑡qp0.1q 𝑇 1

𝑒p0.02q, 𝑃1
𝑒p0.04q,

𝑀 1
O2,𝑒

p𝑡qp0.05q, 𝑀 1
H2O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
CH4,𝑜,𝑒

p0.05q,

𝑀 1
H2O,𝑒

p𝑡qp0.05q �̂�1
1,H2O2

p0.7q

�̂�1
1,HO2

p0.7q 𝑒 “ 11 [107]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

Target classes (III) and (IV): Macroscopic observables and experimental conditions

Raw data for the macroscopic observables from experiments indicated in Table 2 were in-

cluded as targets using uncertainties as reported or estimated using typical values [103, 102, 104,

108, 106]. (While other studies examined R6 and R7 [92, 96, 109], further analysis, indicated

strong influences of several secondary reactions and, therefore, they were not included as targets.)

Macroscopic observables used as targets included time-resolved H2O mole fractions, OH mole
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fractions, and absorbance at 215 and 227 nm. Reported values for the experimental conditions

were used as targets for physical model parameters with uncertainties as reported or using typical

values [103, 102, 104, 108, 106].

4.4 Results: CH3 + HO2

The set of optimized molecular parameters, rate parameters, and physical model parameters

constrained by the respective targets in Table 2 yield values and predictions in reasonable consis-

tency with the targets from ab initio calculations, rate constant determinations, macroscopic ob-

servables and reported experimental conditions and other experiments used as targets for the CH3

+ HO2 system. The discussion below will focus on the macroscopic observables for shock-heated

CH4/H2O2/H2O/O2/Ar mixtures, that emphasize R1-R8 in Table 2 and 𝑘6 and 𝑘7 in particular
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Figure 1: Uncertainty-weighted sensitivity analysis for the OH, H2O, and absorbance time profiles
of Hong et al. [108] For the figure, 𝑘1 and 𝑘8 are shown with uncertainties of a factor of two and
�̂�H2O2 and �̂�HO2 are shown with uncertainties of 10%.

Uncertainty-weighted sensitivity analysis of the time profiles for H2O, OH, and absorbance at

227 nm are shown in Fig. 1. Uncertainty-weighted sensitivity coefficients indicate the parameters

whose uncertainties influence the uncertainties in the model predictions and, likewise, which pa-
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rameters can be constrained by inclusion of data for those observables. Inspection of the five most

influential parameters shown in Fig. 1 reveals that predictions of all three observables are primarily

influenced by uncertainties in parameters related to 𝑘1, 𝑘2 (𝐸:

2 and atrp2q), 𝑘8, and physical model

parameters (𝑇11, 𝑀H2O,𝑜,11, and �̂�H2O2).
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Figure 2: H2O, OH and absorbance time profiles at 1103 K in shock-heated H2O/H2O2/CH4/Ar.
Symbols represent experimental data from Hong et al. [108]; lines represent model predictions.

The time histories from theses experiments were used to determine 𝑘6 and 𝑘7 individually [108]

and exhibit some sensitivity to their active parameters. However, it is clear that after including

constraints from ab initio calculations [96, 97], uncertainty-weighted sensitivity coefficients for

parameters related to 𝑘6 and 𝑘7 are comparatively minimal. These results demonstrate the implicit

interconnections among rate constant determinations for R6-R8 and those for R1-R5; these results

also highlight the advantage of analyzing raw data to capture the information content and unravel

the inherent interconnections among rate constant determinations, rather than relying on derived

data.

Predicted time profiles for H2O, OH and absorbance at 227 nm are shown in Fig. 2 for the a

priori model and MSI model, as compared to the experimental data from Hong et al. [108]. While
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the a priori model predicts lower absorbance and higher OH than observed experimentally, the

MSI model predictions for H2O, OH and absorbance at 227 nm are consistent with experimental

data within uncertainties. Given that the three time profile predictions are primarily influenced by

𝑘1 and 𝑘2, which are already constrained by our H2O2 experiments, it is not surprising that only

including H2O2 experiments as targets (without any CH4-containing experiments as targets) yields

optimized predictions remarkably close to the optimized profiles including all data from Table 2.

However, including the CH4/H2O2 experiments as targets did yield minor improvements in the

OH peak and absorbance profile (of 10%). Additionally, inclusion of the CH4/H2O2 experiments

as targets did also yield some minor adjustments in parameters for R6-R8, though predictions

with these parameters at their nominal values (and R1-R5 parameters optimized to only H2O2

experimental targets) are already reasonably consistent with experimental data.

The ability of the model to predict these time profiles so well without including the CH4/H2O2

experiments as targets is a testament to the advantage of leveraging data from multiple sources.

Theoretical calculations for R6-R7, data for pure H2O2 decomposition, and 𝑘8 determinations are

leveraged here in the interpretation of the raw experimental data to extract more accurate informa-

tion for R6-R7.

Figure 3: Rate constants for R6 and R7. Original experimental interpretations [108, 96] are shown
by symbols (filled in for the conditions of Fig. 2). Dashed lines show prior and posterior uncer-
tainties.
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Fig. 3 shows comparisons of 𝑘6 and 𝑘7 from the a priori model (which are simply calculated

rate constants from [96] and [97] respectively), MSI model, and model of Olm et al. [85] along with

experimental rate constant determinations from Hong et al. [108] (from the experiments shown in

Fig. 2) and [96]. One can note from Fig. 3 the values and uncertainties of the rate constants in

the a priori model and MSI model are very similar, thus indicating that the MSI rate constants are

primarily controlled by theory.

It should be noted that while both the present MSI optimization and the Arrhenius parameter

optimization from Olm et al. [85] use theoretical calculations [96, 97] as targets, the Arrhenius

parameter optimization yields a temperature dependence for 𝑘6 and 𝑘7 which is inconsistent with

theory [96, 97]. It can be hypothesized that these differences are rooted in: first, the selection of

experimental data used as targets and second the way that theoretical calculations are included as

targets.

In regard to the first, many targets used in Arrhenius parameter optimization [85] exhibit (ne-

glected) structural uncertainties comparable to parametric uncertainties; these structural uncertain-

ties can include chemically termolecular reactions [45], prompt dissociation [47], mixture rules

[78] and missing collision efficiencies [110]. Using targets influenced by structural uncertainties

would then impose un-physical constraints on the model parameters. Inspection of the covari-

ance matrix presented [85] reveals that 𝑘6 and 𝑘7 parameters are strongly correlated to several

other reactions whose optimized rate constants are either at the edge of prior uncertainties, have

very different temperature dependence than the prior model, or are inconsistent with theoretical

calculations.

In regard to the second, direct inclusion of theoretical calculations into the MSI model structure

ensures that optimized rate constants are inherently consistent with theory. Altogether, the present

use of dilute experiments minimizes structural uncertainties in multi-component reactive mixtures

[45, 78, 110] and direct incorporation of theory into the MSI framework minimizes the potential

that kinetic parameters will be optimized to un-physical values.

As an independent test of the MSI model, predictions using the MSI model were compared to
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Figure 4: OH time-history in shock heated O2/CH4/Kr mixture near 1795 K and 0.948 atm. Sym-
bols represent experimental data from Srinivasan et al. [96]; lines model predictions.

the OH profile of Srinivasan et al. [96] (Fig. 4). This measurement was not included as an opti-

mization target because although it was used to make determinations for the rate constant of CH3

+ HO2 = CH4 + O2, and exhibits some sensitivity to parameters describing this rate constant, after

uncertainty weighted sensitivity analysis it was revealed that largest contributors to uncertainty for

this observable are parameters describing other reactions. However, the optimized MSI model re-

produce the OH time profile within uncertainties. Validating the model with independent test sets

is a way to confirm all of the optimized kinetics parameters are physically realistic values.

4.5 Concluding Remarks: CH3 + HO2

An MSI analysis focused on the CH3 + HO2 reaction is performed – leveraging our previous

analysis of pure H2O2 [69] for analysis of H2O2/CH4 experiments. Results and discussion high-

light the key elements of any approach to developing a high-accuracy kinetic database, including:

the importance of raw data for quantifying the information content of experimental data, and the

utility of theoretical kinetics calculations for constraining experimental interpretations and pro-

viding an independent data source and finally, the subtleties of target data selection for avoiding

unphysical parameter adjustments to match data affected by structural uncertainties.

The studies in the next sections will focus on more highly studied systems in order to achieve

sufficient data redundancy to test the validity of the optimized values, and quantified uncertain-
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ties. The uncertainty weighted sensitivity results here give an initial indication of the difficultly in

achieving data redundancy in kinetics – such that a large web of interconnected systems may be

required. Specifically in the third case study, exploring branching reactions, the validity of using

MSI to explore a large web of interconnected reactions to to help achieve data redundancy will be

tested and discussed.
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Chapter 5: Resolving Discrepancies Between State-of-the-art Theory and

Experiment for HO2 + HO2 via Multiscale Informatics

5.1 Scientific Motivation: HO2 + HO2

The self reaction of HO2 radicals (HO2 + HO2 = H2O2 + O2) (R1) has been extensively studied

across a variety of temperature and pressure conditions due to its importance in both combustion

and the Earth’s atmosphere. In combustion, R1 is known to be important for accurate predictions

of flames [111, 42, 112] and ignition [113, 37] of many fuels, particularly at high pressures. In the

Earth’s atmosphere, R1 plays an important role in HOx budgets—with implications for formation

rates of H2O2, O3, and organic peroxides [114] and oxidation of inorganic and organic pollutants

[115].

At higher temperatures relevant to combustion, R1, a radical-radical reaction, has historically

proven difficult to isolate experimentally. Experimental determinations of its rate constant are often

entangled with those for another radical-radical reaction OH + HO2 = H2O + O2 (R5, cf. Table 1),

which is also important to high-pressure flames [111, 42, 112] and similarly difficult to isolate ex-

perimentally. Consequently, rate constants for both of these reactions were largely uncharacteristic

at combustion-relevant temperatures (aside from rough estimates from flame modeling studies)

until the late 20th century.

Specifically, in 1995 and 2002, Troe and co-workers [128, 105] reported the first rate constants

of the two reactions at combustion-relevant temperatures by taking advantage of the fact that OH

and HO2 are two of the main intermediates in the H2O2 decomposition system. The rate constants

were determined by fitting rate parameters within a four-reaction kinetic model to UV laser ab-

sorbance time profiles, which provided a combined measure of HO2 and H2O2, in shock-heated

H2O2 mixtures. Both of these sets of rate coefficients exhibited unusually deep minima at 1000-
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(a)

(b)

Figure 1: Rate constants at 1 atm for (a) HO2 + OH = H2O + O2 (R5), (b) HO2 + HO2 = H2O2 +
O2 (R1) and HO2 + HO2 = products (R1 + R2). Symbols represent experimental determinations
[116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 104] as indicated in the legend. Solid
symbols specifically designate the experimental determinations of Hong et al. [106], Kappel et al.
[105], and Kircher et al. [107] that correspond to raw experimental data in Figures 5, 4, and 15
(where the MSI model reproduces the raw data). Solid and dashed lines represent various model
predictions, as indicated in the legend [69, 113, 71, 127], with the exception of blue dashed lines
in (a) which represent uncertainties. (Note: given that R2 was not considered in the original exper-
imental interpretations, the total rate constant 𝑘1+𝑘2 for the experimental determinations simply
corresponded to the reported 𝑘1 values).

1200 K followed by a sharp rise with increasing temperature (see Fig. 1). Later modeling studies

would show that the existence, exact value, and exact temperature of these minima had significant

implications for high-pressure flame predictions [111, 42, 112].

Then, in 2006 and 2010, two determinations by Srinivasan et al. [126] and Hong et al. [104]
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based on reflected shock experiments with initial reactants other than H2O2 provided independent

evaluations of R5 at high temperatures. Their determined rate constants instead showed little

temperature dependence and, in fact, were remarkably consistent with a simple constant-activation-

energy extrapolation from the low-temperature experimental data. These determinations led many

to suspect that R5 did not exhibit a minimum at all, though drawing any definitive conclusions

about the rate constant for R5 (or R1) at intermediate to high temperatures remained difficult.

In 2012, two independent studies on R5 were presented at the 34th Combustion Symposium

that used novel techniques to shed new light on the debate: one based on a MultiScale Informatics

analysis of all previous theoretical and experimental data from Burke et al. [69] and another based

on multi-species measurements of shock-heated H2O2 mixtures from Hong et al. [106]. Both of

these studies found rate constants that exhibited minima but showed a much milder temperature

dependence. Furthermore, the rate constants proposed in each study were in essentially perfect

agreement at intermediate temperatures (see Fig. 1 a), thus appearing to resolve the previous long-

standing debate—at least for R5.

On the other hand, for R1, the multi-species measurements from Hong et al. [106] appeared

to uphold the rate constants from Kappel et al. [105] that showed a sharp rise with increasing

temperature. By contrast, the MSI rate constants from Burke et al. [69] showed a milder temper-

ature dependence, but the theoretical calculations for R1 (on which the MSI rate constants were

partially based) were suspected to be affected by uncertainties in the treatment of anharmonicities,

whose impact would increase with increasing temperatures. However, more recent theoretical cal-

culations from Zhou et al. [127] and Klippenstein et al. [113], both of which employ advanced

treatments of anharmonicity, also show a milder temperature dependence—suggesting that incon-

sistencies still remain among theoretical and experimental data for R1 (see Fig. 1 b). Furthermore,

calculations of Klippenstein et al. [113] indicate a previously unknown channel HO2 + HO2 = O2

+ 2OH (R2b), which appears to be prominent at higher temperatures and may therefore confound

all earlier analyses.

These discrepancies in the temperature dependence in 𝑘1 and the difference of a factor of
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three in 𝑘1 (which greatly exceeds the estimated uncertainties [106] in the experimentally derived

𝑘1) determined by Hong et al. [106] and calculated by Klippenstein et al. [113] are particularly

noteworthy, given that their respective experimental and theoretical methods are a tour de force

in rate constant quantification techniques. For example, Hong et al. [106] simultaneously mea-

sured H2O, OH, and absorbance at 227 nm (providing a combined measure of HO2 and H2O2)

with microsecond time resolution following reflected shock waves at precisely defined thermody-

namic conditions. As they indicate, these time-resolved measurements for three species, together

with element balance, would appear to completely capture the evolution of the four key chemical

species involved in the H2O2 decomposition mechanism (H2O2, OH, HO2, and H2O). Likewise,

Klippenstein et al. [113] not only characterized the torsional dependence of the vibrational fre-

quencies (similar to Zhou et al. [115]) but also included a multi-reference-based variable reaction

coordinate transition state theory (VRC-TST) treatment of the barrierless channels and high-level

coupled-cluster-based TST treatment of the saddle points. Notably, all stationary points were char-

acterized using the ANL0 method [129], which is among a collection of recent high-level ab initio

schemes [130, 131, 132, 133] capable of 0.2 kcal/mol accuracies in energy calculations.

Altogether, resolution of the discrepancies at high temperatures is therefore important to both

(1) accurate modeling of high-pressure ignition and flame propagation and (2) understanding the

limitations and capabilities of state-of-the-art methods for quantifying rate constants.

Naturally, in light of the above discussion, one might wonder about the following questions.

For example, can the discrepancy between theoretically calculated and experimentally derived rate

constants at high temperatures be attributed to a new reaction channel (R2) not considered in the

original experimental interpretations? Alternatively, can the discrepancy be attributed to remain-

ing uncertainties in even state-of-the art theory? Or finally, can the discrepancy be attributed to

remaining ambiguities in experimental interpretations of even state-of-the-art multi-species mea-

surements of complex multi-reactions systems?

Compared to high temperatures, at lower temperatures relevant to the Earth’s atmosphere, R1 is

easier to isolate experimentally and has correspondingly been characterized much more precisely.
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For example, many of the experimental studies (e.g. Refs [120, 122, 119, 121, 123, 124, 125, 107,

116, 117]) involve flash photolysis to generate HO2 followed by highly sensitive, time-resolved

laser absorbance measurements under very dilute conditions [134]. Among these, Kircher et al.

[107] presented what is known to be one of the most extensive data sets to date at atmospheric

conditions—with measurements spanning a wide range of temperatures (240-417 K), pressures

(79-700 torr), and bath gases (Ar, N2). Their experimental determinations of 𝑘1 are generally in

good agreement with other experimental determinations [116, 117] (with differences of less than

„25%). Notably, experimental determinations over varied pressure (including those of Kircher et

al. [107]) show a pressure dependence of 𝑘1, which has been usually attributed to a weakly bound

HO2..HO2 intermediate complex mediating the reaction [135, 136].

However, the recent theoretical calculations by Klippenstein et al. [113] reveal the presence of

weakly bound and chemically bound complexes on the triplet and singlet surfaces. Their master

equation equation calculations indicate that stabilization (or partial stabilization) of each of these

complexes contributes significantly to the pressure dependence at low temperatures. While the

weakly bound complexes are likely to decompose on timescales much faster than experimental

timescales, the chemically bound HOOOOH complex could have relatively slower decomposition

timescales that could obfuscate 𝑘1 determinations from the measured absorbance time profiles.

Depending on the how much HOOOOH is formed, whether it decomposes back to reactants, and

how fast it decomposes, its evolution may be of some influence to experimental interpretations of

the measured absorbance time profiles.

Therefore, the objectives of the present work are two-fold. The primary objective is to achieve

resolution of the remaining inconsistencies among theoretical calculations and experimental deter-

minations for 𝑘1 at the highest temperatures – relevant to both combustion modeling and under-

standing the capabilities and limitations of state-of-the-art theory and experiments – with a focus

on the questions outlined above. A secondary objective is to characterize the impact (if any) of the

chemically bound intermediate complexes in the low-temperature experiments. Here, we present a

comprehensive analysis of data from a wide variety of sources for the relevant reaction systems us-
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ing the MultiScale Informatics approach [112], which is a multi-physics uncertainty quantification

framework capable of simultaneously considering theoretical and experimental data on equal foot-

ing according to their respective uncertainties. We then demonstrate that the present MSI model

is capable of explaining all theoretical and experimental data—including data across the full tem-

perature range from Kappel et al. [105] and Hong et al. [106] and data across the full temperature

and pressure range from Kircher et al.[107]—thereby resolving the abovementioned discrepancies

among theoretically calculated and experimentally derived 𝑘1 at high temperatures. We then use

this model for subsequent analyses to ascertain the role of new production channels in experimen-

tal interpretations and, more generally, uncover the origins of the apparent discrepancies among

theoretical and experimental data.

5.2 Implementation: HO2 + HO2

The MSI analysis focused on the reactions in the H2O2 decomposition mechanism (R1-R6 in

Table 2), with particular attention to the HO2 + HO2 reaction. The nominal rate constants used for

each of these reactions are based on theoretical calculations [113, 137] (Harding and Klippenstein,

Unpublished) and associated active kinetic parameters were assigned to represent their uncertain-

ties as discussed further below. The overall kinetic model used for data analysis included the

reactions listed in Table 2 along with other “secondary” reactions that are (or may be) involved in

interpretations of the raw experimental data. The nominal rate constants and uncertainty factors for

these secondary reactions were taken from the published and previously optimized Foundational

Fuel Chemistry Model (FFCM) [84] for all other H2/C1-C2 oxidation kinetics, the JPL evaluation

[138] for a selected list of chlorine reactions for modeling radical precursor chemistry (cf. Support-

ing Information), and a H2 oxidation model from Konnov [139] for all other electronically excited

species kinetics (cf. Supporting Information). The pre-exponential factors in the rate constant

expressions for each of these secondary reactions were assigned as active parameters. However,

the results shown below are virtually identical when the analysis is performed with or without

realistic uncertainties (as reported in Refs. [84, 139, 138])—indicating that uncertainties in all
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Table 1: List of parameters used in the optimization.𝑎

Reaction Kinetic Parameters

R1 HO2 + HO2 = H2O2 + O2 𝜎1
𝑍(1), 𝑛Δ𝐸𝑑(1), 𝐴1

Δ𝐸𝑑(1), 𝜖
1
Δ𝐸𝑑(1), a

1
𝑚𝑟(1), [

1
𝑚𝑟(1)

a1
B1(1), EB1(1), EP1(1), 𝐸W1a(1), 𝜌1

corr W1b(1), 𝜌
1
corr W1a(1), a

1
W1a(1), 𝑓

1
VRC-TST,c B1(1)

𝐸W1b(1), a1
imag B2(1), a

1
P1(1), 𝑓

1
VRC-TST,c P1(1), a

1
P2(1), a

1
B8(1), 𝜌

1
corr B8(1)

𝐸P2(1), a1
W1b(1), 𝐸B8(1), 𝐸B2(1), 𝐸P1(1)

R2a HO2 + HO2 = O2 + 2OH 𝜎1
𝑍(2), 𝑛Δ𝐸𝑑(2), 𝐴1

Δ𝐸𝑑(2), 𝜖
1
Δ𝐸𝑑(2)

R2b HO2 + HO2 = HOOOOH 𝐸B4(2), a1
W2b(2), a

1
B71(2)

, a1
B9(2), 𝑓

1
VRC-TST,c B5(2), a

1
B4(2)

R2c HO2 + HO2 = H2O + O3 𝑓 1
VRC-TST,c B7(2), a

1
W2a(2), 𝐸W2b(2), a1

imag B3(2), 𝑓
1
VRC-TST,c P1(2)

R2d HO2 + HO2 = H2O2 + O2(X) EB3(2), 𝐸B7(2), 𝐸P4(2), a1
P3(2), 𝜌

1
corr B9(2)

R2e H2O2 + O2(X) = HOOOOH a1
B3(2), EB6(2), a1

B6(2), a
1
P5(2), 𝐸W3(2),

R2f H2O2 + O2(X) = H2O + O3 𝐸P3(2), a1
P1(2), 𝜌

1
corr W2a(2), 𝜌

1
corr P5(2), a

1
P4(2), a

1
W3(2)

R2g H2O2 + O2(X) = O2 + 2OH 𝐸P5(2), 𝐸B5(2), 𝜌1
corr W2b(2), a

1
imag B6(2), 𝐸W2a(2),

R2h H2O +O3 = HOOOOH 𝐸P1(2), [1
B71(2), [

1
B72(2), [

1
𝑊31p2q

, [1
𝑊32p2q

, [1
W33(2), [

1
P5(2)

R2i H2O + O3 = O2 + 2OH 𝐸B71(2), 𝑓 1
VRC-TST,c B72(2), a

1
B72(2)

R2j O2 + 2OH = HOOOOH 𝑓 1
VRC-TST,c B4(2), 𝐸B9(2), 𝐸P1(2), 𝐸W2a(2) , a1

B5(2)

R3 H2O2 + OH = H2O + HO2 𝐸B1(3), a1
B1(3), [

1
B1(3), a

1
imag B1(3)

R4 OH + OH = H2O + O 𝐸B1(4), 𝐸B2(4), a1
B11(4), a

1
B12(4)

R5a OH + HO2 = H2O + O2 𝑓 1
VRC-TST,c B1(5), 𝐸B2(5), a1

B2(5), [
1
B2(5), a

1
imag B2(5), 𝐸B3(5)

R5b OH + HO2 = H2O + O2(X) a1
B3(5), [

1
B3(5), a

1
imag B3(5), a

1
W1(5)

R6 H2O2 (+M) = OH + OH (+M) 𝐴1
(6), 𝑛(6), 𝐸𝑎(6)

Macroscopic Observables Physical Model Parameters

E1-E3 Shock-heated H2O2/H2O/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 1...3
E4 Shock-heated H2O/O2/H/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 4
E5-E10 Shock-heated H2O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝜎1
1,H2O2

, 𝜎1
2,H2O2

, 𝜎1
1,HO2

, 𝜎1
2,HO2

𝑒 “ 5...10
E11-E25 Shock-heated H2O2/H2O/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

,

�̂�1
1,H2O2

, �̂�1
2,H2O2

, �̂�1
1,HO2

, �̂�1
2,HO2

𝑒 “ 11...25
E26-E35 Flash-photolyzed Cl/Cl2/CH3OH/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
Cl,𝑜,𝑒, 𝑀

1
Cl2,𝑜,𝑒, 𝑀

1
CH3OH,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

,

�̂�1
1,H2O2

, �̂�1
2,H2O2

, �̂�1
1,HO2

, �̂�1
2,HO2

𝑒 “ 26...35
𝑎Note that 1 indicates ln() of that quantity.

other secondary reactions (and the fact that FFCM has been previously optimized) appear to have

a negligible impact on the present interpretations and conclusions.

The theoretical kinetics calculations of Klippenstein et al. [113] and Harding and Klippenstein

(Unpublished) were used for the active kinetic treatment of the HO2 + HO2 reactions (R1 and R2)

and other H2O2 decomposition system reactions (R3-R5), respectively. Active parameters were

assigned for each of the following: energies of each stationary point (𝐸), scaling factors for all har-

monic frequencies of each stationary point (a), scaling factors for each hindered rotor potential ([),
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scaling factors for the imaginary frequency used in the Eckart tunneling correction for each tight

transition state (aimag), state density correction factors to account for any significant uncertainties

in the treatment of anharmonicity of some stationary points (𝜌corr), VRC-TST correction factors

to account for uncertainties in the treatment of barrierless transition states ( 𝑓VRC-TST), and scaling

factors for the parameters describing a temperature-dependent average energy per down collision,

Δ𝐸𝑑 “ 𝐴𝑇𝑛, in the exponential-down model (𝐴Δ𝐸𝑑
and 𝑛Δ𝐸𝑑

) and the cross section of the well in

the Lennard-Jones collision model (𝜎𝑍 ) to account for uncertainties in the treatment of collisional

energy transfer. For B2 in R1, for which the torsional dependence of the harmonic frequencies

was considered, the same harmonic frequency scaling factor was applied to all frequencies at all

torsional angles. For R6, whose rate constant was sufficiently constrained by macroscopic observ-

ables over the relevant temperature ranges, Arrhenius parameters were simply treated as active

parameters (similar to our earlier work [69, 72]).

Theoretical calculations of HO2 + HO2 reactions (R1 and R2) indicate that the weakly bound

complexes (W1a, W1b, W2a, W2b) decompose and/or isomerize sufficiently quickly (faster than

106 s´1) that they are quasi-steady-state species on experimentally relevant timescales at all exper-

imental conditions considered and, in fact, do not exist as chemical species under many conditions

[81] [140, 141]. By contrast, the chemically bound HOOOOH complex decomposes on distinct,

experimentally relevant timescales under some conditions such that it is important to consider

HOOOOH among the resolved chemical species [142]. At other conditions, however, HOOOOH

reacts on timescales comparable to internal energy relaxation such that it is not a well-defined

chemical species. In light of the above discussion, HOOOOH is the only complex considered

among the chemical species in the present phenomenological description of R1 and R2, where rate

constants are obtained across all temperatures and pressures (including those where HOOOOH

reacts on internal energy relaxation timescales) using the Well Extension method in MESS [81].

Physical model parameters from experiments included as macroscopic observable targets were

also among the active model parameters. These parameters included initial temperatures, 𝑇𝑒, ini-

tial pressures, 𝑃𝑒, initial species mole fractions, 𝑀𝑖,𝑜,𝑒, and coefficients for temperature-dependent

78



cross sections of H2O2 and HO2 at 215 nm (𝜎1,HO2 , 𝜎2,HO2 , 𝜎1,H2O2 , 𝜎1,H2O2) and 227 nm (�̂�1,HO2 , �̂�2,HO2 ,

�̂�1,H2O2 , �̂�2,H2O2).

Rate constants and brute-force sensitivity coefficients were calculated using an automated

wrapper [86] for Variflex [82] (for R3-R5) and MESS [81] (for R1-R2). Macroscopic observ-

ables and sensitivity coefficients were calculated using homogeneous, isochoric or isobaric models

in Cantera [83].

Table 2: List of targets used in the optimization.𝑎,𝑏

I. Ab initio calculations Source

𝜎1
𝑍(1)(1.1), 𝑛Δ𝐸𝑑(1)(0.2), 𝐴1

Δ𝐸𝑑(1)(1.1), 𝜖 1
Δ𝐸𝑑(1)(1x10´10) Klippenstein [113],

𝜎1
𝑍(2)(1.1), 𝑛Δ𝐸𝑑(2)(0.2), 𝐴1

Δ𝐸𝑑(2)(1.1), 𝜖 1
Δ𝐸𝑑(2)(1x10´10), (See Fig. 2 for remainder of parameter uncertainties for R1 and R2.) (Harding and

𝐸B1(3)(3.0 kcal/mol), a1
B1(3)(0.1), [1

B1(3)(0.1), a1
imag B1(3)(0.18) Klippenstein

𝐸B1(4)(1.4 kcal/mol), 𝐸B2(4)(1.4 kcal/mol), a1
B1(4)(0.1), a1

imag B1,B2(4)(0.18) Unpublished)
𝑓 1
VRC-TST,c B1(5)(0.7), 𝐸B2(5)(2 kcal/mol), a1

B2(5)(0.1), [1
B2(5)(0.41), a1

imag B2(5)(0.18), EB3(5)(2 kcal/mol)
a1

B3(5)(0.1), [1
B3(5)(0.41), a1

imag B3(5)(0.18), a1
W1(5)(0.01)

II. Rate constant measurements

𝑘 1
3, 𝑘 1

4, 𝑘 1
5𝑎+𝑘 1

5𝑏 (see text) [69, 100]

III. Global exp. IV. Exp. conditions

𝑀 1
OH,𝑒

p𝑡q(0.05), 𝑇 1
𝑒(0.01), 𝑃1

𝑒(0.02),
𝑀 1

H2O,𝑒
p𝑡q(0.05) 𝑀 1

H2O2,𝑜,𝑒
(0.05), 𝑀 1

H2O,𝑜,𝑒
(0.05),

𝑀 1
O2,𝑜,𝑒

(0.05) 𝑒 “ 1...2 [102]

𝑀 1
H2O,𝑒

p𝑡q(0.05) 𝑇 1
𝑒(0.01), 𝑃1

𝑒(0.02),
𝑀 1

H2O,𝑜,𝑒
(0.1), 𝑀 1

O2,𝑜,𝑒
(0.01)

𝑀 1
H2O2,𝑜,𝑒

(0.01), 𝑒 “ 3 [103]

𝑀 1
OH,𝑒

p𝑡q(0.05) 𝑇 1
𝑒(0.01),𝑃1

𝑒(0.02),
𝑀 1

H2O,𝑜,𝑒
(0.1), 𝑀 1

O2,𝑜,𝑒
(0.01),

𝑀 1
H,𝑜,𝑒

(2.3) 𝑒 “ 4 [104]

abs1
𝑒p𝑡q(0.1) 𝑇 1

𝑒(0.02), 𝑃1
𝑒(0.04),

𝑀 1
H2O2,𝑜,𝑒

(0.1),
𝜎1

1,H2O2
(0.7), 𝜎1

2,H2O2
(0.3),

𝜎1
1,HO2

(0.7), 𝜎1
2,HO2

(0.3) 𝑒 “ 5...10 [105]

abs1
𝑒p𝑡q(0.1), 𝑇 1

𝑒(0.02), 𝑃1
𝑒(0.04),

𝑀 1
H2O,𝑒

p𝑡q(0.05), 𝑀 1
H2O2,𝑜,𝑒

(0.05), 𝑀 1
H2O,𝑜,𝑒

(0.2), 𝑀 1
O2,𝑜,𝑒

(0.2),
𝑀 1

OH,𝑒
p𝑡q(0.05), �̂�1

1,H2O2
(0.7), �̂�1

2,H2O2
(0.7),

�̂�1
1,HO2

(0.7), �̂�1
2,HO2

(0.7) 𝑒 “ 11...25 [106]

abs1
𝑒p𝑡qp0.1q 𝑇 1

𝑒(0.02), 𝑃1
𝑒(0.04),

𝑀 1
Cl,𝑜,𝑒(0.1), 𝑀 1

Cl2,𝑜,𝑒(0.05), 𝑀 1
CH3OH,𝑜,𝑒

(0.05), 𝑀 1
O2,𝑜,𝑒

(0.05),
�̂�1

1,H2O2
(0.7), �̂�1

2,H2O2
(0.7),

�̂�1
1,HO2

(0.7), �̂�1
2,HO2

(0.7) 𝑒 “ 26...35 [107]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.
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ρ'corr=0.69

HO2+HO2

3[HO2...HO2]

3[HO2...HO2]

H2O2...O2 H2O2+3O2

(0.00)

(-4.22)

(-3.46)

(-9.60)

(-1.50)

(-38.60)
(-38.10)

E=0.2 kcal/mol
ν'=0.045

f'VRC-TST,c=0.69

ρ'corr=1.60

ν'=0.135

ν'imag=0.18

HO2+HO2

1[HO2...HO2]

(-3.80)
(-3.38)

(-8.50)

1[HO2...HO2]

(5.02)

(-2.25)

(-15.50)

H2O2+1O2
ν'=0.075

(-15.50)

HOOOOH

(5.10)

(-29.90)

O3+H2O

HO3+OH

(7.80)

HO3...OH
(4.10)

(5.60)

E=1.0 kcal/mol

(0.00)

η'=0.07

(W1a)

(W1b)

(B2)

(P1)

(P2)

(B1)

(B8)

(P1)

(W2a)
(B9)

(W2b)

(B5)

(B3)

(W3)

(B7)

(B6)

(P5)

(P4)

(B4)

E=0.4 kcal/mol

E=2.0 kcal/mol (P3)

(a)

(b)

Figure 2: Potential energy surface for the (a) triplet and (b) singlet surfaces of HO2 + HO2. The
colored lines refer to the uncertainty assigned to a specific barrier or well for a parameter as indi-
cated in the legend.

Target class (I): ab initio calculations

Molecular properties from ab initio calculations were used as targets for the molecular param-

eters for R1-R2 [113] and R3-R6 (Harding and Klippenstein, Unpublished) [69]. Uncertainties for
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each active parameter were chosen on the basis of the level of treatment used in each aspect of the

theoretical calculations, as described in further detail below.

For R1-R2, as recommended in Klippenstein et al. [113], the energies of stationary points

(𝐸) calculated using the ANL0 method [129] were assigned uncertainties of 0.2 kcal/mol if the

CCSDT(Q) corrections were less than „1 kcal/mol and CBS extrapolations were less than „0.5

kcal/mol (P1, W1a, B8, W1b, P2, 3O2 + OH + OH), 0.4 kcal/mol if the CCSDT(Q) corrections

or CBS extrapolations were close to those thresholds (B2, W4), and 2 kcal/mol if CCSDT(Q)

corrections were much higher (B3, B6, P4). Energies calculated using CASPT calculations were

assigned typical uncertainties of 1 kcal/mol [80] (though comparisons against Davidson-corrected

MRCI calculations suggest that somewhat lower uncertainties may be possible for the calcula-

tions [113]). For P3 and P4, whose energies were obtained via experimental measurements of

the 1O2/3O2 splitting and HO3 dissociation energy combined with ANL0 calculations of H2O2 +

3O2 and 3O2 + OH + OH, uncertainties in the energies were simply taken to representative of the

uncertainties in the accompanying ANL0 calculations (0.2 and 0.4 kcal/mol, respectively).

For all stationary points calculated using the ANL0 method, the uncertainties in harmonic fre-

quency scaling factors (a) of „5% and hindered rotor potential scaling factors ([) of „8% were

chosen to each yield propagated uncertainties of „20% in k1 at high temperatures (on the basis of

limited explorations of rovibrational treatment effects in Klippenstein et al. [113]). For all station-

ary points calculated using multi-reference calculations, larger uncertainties in harmonic frequency

scaling factors (a) of „8% were used. Higher harmonic frequency (a) uncertainties of „15% and

state density correction factors (𝜌𝑐𝑜𝑟𝑟) with uncertainties of a factor of 5 were used for each of the

four weakly bond complexes (W1a, W1b, W2a, W2b), which are expected to have significant an-

harmonic effects but were treated with rigid-rotor harmonic oscillator approximations. For context,

these uncertainties encompass the empirical adjustments of the state densities of a factor of 2 to 2.5

used in the theoretical calculations [113]. Consistent with our earlier work [69], uncertainties in

the VRC-TST correction factors ( 𝑓VRC-TST) of a factor of 2 are used for all transition states treated

with VRC-TST and uncertainties in the imaginary frequencies (aimag) of 25% are used for all tight
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transition states.

For R3-R6, barrier height (𝐸) uncertainties were chosen on the basis of the quoted errors for the

various method/basis set combinations from a recent assessment [80]; uncertainties in the harmonic

frequencies (a) were chosen to yield similar total propagated harmonic frequency uncertainties as

our earlier work [69] (which had multiple active parameters for harmonic frequency uncertainties);

and the uncertainties in the hindered rotor potentials ([), imaginary frequencies (aimag), and VRC-

TST correction factors ( 𝑓VRC-TST) were taken to be the same as our earlier work [69].

Target class (II): Rate constant determinations

While the most accurate way to capture the information content of kinetic experiments is to

include the raw data as macroscopic observables, it is often convenient to include the derived data

from some kinetic experiments as rate constant determinations instead (e.g. if the raw data are not

available, the experimental determinations are reasonably direct, or the reactions are of lesser direct

interest). Here, select rate constant determination data for 𝑘3, 𝑘4, and 𝑘5𝑎 + 𝑘5𝑏 (listed in Table

2) were used as targets. However, these data were assigned conservative uncertainties of a factor

of two or the experimental scatter, if larger, based on the fact that rate constant determination

uncertainties are often thought to be larger than common estimations and/or contain systematic

errors [69, 71, 44].

Target classes (III) and (IV): Macroscopic observables and experimental conditions

The raw data for the macroscopic observables from the experiments listed in Table 2 were

included as targets using reported uncertainties, if available, or typical values, otherwise [103,

102, 104, 105, 106, 107]. Macroscopic observables included as targets consisted of time-resolved

H2O mole fractions, OH mole fractions, and absorbance at 215 and 227 nm in shock-heated and

flash-photolyzed mixtures. The reported values of the experimental conditions were imposed as

targets for the physical model parameters using the reported uncertainties, if available, or typical

values, otherwise [103, 102, 104, 106, 105, 107].
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Among the low-temperature determinations of 𝑘1, the experimental data of Kircher et al. [107]

are of particular interest – given that the data span both temperature and pressure and often form

the basis for atmospheric chemistry evaluations [138, 136]. In light of the questions raised in

the Introduction, it is worth assessing what the main products of HO2 + HO2 are at atmospheric

conditions and whether the timescales and fate of stabilized complexes have any bearing on the

derived rate constants (in addition to any other secondary reactions). However, the raw data used

for the experimental determinations of 𝑘1 are not reported in the original paper. Therefore, to

assess the potential influence of interpretation uncertainties (e.g. as related to the new reaction

channels, R2), the present analysis makes use of a procedure to (approximately) regenerate the

raw data from experimental rate constant determinations from the information reported. Overall,

the procedure is similar in spirit to that of Najm and co-workers [143] and, in fact, our own limited

testing suggests that this procedure yields posterior probability distribution functions that can be

remarkably similar to their full Bayesian inference method [143].

For reference, in the experiments of Kircher et al. [107], Cl2 was photolyzed in the presence

of CH3OH, O2, and an Ar or N2 bath to yield a sequence of reactions (Cl2 = Cl + Cl, Cl + CH3OH

= HCl + CH2OH, CH2OH + O2 = CH2O + HO2) that ultimately forms approximately one HO2

per Cl. Absorbance at 227 nm, which provide a combined measure of HO2 and H2O2, was then

monitored as a function of time [107]. Using previously reported absorbance cross sections for

HO2 and H2O2, the rate constant for HO2 + HO2 was then fit to the data after the short period during

which HO2 is formed (under the assumption that HO2 + HO2 is the only reaction contributing to

absorbance time profile) [107].

The specific concentrations of Cl2, CH3OH, O2, and Cl for each experiment were not reported,

but typical concentration ranges of Cl2 (1.5 to 15 x 1015 molec cm´3), CH3OH (1.0 to 5.0 x

1015 molec cm´3), and O2 (1.4 to 4.0 x 1017 molec cm´3) and the photolysis laser pulse energy

(500-1000 J/flash) were reported and can be used to estimate the typical initial concentrations. In

our regenerated raw data, we assume [Cl2], [CH3OH], and [O2] to take values at the midpoint

of each range. We then estimate the initial Cl concentration, [Cl]0, to be equal to [HO2]𝑔,𝐿 x
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[Cl2]0/[Cl2]0,𝐿 x 𝐸𝑝/𝐸𝑝,𝐿 , where [Cl2]0 and 𝐸𝑝 are the initial Cl2 concentration and laser pulse en-

ergy used in Kircher et al. [107] and [HO2]𝑔,𝐿 , [Cl2]0,𝐿 , 𝐸𝑝,𝐿 are the reported HO2 concentration

generated, initial Cl2 concentration, and laser pulse energy used in another study by Lightfoot et

al.[117] using the same experimental approach. Similarly, while the raw absorbance time profiles

were not reported, the derived rate constants at each temperature and pressure were reported [107]

such that the absorbance time profiles that result in a given 𝑘1 value can be approximated. Using

this estimated initial [Cl] and the same cross sections and assumptions as in Ref. [107], the original

interpretation procedure [107] used in deriving 𝑘1 is then reversed to recreate the absorbance time

profiles that would have resulted in the reported 𝑘1 being derived. Examples of these absorbance

time profiles can be found in Fig. 15. Of course, since the actual raw data and complete experi-

mental information are not available, the data generated in this manner are inherently approximate.

Nevertheless, these data are still useful for assessing any potential systematic biases in experi-

mental interpretations [143], including those related to the lifetimes of chemically bound reaction

intermediates (HOOOOH) and/or other secondary reactions.

5.3 Results and discussion: HO2 + HO2

Overall, the values of and predictions using the optimized set of molecular parameters, rate

parameters, and physical model parameters informed by the target data listed in Table 2 are con-

sistent with the target data from ab initio calculations, rate constant determinations, measured

macroscopic observables, and reported experimental conditions (as well as data from other ex-

periments not included among the target data). In particular, as shown below, the MSI model is

consistent with the theoretical calculations of Klippenstein et al. [113], four different macroscopic

observables during H2O2 decomposition from Kappel et al. [105], Hong et al. [106], and Alquaity

et al. [144] at high temperatures, and macroscopic observables following photolytic generation

of HO2 at low temperatures from Kircher et al. [107]—across the full temperature and pressure

ranges of each of those studies.
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5.3.1 High temperatures
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Figure 3: High-temperature rate constants at 1 atm for (a) HO2 + HO2 = H2O2 + O2 (R1), HO2 +
HO2 = O2 + 2OH (R2a), (c) HO2 + HO2 = HOOOOH (R2b), (d) HO2 + HO2 = products (R1 +
R2a-d). Symbols represent experimental determinations [118, 117, 106, 105] as indicated in the
legend. Solid symbols specifically designate the experimental determinations of Hong et al. [106]
and Kappel et al. [105] that correspond to raw experimental data in Figs. 4 and 5 (where the MSI
model reproduces the raw data). Solid and dashed lines represent the values and uncertainties, re-
spectively, for the a priori and MSI models. (Note: given that R2 was not considered in the original
experimental interpretations, the total rate constants 𝑘1 + 𝑘2a-d for the experimental determinations
simply correspond to the reported 𝑘1 values).

As shown in Fig. 3, the high-temperature rate constants (and uncertainties) for HO2 + HO2 in

the MSI model are nearly identical to those in the a priori model, which are simply theoretically

calculated rate constants from Klippenstein [113]. Furthermore, in addition to being completely

consistent with the theoretical calculations [113], the MSI model is also consistent with macro-

scopic observables from the high-temperature 𝑘1 determinations [105, 106] (Figs. 4 and 5) across
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(a)

(b)

(c)

Figure 4: Time profiles of absorbance at 215 nm in shock-heated H2O2/Ar mixtures near (a) 968 K
and 3.6 atm, (b) 1079 K and 3.3 atm, and (c) 1218 K and 3.0 atm. Symbols represent experimental
data from Kappel et al. [105]; lines represent model predictions using the a priori model, MSI
model, and the original model of Kappel et al. [105] derived from the experimental data shown.

the entire temperature ranges of each of those studies—thus implying that the theoretical and ex-

perimental data are actually entirely consistent, at least when considering the raw data from the

experimental studies.

For example, Fig. 4 compares the experimental measurements [105] and model predictions

using the a priori model, MSI model, and the original model derived from the measurements [105]

for time profiles of absorbance at 215 nm at the lowest, middle and highest temperatures of Kappel

et al. [105]. While the a priori model predicts lower absorbance than observed experimentally, the

MSI model predictions for all three profiles are consistent with experimental data within uncer-

tainties. Similarly, Fig. 5 compares the experimental measurements [106] and model predictions

using the a priori model, MSI model, and the original model derived from the measurements [106]

for time profiles of H2O, OH, and absorbance at 227 nm at the highest and lowest temperatures

of Hong et al. [106]. While the a priori model predicts higher OH and lower absorbance than

observed experimentally, the MSI model predictions for all three profiles are consistent with ex-
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5: Time profiles of H2O, OH, and absorbance at 227 nm in shock-heated H2O2/H2O/O2/Ar
mixtures near (a-c) 1073 K and 1.786 atm and (d-f) 1283 K and 1.635 atm. Symbols represent
experimental data from Hong et al. [106]; lines represent model predictions using the a priori
model, MSI model, and the original model of Hong et al. [106] derived from the experimental data
shown.

perimental data within uncertainties. In both cases (Figs. 4 and 5), the MSI interpretations show at

least equally good agreement with the measured time profiles as the original interpretations.

In fact, the same trend is observed across the entire multi-species measurement dataset [106].

In particular, as shown in Fig. 7, the mean and variance of the deviations between measured

and predicted profiles are similar when using the MSI model or the original model derived from

the data [106]—indicating that each appear to be an equally valid interpretation of the measured

time profiles. However, as indicated above, the MSI model interpretation employs values for 𝑘1

and 𝑘2 that are nearly identical to the theoretical kinetics calculations [113] and is, therefore,

completely consistent with both the theoretical calculations [113] and the raw experimental data

[105, 106]—thereby resolving the apparent discrepancies among theoretically calculated [113]

and experimentally derived [105, 106] 𝑘1 at high temperatures.

Consequently, a series of additional analyses using this MSI model was performed to identify
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Figure 6: Time profiles of H2O, OH, and absorbance at 227 nm in shock-heated H2O2/H2O/O2/Ar
mixtures near (a-c) 1073 K and 1.786 atm and (d-f) 1283 K and 1.635 atm. Symbols represent
experimental data from Hong et al. [106]; lines represent model predictions varied treatment of
R2.

an explanation for the apparent inconsistency between theory and experiment—through explo-

ration of the questions outlined in the Introduction.

The first possibility explored is that the discrepancy between theoretically calculated and ex-

perimentally derived rate constants at high temperatures could be attributed to the new reaction

channel (R2), which was identified in the recent theoretical kinetics calculations [113] but not con-

sidered in the original experimental interpretations conducted prior. To this end, Fig. 6 compares

model predictions using the MSI model and two alternative versions of the MSI model, one in

which R2 is completely excluded and another in which the optimized rate constant values for 𝑘1

and 𝑘2a are summed and exclusively attributed to 𝑘1 (which is equivalent to assuming R2a were

to instead produce the same products as R1). Note that, in the results shown, neither of the two

modified MSI models were re-optimized against the data. These modifications yielded modest

differences in the predicted profiles, but both of these modified models still yield predictions that
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Figure 7: Histograms for the deviation of model predictions using the MSI model and the model
of Hong et al.[106] from the measured time profiles for (a) OH, (b) H2O, and (c) absorbance at
227 nm used that were originally used to derive the experimentally determined rate constants in
the model of Hong et al. [106].

are consistent within the experimental data within uncertainties. Furthermore, these modest dif-

ferences are even smaller at the higher temperature than at the lower temperature—such that the

role of R2 is actually less pronounced at the highest temperatures where the discrepancies be-

tween theoretical and experimental determinations are largest. At the highest temperatures, the

observed lack of sensitivity to the products of HO2 + HO2 can be attributed to the rapid timescale

for H2O2 decomposition such that the difference between the R1 and R2a is effectively negated

immediately, such that only the total rate constant 𝑘1 + 𝑘2a has any noticeable influence. As in-

dicated by the bottom panel of Fig. 3, the total rate constant 𝑘1 + 𝑘2a-d in the MSI model still

differs from the experimentally derived 𝑘1. In fact, a separate analysis where the MSI model was

re-optimized with R2 artificially excluded yields similar agreement with the measured observables
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and reaches nearly identical values for 𝑘1 (within 1%). Altogether, while the additional reaction

channel has some modest influence on experimental interpretations, it does not appear to explain

the discrepancy between theoretically calculated and experimentally derived rate constants at high

temperatures.

(a)

(b)

(c)

Figure 8: Uncertainty-weighted sensitivity analysis for the rate constants of R1, R2a, and R2b at 1
atm.

The second possibility explored is that the discrepancy can be attributed to remaining uncer-

tainties in even state-of-the art theory. To this end, it is worth noting that the experimental deter-

minations of 𝑘1 at the highest temperatures [105, 106] lie outside the propagated uncertainties in

the theoretical calculations [113] for 𝑘1 and 𝑘1 + 𝑘2a-d (i.e. the a priori model in Fig. 3)—such

that the discrepancies do not appear to stem from (known) uncertainties in the theory. As shown

in Fig. 8, while the uncertainties in the calculated 𝑘1 due to uncertainties in the stationary point

energies (𝐸P1(1), 𝐸B1(1)) and properties of the intermediate complexes (𝜌𝑐𝑜𝑟𝑟𝑊1𝑎p1q, 𝐴Δ𝐸𝑑p1q, 𝜎𝑍 )

can be quite large at low temperatures, these uncertainties decrease with increasing temperatures

as the effect of energies in the Boltzmann factor decreases and as the most precisely characterized

transition state in the theoretical calculations [113] (B2) becomes the dominant reaction bottleneck.

In addition to the parametric uncertainties considered in the MSI model and presented in Fig. 8,

we also briefly explored the influence of potential rapid intersystem crossings between the singlet
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and triplet surfaces via the weakly bound intermediate complexes—which would comprise a po-

tential structural uncertainty [71, 70] in the theoretical model. However, limited explorations with

a combined master equation for the combined singlet and triplet systems that assume infinitely fast

intersystem crossing rates among W1a, W1b, W2a, and W2b indicate only minor differences in

the calculated rate constants and their temperature dependence. Altogether, these results indicate

the discrepancies among theoretical and experimental determinations of 𝑘1 do not appear to be the

result of (known) uncertainties in the theoretical calculations and, in fact, resolution of the discrep-

ancies can be achieved using rate constants nearly identical to the theoretical kinetics calculations

[113], cf. Fig. 3.
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Figure 9: Conventional kinetic sensitivity analysis for predictions of the OH, H2O, and absorbance
time profiles shown in Fig. 5 using the MSI model.

The third remaining possibility to be explored is that even state-of-the-art multi-species mea-

surements that completely describe the evolution of the key species do not preclude the possibility

of multiple interpretations of H2O2 decomposition data, which have proven to be notoriously dif-

ficult to interpret historically. Conventional rate constant sensitivity analysis at the lowest and
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Figure 10: Conventional kinetic sensitivity analysis for predictions of the OH, H2O, and ab-
sorbance time profiles shown in Fig. 5 using the model of Hong et al. [106].

highest temperatures of Hong et al. [106] for the MSI model (Fig. 9) and the model of Hong et

al. [106] (Fig. 10) provide some initial glimpse into this idea. (Similarly, based on the fact that

other experimental determinations [105] of 𝑘1 also hinge on the absorbance time profiles, the same

ideas also apply to those as well.) Overall, Figs. 9 and 10 indicate R1, R3, R4, R5, and R6 are the

five reactions with the strongest influence on the experimental observables—supporting the notion

that measurements of these observables during H2O2 decomposition provide information about

their rate constants, as has been leveraged in many previous studies [128, 105, 103, 102, 106].

Of course, as recognized previously, the observables are generally influenced by rate constants for

multiple reactions—such that the information about the rate constants of multiple reactions are

often coupled [128, 105, 102, 106].

The sensitivity analysis results also reveal two further important subtleties in the interpretation

of the experimental observables. First, the sensitivity coefficients obtained using the MSI model

(Fig. 9) and the model of Hong et al. [106] (Fig. 10) are different (i.e. the sensitivity coeffi-

cients are nonlinear). Consequently, conclusions about the relative importance of each reaction
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for each observable for one model may not hold for other values of rate constants in the model.

For example, the relative importance of R1 in predictions using the MSI model is considerably

less than in predictions using the model of Hong et al. [106]. Second, the sensitivity coefficients,

and their relative rankings, are strongly temperature dependent. Consequently, conclusions about

the relative importance of each reaction for each observable at one temperature may not hold for

other temperatures. For example, the relative importance of R1 in predictions of both models is

considerably smaller at higher temperatures, where the largest discrepancies between theoretical

calculations and experimental determinations of 𝑘1 are observed. This reduced sensitivity at higher

temperatures serves to explain the fact that the MSI model and the model of Hong et al. [106] can

both reproduce the measured time profiles equally well despite differences in their 𝑘1 values that

exceed experimental uncertainty estimates [106] based on analyses at lower temperatures (and with

other choices of rate constants).

xj
j

k

xj
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Figure 11: Uncertainty-weighted sensitivity analysis for absorbance time profiles of Kappel et al.
[105] shown in Fig. 4.

In fact, once the constraints from ab initio theory are imposed, uncertainty-weighted sensitiv-

ity analysis (Figs. 11 and 12) indicates that the measured time profiles provide minimal additional

information about 𝑘1 beyond the theoretical calculations but, importantly, do provide very tight

constraints on several other reactions within the H2O2 system. For context, while traditional sensi-

tivity coefficients, B 𝑓𝑖
B𝑥 𝑗

, can reveal the model parameters whose values have the strongest influence
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Figure 12: Uncertainty-weighted sensitivity analysis for OH, H2O, and absorbance time profiles
of Hong et al. [106] shown in Fig. 5.

on model predictions, uncertainty-weighted sensitivity coefficients, B 𝑓𝑖
B𝑥 𝑗
𝜎𝑗 , can reveal the model

parameters whose prior uncertainties, 𝜎𝑗 , contribute the most to the uncertainty in the model pre-

dictions. Likewise, the model parameters with the highest uncertainty-weighted sensitivity coeffi-

cients are among those most informed by data for that particular target, 𝑦t
𝑖
.

In particular, uncertainty-weighted sensitivity coefficients of the time profiles for absorbance

215 nm and H2O, OH, and absorbance at 227 nm are shown in Fig. 11 and 12 respectively. In-

spection of the most influential parameters in Figs. 11 and 12 reveals that theory-constrained

predictions of the macroscopic observables are predominately influenced by uncertainties in pa-

rameters related to 𝑘6, 𝑘3 (E𝐵1p3q, a3), 𝑘4 (E𝐵1p4q), 𝑘5 (E𝐵1p5q), and physical model parameters,

including the initial mole fractions (𝑀H2O2 and 𝑀H2O), initial temperature (𝑇), and absorbance

cross sections (e.g. 𝜎1,𝐻2𝑂2 , 𝜎1,𝐻𝑂2). Therefore, the measurements of these time profiles provide

important constraints on those parameters describing the rates of those other reactions (and the

physical model).
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In this regard, the MSI model yields better agreement with the experimental data than the a

priori model via adjustments to parameters describing R3-R6. Similarly, the fact that the MSI

model and the model of Hong et al. [106] can both achieve agreement with experimental data

with different 𝑘1 values can be explained in large part by the fact that the MSI model contains

different rate constants for other reactions. Notably, 𝑘6, which is the most influential rate constant

in Figs. 9 and 12, in the MSI model is „10-30% lower than that of Hong et al. (see Fig. S42)

and 𝑘3, which is generally the second most influential rate constant in Figs. 9 and 12, in the MSI

model is „10-25% lower than that of Hong et al. (see Fig. S42). Of note, while both the MSI

model and the model of Hong et al. [106] are consistent with the measured time profiles of Hong

et al. [106], the MSI model is also consistent with all other data for the H2O2 decomposition and

its constituent reactions, including ab initio theoretical calculations (Harding and Klippenstein,

Unpublished) [113] and other experimental data for the reactions in Table 2 across broad ranges of

thermodynamic conditions (cf. Supporting Information).
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Figure 13: Time profiles of H2O2 in shock-heated H2O2/Ar mixtures near (a) 1074 K and 1.6 atm
and (b) 1127 K and 1.5 atm. Symbols represent experimental data from Alquaity et al. [144]; lines
represent model predictions using the a priori model, MSI model, and model of Hong et al. [106].

As an independent test of the MSI model, predictions using the MSI model were compared to

the recent time profiles of H2O2 from Alquaity et al. (Fig. 13). While these measurements were

not included as optimization targets, simulations using the MSI model reproduce the H2O2 time
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profiles within uncertainties. Therefore, this performance is indicative of the predictive capability

of the overall MSI model and provides confidence that the parameter adjustments within the MSI

model are physically realistic.

5.3.2 Low temperatures

k
k
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(b)
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k
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Figure 14: Low-temperature rate constants for the HO2 + HO2 reaction across varied temperature
and pressure in Ar. Symbols represent the experimental determinations of Kircher et al. [107].
Lines represent the values in the a priori model (i.e. the nominal theoretical calculations [113]),
MSI model, rate evaluation of Atkinson et al. [136], and rate evaluation of JPL [138].

This MSI model is also consistent with and provides improvements over the a priori model for

the low-temperature data of Kircher et al. [107]. In particular, predictions using the a priori model

and MSI model are compared to the 𝑘1 determinations of Kircher et al. [107] in Fig. 14 and the re-

generated time profiles based on their 𝑘1 determinations (as discussed above in the Implementation

section) in Fig. 15. Overall, the a priori model yields lower rate constants than the experimentally

determined 𝑘1 and, correspondingly, predicts slower HO2 decay than the regenerated experimental
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Figure 15: Time profiles of absorbance at 227 nm in flash-photolyzed Cl/Cl2/CH3OH/O2/Ar mix-
tures near (a) 240 K and 0.10 atm, (b) 417 K and 0.18 atm, (c) 240 K and 0.73 atm, and (d) 417
K and 1.3 atm. Symbols represent (re)generated raw experimental data from Kircher et al. [107];
lines represent model predictions using the a priori model, the MSI model, and a model that in-
corporates the reported experimentally derived value of 𝑘1 at each condition [107] and secondary
reactions of the a priori model.
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time profiles (despite crude empirical adjustments in the properties of weakly bound complexes in

the original calculations [113] to improve agreement with low-temperature experiments.) On the

whole, the MSI model yields rate constants that are much closer to the experimentally determined

𝑘1 and regenerated experimental time profiles. In contrast to experimental measurements at higher

temperatures, sensitivity analysis of these time profiles at low temperatures revealed minimal in-

fluence from reactions other than HO2 + HO2.

However, as shown by model predictions employing alternative treatments of HOOOOH from

R2b in Fig. 15 and differences between 𝑘1 and 𝑘1 + 𝑘2a-d in Fig. 14, HOOOOH stabilization

appears to be of some modest relevance to the experimental interpretations. Noting that the dif-

ferences between 𝑘1 and 𝑘1 + 𝑘2a-d are essentially exclusively attributable to R2b, the differences

indicate that R2b is responsible for up to „8% of the total HO2 + HO2 reaction rate constant

at atmospheric pressure (while being negligible at the lowest experimental pressures). Corre-

spondingly, simulations where R2 is excluded from the MSI model yield a slower decay of the

absorbance. However, these differences are only noticeable at higher pressures and lower temper-

atures, based on the way HOOOOH evolves on experimental timescales. At higher pressures and

lower temperatures, HOOOOH decomposition is sufficiently slow (e.g. „3 s´1 at 240 K and 0.73

atm) that HOOOOH is stable and R2b is effectively irreversible on experimental timescales (tens

of milliseconds). By contrast, at higher pressures and higher temperatures, HOOOOH decomposes

rapidly (e.g. „4 x 105 s´1 at 417 K and 1.3 atm) relative to experimental timescales. Given that

HOOOOH decomposes primarily back to HO2 + HO2, R2b rapidly reaches partial equilibrium

and therefore does not contribute significantly to the decay rate of the absorbance signal at higher

temperatures. Consequently, the experimental rate constant determinations of Kircher et al. [107]

more closely correspond to the total rate constant 𝑘1 + 𝑘2a-d at lower temperatures and more closely

correspond to the triplet channel rate constant 𝑘1 at higher temperatures.

Of course, in addition to affecting the absorbance time profiles by contributing to HO2 disap-

pearance, HOOOOH formed via R2b may also affect the absorbance signal by absorbing at 227

nm along with HO2 and HOOH, but its absorption cross section is not known. Simulations that
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assume an HOOOOH absorption cross section equal to that of HOOH yield negligible differences

from those using the MSI model (which ignores HOOOOH absorption). However, simulations

that assume an HOOOOH absorption cross section equal to that of HO2 (which is ten times higher

than that for HOOH) yield noticeably slower decay of the absorbance signal, as shown in Fig. 15.

If this higher absorption cross section were assumed in the MSI model, the optimized 𝑘1 values

would be up to 12% higher than those of the present analysis—suggesting that uncertainties in the

HOOOOH cross section may also contribute somewhat to uncertainties in the experimental inter-

pretations. Given lack of actual raw data from the experiments and lack of information about the

HOOOOH absorption cross section, it is not possible to make any definitive conclusions, though it

is possible that complications related to HOOOOH formation (discussed in this paragraph and the

preceding paragraph) may contribute to the scatter of 25% among 𝑘1 determinations from various

experimental studies.
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Figure 16: Uncertainty-weighted sensitivity analysis for absorbance time profiles of Kircher et al.
[107]. shown in Fig. 15.

Overall, the MSI model predictions agree with the experimental determinations of 𝑘1 within

1-17%, which is considerably lower than the differences observed for recommended rate constant

expressions from atmospheric chemistry evaluations (and the a priori model). Likewise, in addi-
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tion to yielding predictions in better agreement with the experimental data than the a priori model

in Figs. 14 and 15, the MSI model has lower uncertainties than the a priori model—indicating that

the low-temperature experimental data [107] effectively constrains model parameters describing

R1 (and to a lesser extent R2). Uncertainty-weighted sensitivity analysis for the absorbance time

profiles shown in Fig. 16 illuminates the constraints imposed on model parameters. Namely,

prediction uncertainties are predominately influenced by uncertainties in parameters related to

𝑘1 (𝐸𝑃1p1q, 𝐸𝐵1p1q, a𝑖𝑚𝑎𝑔𝐵2p1q, 𝜌𝑐𝑜𝑟𝑟𝑊1𝑎p1q, 𝜎𝑧p1q, 𝐴Δ𝐸𝑑p1q) and physical model parameters (e.g.

𝑀𝐶𝑙,𝑜,𝑒, �̂�1,𝐻𝑂2 , and �̂�1,𝐻2𝑂2), with uncertainties in the properties of the weakly bound complexes

(𝜌𝑐𝑜𝑟𝑟𝑊1𝑎p1q) and collisional energy transfer (𝜎𝑧p1q, AΔ𝐸𝑑p1q) notably playing a larger role at higher

pressures where (partial) stabilization of the weakly bound complexes is important. In turn, slight

adjustments to these parameters (e.g. a few hundredths of a kcal/mol in stationary point energies, a

few per cent in imaginary frequencies, and „20% in state density correction factors to account for

anharmonicity in the weakly bound complexes and „20% in estimated collisional energy transfer

function parameters) are responsible for the improved agreement between the MSI predictions and

the experimental data at low temperatures.

5.3.3 Role of Theory in the Present Analysis

More broadly, a key theme that emerges from the present comparison of state-of-the-art theo-

retical calculations and experimental measurements is that evaluating consistency, and removing

apparent inconsistencies, requires consideration of the theoretical and experimental data simulta-

neously. To illustrate this, Fig. 17 compares the rate constants from the ab initio calculations and

the present MSI model with those from data analysis procedures which do not include theory. In

the two rate parameter optimization studies [60, 145] published before the theoretical calculations

of Klippenstein et al. [113] (which found more channels of importance), R1 was the only HO2

+ HO2 reaction channel considered and only rate constant determinations and macroscopic ob-

servables were considered among the targets. The derived rate constants from both studies exceed

the estimated error bounds in the theoretical calculations for both the main channel (R1) and total
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reaction (R1 + R2a-d) and one of them [60] exhibits a very strong temperature dependence that is

also inconsistent with the theory.

For the purposes of illustration, Fig. 17 also shows results from a rate parameter optimization

against the present set of rate constant determination and macroscopic observable targets (target

classes II-IV only) that notably also includes the main singlet channel (R1b). This optimization

was performed considering Arrhenius parameters for R1, R2a, R3, R4, R5a, and R6 where each

were treated with single Arrhenius expressions (given that limited testing of expressions with more

degrees of freedom unsurprisingly had convergences issues). Clearly, the results indicate that the

rate constant for R2a is very poorly constrained by the data—with the optimized rate constant

being drastically different from the theory. Similarly, even the resulting rate constants for the main

reaction (R1) and total reaction (R1 + R2a-d) also show a stronger temperature dependence than the

theoretical calculations, yet this optimization shows no noticeable improvements over the present

MSI model in reproducing the raw experimental data.

That is to say, when theoretical data are not included in the optimization, the optimized so-

lution is essentially not unique—with many possible interpretations yielding similar performance

against the experimental data. However, simultaneous consideration of theoretical and experi-

mental data within multiscale, physics-based frameworks for data analysis, as in the present MSI

model, enables interpretations of the experimental data in a manner constrained by theory—thereby

removing interpretation ambiguities based on the experimental data alone and ensuring that the ex-

perimental interpretations (and their extrapolations) are physically realistic.

5.4 Concluding Remarks: HO2 + HO2

Previous theoretical and experimental data for the reactions in the H2O2 decomposition mech-

anism (R1-R6) were analyzed using the MultiScale Informatics approach, which optimizes values

and quantifies uncertainties for a set of molecular parameters (within theoretical kinetics calcu-

lations), rate parameters, and physical model parameters (within simulations of macroscopic ob-

servables) based on data from various sources and scales. Special attention was paid to HO2 +
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Figure 17: Rate constants at 1 atm for (a) HO2 + HO2 = H2O2 + O2 (R1), HO2 + HO2 = O2 + 2OH
(R2a), (c) HO2 + HO2 = products (R1 + R2a-d). Symbols represent experimental determinations
[118, 117, 106, 105, 107, 116] as indicated in the legend. Solid symbols specifically designate the
experimental determinations of Hong et al. [106], Kappel et al. [105] and Kircher et al. [107] that
correspond to raw experimental data in Figs. 15, 4 and 5 (where the MSI model reproduces the raw
data). Solid and dashed lines represent the values and uncertainties, respectively, for the a priori
and MSI models. Additional lines represent data analysis procedures which do not include theory
[60, 145]. (Note: given that R2 was not considered in the original experimental interpretations,
the total rate constants 𝑘1 + 𝑘2a-d for the experimental determinations simply correspond to the
reported 𝑘1 values).

HO2 (R1 and R2). Overall, the MSI model constructed was found to be consistent with all ab

initio calculations and experimental data used as targets (as well as other experiments not used as

targets).

In particular, this MSI model reproduces the measured time profiles of Kappel et al. [105] and

Hong et al. [106] equally as well as the original interpretations [105, 106], which suggested a

sharp rise in the rate constant with increasing temperature. Interestingly, the high-temperature rate

constants (and uncertainties) for HO2 + HO2 in this same MSI model are nearly identical to those

from the theoretical calculations of Klippenstein et al. [113], which predicted a less pronounced

temperature dependence and commensurately lower rate constants at high temperatures. While

both the original and present interpretations of the data are consistent with the raw experimental
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data, only the present MSI interpretation is consistent with theoretical calculations for R1-R2 as

well as other theoretical and experimental data for R3-R6 and is, therefore, the most reliable.

Further analysis revealed that the difference between the original and present interpretations

stems from differences in the rate constants of other reactions (R3-R6) in the H2O2 decomposition

system. The fact that the MSI rate constants for R3-R6 are consistent with other theoretical and

experimental datasets used as targets as well as experimental data not used as targets supports the

notion that the MSI values are physically realistic.

Additional analysis using the MSI model was conducted to assess the influence of HOOOOH—

a reaction intermediate of HO2 + HO2 identified by recent theoretical calculations but not con-

sidered in earlier analysis—on typical signals from low-temperature experiments. Formation of

HOOOOH via R2b is found to comprise „8% of the total HO2 + HO2 rate constant at low temper-

atures at 1 atm. While HOOOOH is stable on experimental timescales at the lower experimental

temperatures („250 K), HOOOOH rapidly decomposes back to HO2 + HO2 at higher experimen-

tal temperatures („400 K). Consequently, experimental determinations of the HO2 + HO2 rate

constant would most closely correspond to 𝑘1 + 𝑘2a-d at low temperatures and to 𝑘1 at high tem-

peratures. The HOOOOH absorption cross section is not known, but if HOOOOH were to absorb

as strongly as HO2, HOOOOH absorption would alter experimentally derived 𝑘1 values by „12%.

Altogether, while the lack of actual raw data and lack of information about HOOOOH absorption

preclude definitive conclusions, the present analysis suggests effects of HOOOOH on experimen-

tal interpretations that are smaller than, but may contribute to, the „25% scatter among data from

different experimental studies.

A general theme of the present work (consistent with similar analyses [69, 70, 71, 72] for

other reactions) is that apparent inconsistencies among theoretically calculated and experimen-

tally derived rate constants can often be resolved when the constraints imposed by ab initio elec-

tronic structure calculations and measured macroscopic observables are considered simultaneously

within multiscale, physics-based frameworks for data analysis. We therefore recommend that fu-

ture experimental studies report raw data (e.g. measured time profiles) and future theoretical stud-
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ies provide theoretical kinetics input files (e.g. for Variflex or MESS) in addition to derived rate

constants—in order to enable rigorous comparisons of theory and experiment in a manner that

better reflects the information content and associated uncertainties in each.
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Chapter 6: Continued Movement Towards a High-Accuracy Kinetic

Database Informed by Theoretical and Experimental Data: Coupled

Reaction Systems

6.1 Scientific Motivation: Coupled Reaction Systems

In the previous two studies from LaGrotta et al. [72, 146], the authors specifically focused on

the smaller reaction subsystems and demonstrated how the MultiScale Informatics approach can

be used to move towards a high accuracy kinetics database. However, LaGrotta et al. [72] also

exemplified the difficulty in achieving data redundancy in kinetics – such that a large web of in-

terconnected reaction systems may be required. This study begins to build a network of redundant

data and will demonstrate how the MSI approach can be used to find optimized kinetic parameters

and quantified uncertainties by considering multiple coupled reaction systems. Through a series

of selected vignettes presented here, the key features of the MSI approach will be highlighted and

results that demonstrate the advantages of implementing the MSI method will be discussed.

6.2 Implementation: Coupled Reaction Systems

The MSI approach was implemented here for a series of coupled reaction systems, which are

designated into groups A-Q for the ease of discussion and organization. The list of reactions and

their group affiliation are listed in Table 2. The overall kinetics model used for data analysis in-

cluded the reactions listed in Table 2 along with other “secondary" reactions that are (or may be)

involved in the interpretations of the raw experimental data. The nominal rate constants and un-

certainty factors for these secondary reactions were taken from the Foundational Fuel Chemistry

Model (FFCM) [84] for all other H2/C1-C3 reactions, the USC [209] for all other H2/C4-C6 re-
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Table 1: List of kinetic parameters considered in the optimization.𝑎

Reaction Kinetic Parameters

A-R1 H + O2 = OH + O 𝐴1
(A1), 𝑛(A1), 𝐸(A1)

A-R2 OH + H2 = H2O + H 𝐴1
p𝐴2q

, 𝑛p𝐴2q, 𝐸p𝐴2q

A-R3 O + H2 = OH + H 𝐴1
p𝐴3q

, 𝑛p𝐴3q, 𝐸p𝐴3q

B-R1 HO2 + HO2 = H2O2 + O2 𝜎1
𝑍(B1), 𝑛Δ𝐸𝑑(B1), 𝐴1

Δ𝐸𝑑(B1), a
1
𝑚𝑟(B1), [

1
𝑚𝑟(B1)

a1
B1(B1), EB1(B1), EP1(B1), 𝐸W1a(B1), 𝜌1

corr W1b(B1), 𝜌
1
corr W1a(B1), a

1
W1a(B1), 𝑓

1
VRC-TST,c B1(B1)

𝐸W1b(B1), a1
imag B2(B1), a

1
P1(B1), 𝑓

1
VRC-TST,c P1(B1), a

1
P2(B1), a

1
B8(B1), 𝜌

1
corr B8(B1)

𝐸P2(B1), a1
W1b(B1), 𝐸B8(B1), 𝐸B2(B1), 𝐸P1(B1)

B-R2a HO2 + HO2 = O2 + 2OH 𝜎1
𝑍(B2), 𝑛Δ𝐸𝑑(B2), 𝐴1

Δ𝐸𝑑(B2)
B-R2b HO2 + HO2 = HOOOOH 𝐸B4(B2), a1

W2b(B2), a
1
B71(B2)

, a1
B9(B2), 𝑓

1
VRC-TST,c B5(B2), a

1
B4(B2)

B-R2c HO2 + HO2 = H2O + O3 𝑓 1
VRC-TST,c B7(B2), a

1
W2a(B2), 𝐸W2b(B2), a1

imag B3(B2), 𝑓
1
VRC-TST,c P1(B2)

B-R2d HO2 + HO2 = H2O2 + O2(X) EB3(B2), 𝐸B7(B2), 𝐸P4(B2), a1
P3(B2), 𝜌

1
corr B9(B2)

B-R2e H2O2 + O2(X) = HOOOOH a1
B3(B2), EB6(B2), a1

B6(B2), a
1
P5(B2), 𝐸W3(B2),

B-R2f H2O2 + O2(X) = H2O + O3 𝐸P3(B2), a1
P1(B2), 𝜌

1
corr W2a(B2), 𝜌

1
corr P5(B2), a

1
P4(B2), a

1
W3(B2)

B-R2g H2O2 + O2(X) = O2 + 2OH 𝐸P5(B2), 𝐸B5(B2), 𝜌1
corr W2b(B2), a

1
imag B6(B2), 𝐸W2a(B2),

B-R2h H2O +O 3 = HOOOOH 𝐸P1(B2), [1
B71(B2), [

1
B72(B2), [

1
W31pB2q

, [1
W32pB2q

, [1
W33(B2), [

1
P5(B2)

B-R2i H2O + O3 = O2 + 2OH 𝐸B71(B2), 𝑓 1
VRC-TST,c B72(B2), a

1
B72(B2)

B-R2j O2 + 2OH = HOOOOH 𝑓 1
VRC-TST,c B4(B2), 𝐸B9(B2), 𝐸P1(B2), 𝐸W2a(B2) , a1

B5(B2)
B-R3 H2O2 + OH = H2O + HO2 𝐸B1(B3), a1

B1(B3), [
1
B1(B3), a

1
imag B1(B3)

B-R4 OH + OH = H2O + O 𝐸B1(B4), 𝐸B2(B4), a1
B1, B2(B4), a

1
imag B1, B2(B4)

B-R5a OH + HO2 = H2O + O2 𝑓 1
VRC-TST,c B1(5), 𝐸B2(B5), a1

B2(5), [
1
B2(B5), a

1
imag B2(B5), 𝐸B3(B5)

B-R5b OH + HO2 = H2O + O2(X) a1
B3(B5), [

1
B3(B5), a

1
imag B3(B5), a

1
W1(B5)

B-R6 H2O2 (+M) = OH + OH (+M) 𝐴1
(B6), 𝑛(B6), 𝐸𝑎(B6)

C-R1 H + HO2 = H2 + O2 a1
B1(C1), a

1
imag B1(C1), 𝐸B1(C1)

C-R2 H + HO2 = H2O + O2p𝑋q 𝐴1
(C2)

C-R3a H + HO2 = OH + OH a1
W2(C3), 𝐸W2(C3), a1

W1(C3), 𝐸B5(C3),
C-R3b H + HO2 = H2O + O 𝐸B1(C3), 𝐸W1(C3), 𝐸B6(C3), a1

B5(C3) , [1
B1(C3), a

1
B6(C3), a

1
W3(C3), a

1
W3(C3),

C-R3c H + HO2 = H2O + O(X) 𝐸B2(C3), [1
B2(C3), 𝐸B3(C3), [1

B3(C3), 𝐸B4(C3), [1
B4(C3), [

1
B7(C3), 𝐸B7(C3)

D-R1 H + O2(+M) = HO2(+M) 𝐴1
(D1), 𝑛(D1), 𝐸(D1)

E-R1a NO2 + H = NO + OH a1
B1(E1), 𝐸B1(E1), 𝐸B4(E1), a1

𝑊1p𝐸1q
, a1

𝐵3p𝐸1q
a1

P1(E1), a
1
B2(E1), 𝜎

1
Z(E1),

E-R1b NO + OH = HONO 𝐸W3(E1), a1
P2(E1), a

1
B4(E1), nΔ𝐸𝑑(E1), A1

Δ𝐸𝑑(E1), 𝐸P1(E1), 𝑓 1
VRC-TST,c B4(E1), 𝑓

1
VRC-TST,c B3(E1),

𝐸B2(E1), 𝐸B3(E1), 𝐸W1(E1), 𝐸P2(E1), a1
imag B1(E1), 𝑓

1
VRC-TST,c B2(B2)

F-R1 CH3 + HO2 = CH4 + O2 𝐸B1(F1), a1
low B1(F1), (𝑄anh,c,CH3pF1q)

F-R2 CH3 + HO2 = CH3O + OH (𝑄anh,c,CH3pF2q), 𝑓 1
VRC´TSTpF2q

F-R3 OH + CH4 = CH3 + H2O 𝐴1
(F3), 𝑛(F3), 𝐸𝑎(F3)

𝑎Note that ’ indicates ln() of that quantity.

actions, and a H2 oxidation model from Konnov [139] for all other electronically excited species

kinetics.

Physical model parameters from experiments included as targets were also among the ac-

tive model parameters. These parameters included initial temperature, 𝑇𝑒, initial pressures, 𝑃𝑒
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Table 1: Continued list of kinetic parameters considered in the optimization. 𝑎
Reaction Kinetic Parameters

G-R1a C2H6 = CH3 + CH3 a1
B1(G1), 𝐸B1(G1), a1

W1(G1), a
1
B3(G1), a

1
B2(G1), 𝑓

1
VRC-TST,c B1(G1),

G-R1b C2H6 = C2H5 + H 𝜎1
𝑍(G1), 𝑛Δ𝐸𝑑(G1), 𝐴1

Δ𝐸𝑑(G1),
G-R1c C2H6 = C2H4 + H2 a1

P1(G1), 𝐸P3(G1), [1
W1(G1), a

1
P2(G1), [

1
W1(G1), 𝐸W1(G1)

G-R1d CH3 + CH3 = C2H4 + H2 a1
imag B3(G1), [

1
B2(G1), 𝐸B2(G1), 𝐸P1(G1)

G-R1e CH3 + CH3 = C2H6 𝐸B3(G1), a1
P3(G1), 𝐸P2(G1)

G-R2 C2H5 + H = C2H4 + H2 a1
B1(G2), 𝐸B1(G2), a1

P1(G2)

H-R1 CH3COCH3 + OH = CH2CO + CH3 + H2O 𝐴1
(H1)

I-R1a CH3 + OH = CH3O + H 𝐸B1(I1), 𝐸B4(I1), a1
W1(I1), 𝜎

1
𝑍(I1), 𝑛Δ𝐸𝑑(I1), 𝐴1

Δ𝐸𝑑(I1), 𝐸P7(I1), 𝐸R(I1),
I-R1b CH3 + OH = CH3OH a1

B8(I1), a
1
B4(I1), 𝐸B3(I1), 𝐸B7(I1), 𝐸B2(I1), a1

P3(I1), a
1
B3(I1), 𝐸P1(I1), 𝐸P2(I1),

I-R1c CH3OH = CH2 + H2O 𝐸B6(I1), a1
P7(I1), a

1
P5(I1), a

1
B5(I1), 𝐸P6(I1), a1

P7(I1), a
1
P1(I1), a

1
R(I1),

I-R1d CH3OH = CH3 + OH a1
P4(I1), 𝐸B5(I1), 𝐸B8(I1), a1

P6(I1), 𝜌𝐶𝐹 , 𝐸P5(I1), 𝑓 1
VRC-TST,c B7(I1)

I-R1e CH4 + OX = CH2OH + H a1
P2(I1), 𝐸P3(I1), 𝐸P4(I1), 𝑓 1

VRC-TST,c B2(I1), 𝑓
1
VRC-TST,c B1(I1), 𝑓

1
VRC-TST,c B6(I1)

I-R2 CH4 + OX = CH3 + OH a1
B1(I2), 𝐸B1(I2), a1

P7(I2), a
1
imag B1(I2), a

1
R(I2)

J-R1 CH2 + OH = CH2O + H 𝐴1
(J1)

J-R2 CH2O + H (+M) = CH3O (+M) 𝐴1
(J2)

J-R3 CH2O + H (+M) = CH2OH (+M) 𝐴1
(J3)

K-R1a CH2O = CO + H2 a1
W2(K1), a

1
B1(K1), 𝐸B4(K1), 𝐸B1(K1), a1

B2(K1), a
1
imag B15(K1), 𝐸B6t(K1), 𝐸W5c(K1),

K-R1b H + CO = CO + H2 a1
B13(K1), 𝐸B10(K1), 𝐸B11(K1), a1

B11(K1), 𝐸B2(K1), 𝐸B15(K1), a1
B15(K1), 𝐸W1(K1), 𝐸W0(K1),

K-R1c CH2O = H + HCO a1
B14(K1), a

1
W0(K1), 𝐸W4(K1), a1

B4(K1), 𝐸W5t(K1), a1
P2(K1), 𝐸B14(K1), 𝜎1

𝑍(K1),
𝐴1
Δ𝐸𝑑(K2), 𝐸P2(K2), a1

W3(K1), a
1
B12(K1), a

1
B7(K1), 𝐸B8(K1), 𝐸B9(K1),

𝐸B3(K1), 𝐸W2(K1), a1
W1(K1), a

1
B8(K1), a

1
W4(K1), a

1
B9(K1), a

1
B3(K1), 𝑓

1
VRC-TST,c B6c(K1) 𝐸B6c(K1),

𝐸B7(K1), a1
W5c(K1), a

1
W4(K1), a

1
imag B13(K1), a

1
imag B12(K1), a

1
B5(K1), a

1
W5t(K1), 𝐸P1(K1)

𝐸W3(K1), a1
P1(K1), 𝐸B5(K1), 𝐸B12(K1), a1

B10(K1), a
1
B6t(K1), a

1
B6c(K1), 𝐸B13(K1),

𝑓 1
VRC-TST,c B0(K1), 𝑓

1
VRC-TST,c B1(K1),𝑛Δ𝐸𝑑(K1), 𝑓 1

VRC-TST,c B4(K1)
a1

imag B6t(K1), 𝑓
1
VRC-TST,c B5(K1), 𝑓

1
VRC-TST,c B2(K1), 𝑓

1
VRC-TST,c B3(K1), a

1
imag B14(K1)

K-R2 CH2O + O2 = HCO + HO2 a1
B1(K2), [

1
B1(K2), a

1
imag B1(K2), a

1
P1(K2), 𝐸B1(K2), 𝐸P1(K2)

L-R1 HCO = H + CO a1
B1(L1), 𝐸B1(L1), a1

W1(L1), a
1
imag B1(L1), 𝐸W1(L1), 𝐸P0(L1), a1

P0(L1)
L-R2 HCO + O2 = HO2 + CO 𝐸P1(L2) , a1

P1(L2), 𝐸W0(L2), a1
W0(L2), a

1
W0(L2), 𝑓

1
VRC-TST,c B1(L2), a

1
B1(L2), 𝐸B1(L2)

M-R1 H + CH2O = HCO + H2 𝜎1
𝑍(M1), 𝑛Δ𝐸𝑑(M1), 𝐴1

Δ𝐸𝑑(M1), a
1
B1(M1), 𝐸B1(M1), 𝐸P1(M1), 𝐸P2(M1)

a1
W1(M1), a

1
P2(M1), 𝐸B2(M1), a1

imag B2(M1), a
1
B2(M1), a

1
P1(M1)

M-R2 H + HCO = H2 + CO 𝐴1
(R2)

N-R1 C2H5I (+M) = C2H5 + I (+M) 𝐴1
(N1)

N-R2 C2H5I (+M) = C2H4 + HI (+M) 𝐴1
(N2)

O-R1 OH + CH2O = HCO + H2O a1
B1(O1), 𝐸B1(O1), 𝜎1

𝑍(O1), 𝑛Δ𝐸𝑑(O1), 𝐴1
Δ𝐸𝑑(O1),

a1
P1(O1), a

1
B0(O1), a

1
P0(O1), 𝐸B0(O1), 𝐸P1(O1)

P-R1a CO + OH = CO2 + H a1
W2(P1), 𝐸W2(P1), a1

W1(P1), a
1
P2(P1), a

1
B1(P1), 𝐸B1(P1), a1

B3(P1),
P-R1b CO + OH = HOCO 𝜎1

𝑍(P1), 𝑛Δ𝐸𝑑(P1), 𝐴1
Δ𝐸𝑑(P1), 𝐸P2(P1), a1

B2(P1), a
1
imag B3(P1), a

1
W3(P1),

P-R1c CO2 + H = HOCO 𝐸W1(P1), 𝐸B3(P1), a1
imag B2(P1), 𝐸W3(P1), a1

P1(P1), 𝐸B2(P1), 𝐸P1(P1)

Q-R1 CH3 + O2 = CH3O + O 𝐴1
(Q1)

Q-R2 CH3 + O2 = CH2O + OH 𝐴1
(Q2)

R-R1 2H + M = H2 + M 𝐴1
(R1)

𝑎Note that ’ indicates ln() of that quantity.
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Table 2: List of physical model parameters considered in the optimization.𝑎

Macroscopic Observables Physical Model Parameters

E1-E2 Shock-heated H2/O2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 1...2

E3-E5 Shock-heated H2/O2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 3...5

E6 Shock-heated H2/O2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 6

E7-E9 Flash-photolyzed H2O/O2/OH/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

, 𝑀 1
OH,𝑜,𝑒, 𝑀

1
H,𝑜,𝑒 𝑒 “ 7...9

E10-E17 Shock-heated CH2O/O2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 10...17

E18-E22 Flash-photolyzed H/H2O/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H,𝑜,𝑒, 𝑀

1
H2O,𝑜,𝑒 𝑒 “ 18...22

E23 Shock-heated C4H10O2/H2/He 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
C4H10O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒 𝑒 “ 23

E24-E30 Flash-photolyzed O/H2/He 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
O,𝑜,𝑒, 𝑀

1
H2,𝑜,𝑒

𝑒 “ 24...30
E31-E35 Shock-heated O/H2/He 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C4H10O2,𝑜,𝑒

, 𝑀 1
H2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒, 𝑀

1
H,𝑜,𝑒 𝑒 “ 31...35

E36-E39 Shock-heated H2O2/H2O/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 36...39
E40 Shock-heated H2O/O2/H/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H,𝑜,𝑒, 𝑀

1
H2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 40
E41-E45 Shock-heated H2O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝜎1
1,H2O2

, 𝜎1
2,H2O2

, 𝜎1
1,HO2

, 𝜎1
2,HO2

𝑒 “ 41...45
E46-E50 Shock-heated H2O2/H2O/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

,

�̂�1
1,H2O2

, �̂�1
2,H2O2

, �̂�1
1,HO2

, �̂�1
2,HO2

𝑒 “ 46...50
E51-E59 Flash-photolyzed Cl/Cl2/CH3OH/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
Cl,𝑜,𝑒, 𝑀

1
Cl2,𝑜,𝑒, 𝑀

1
CH3OH,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

,

�̂�1
1,H2O2

, �̂�1
2,H2O2

, �̂�1
1,HO2

, �̂�1
2,HO2

𝑒 “ 51...59
E60-E61 Shock-heated H2/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 60...61
E62 Shock-heated H2/O2/NO/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
NO,𝑜,𝑒 𝑒 “ 62

E63-E79 Shock-heated H2/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, �̂�1
1,H 𝑒 “ 63...79

E80 Shock-heated H2/O2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 80

E81 Flow-reactor H2/O2/NO/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
NO,𝑜,𝑒 𝑒 “ 81

E82-E84 Shock-heated H2/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

𝑒 “ 82...84
E85 Flow-reactor H2/O2/NO/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2,𝑜,𝑒

, 𝑀 1
O2,𝑜,𝑒

, 𝑀 1
NO,𝑜,𝑒 𝑒 “ 85

E86 Shock-heated C2H5I/NO2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
C2H5I,𝑜,𝑒, 𝑀

1
NO2,𝑜,𝑒

𝑒 “ 86
E87 Shock-heated H2O2/H2O/O2/CH4/H/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
H2O2,𝑜,𝑒

, 𝑀 1
HO2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑀 1
H,𝑜,𝑒, �̂�

:1
1,H2O2

, �̂�:1
1,HO2

𝑒 “ 87
E88 Shock-heated C2H6/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C2H6,𝑜,𝑒

𝑒 “ 88
E89-E106 Shock-heated CH3/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3,𝑜,𝑒

, 𝜎::1

1,1,CH3 , 𝜎
::1

2,CH3 𝑒 “ 89...106
E107-E115 Shock-heated CH3/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3,𝑜,𝑒

𝑒 “ 107...115
E116 Shock-heated C2H6N/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C2H6N2,𝑜,𝑒

𝑒 “ 116
E117 Shock-heated C2H6/CH4/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C2H6,𝑜,𝑒

, 𝑀 1
CH4,𝑜,𝑒

𝑒 “ 117
E118 Shock-heated CH3I/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3I,𝑜,𝑒 𝑒 “ 118

𝑎Note that ’ indicates ln() of that quantity.

and initial species mole fractions 𝑀𝑖,𝑜,𝑒, coefficients for temperature-dependent cross sections of

necessary species, and time shift 𝑡𝑖,𝑜,𝑒 (see Table 2). Rate constants and brute-force sensitivity

coefficients were calculated using an automated wrapper [86] for Variflex [82] and MESS [81].

Macroscopic observables and sensitivity coefficients were calculated via homogeneous, isochoric

or isobaric models in Cantera [83]. Much like our previous works, active parameters to represent

the reactions of interest were either molecular parameters (if the authors had access to a validated

MESS or Variflex file) or if no theoretical kinetics calculations were readily available for a reaction,
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Table 2: Continued list of physical model parameters used in the optimization.𝑎

Macroscopic Observables Physical Model Parameters

E119 Shock-heated CH3COCH3/C4H10O2/H2O/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH3COCH3,𝑜,𝑒

, 𝑀 1
C4H10O2,𝑜,𝑒

, 𝑀 1
H2O,𝑜,𝑒 𝑒 “ 119

E120-E122 Shock-heated CH3OH/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH3OH,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 120...122
E123-E131 Shock-heated CH3OH/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3OH,𝑜,𝑒 𝑒 “ 123...131

E132-E134 Shock-heated C4H10O2/C2H6N2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
C4H10O2,𝑜,𝑒

, 𝑀 1
C2H6N2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 132...134

E135-E136 Shock-heated CH2O/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒 𝑒 “ 135...136

E137-E146 Shock-heated CH2O/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒 𝑒 “ 137...146

E147-E148 Shock-heated CH2O/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒 𝑒 “ 147...148

E149 Shock-heated CH2O/O2/H/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 149
E150-E152 Shock-heated CH2O/O2/H/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH2O,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

, 𝑀 1
H,𝑜,𝑒 𝑒 “ 150...152

E153-E154 Shock-heated OCHCHO/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
OCHCHO,𝑜,𝑒 𝑒 “ 153...154

E155-E157 Shock-heated OCHCHO/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
OCHCHO,𝑜,𝑒 𝑒 “ 155...157

E158-E161 Shock-heated CH2O/C2H5I/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒, 𝑀

1
C2H5I,𝑜,𝑒 𝑒 “ 158...161

E162-E164 Shock-heated CH2O/C2H5I/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒, 𝑀

1
C2H5I,𝑜,𝑒,

�̂�1
1,CO2

, �̂�1
2,CO2

, �̂�1
1,CH2O2

, �̂�1
2,CH2O 𝑒 “ 162...164

E165-E167 Shock-heated CH2O/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH2O,𝑜,𝑒 𝑒 “ 165...167

E168-E169 Shock-heated C2H5I/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
C2H5I,𝑜,𝑒

𝑒 “ 168...169
E170-E172 Shock-heated C2H5I/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C2H5I,𝑜,𝑒

𝑒 “ 170...172
E173 Shock-heated C2H5I/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C2H5I,𝑜,𝑒

𝑒 “ 173
E174 Shock-heated C4H10O2/CH2O/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
C4H10O2,𝑜,𝑒

, 𝑀 1
CH2O,𝑜,𝑒 𝑒 “ 174

E175-E176 Shock-heated HNO3/CO/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
HNO3,𝑜,𝑒

, 𝑀 1
CO,𝑜,𝑒 𝑒 “ 175...176

E177-E179 Shock-heated CH3I/O2/Ar 𝑇 1
𝑒, 𝑃

1
𝑒, 𝑀

1
CH3I,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 177...179
E180 Shock-heated CH3I/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3I,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 180
E181-E182 Shock-heated CH3I/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3I,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 181...182
E183 Shock-heated CH3I/O2/Ar 𝑇 1

𝑒, 𝑃
1
𝑒, 𝑀

1
CH3I,𝑜,𝑒, 𝑀

1
O2,𝑜,𝑒

𝑒 “ 183

Note that ’ indicates ln() of that quantity.

Arrhenius parameters were used. If the authors believed the reaction was well constrained across

the full temperature range, the pre-exponential factor (𝐴), temperature exponent (𝑛), and activation

energy (𝐸𝑎) were used as active parameters; alternatively only the pre-exponential factor (𝐴) was

used.

The active parameters used to represent the reactions of interest are listed next to their corre-

sponding reactions in Table 2. To clarify the labeling schema, for example B-R2a - B-R2j are all

reactions on the same potential energy surface (PES) and share the same active molecular parame-

ters. The molecular parameters included in the study consisted of energies of each stationary point

(𝐸), scaling factors for all harmonic frequencies of each stationary point (a), scaling factors for

each hindered rotor potential ([), scaling factors for the imaginary frequency used in the Eckart

tunneling correction for each tight transition state (aimag), state density correction factors to account
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Table 3: List of kinetic targets considered in the optimization.𝑎
I. Ab initio calculations Source

𝜎1
𝑍(B1)p1.1q, 𝑛Δ𝐸𝑑(B1)(1.1), 𝐴1

Δ𝐸𝑑(B1)(0.2), a1
(B1)(0.045), [1

𝑚𝑟(B1)(0.07), [113]
a1

B1(B1)(0.045), EB1(B1)(0.2 kcal/mol), EP1(B1)(0.2 kcal/mol), 𝐸W1a(B1)(0.2 kcal/mol), 𝜌1
corr W1b(B1)(1.60), 𝜌1

corr W1a(B1)(1.60), a1
W1a(B1)(0.135),

𝐸W1b(B1)(0.2 kcal/mol), a1
imag B2(B1)(0.18), a1

P1(B1)(0.045), 𝑓 1
VRC-TST,c P1(B1)(0.69), a1

P2(B1)p0.045q, a1
B8(B1)(0.135), 𝜌1

corr B8(B1)(1.60),
𝐸P2(B1)(0.2 kcal/mol), a1

W1b(B1)(0.135), 𝐸B8(B1)(0.2 kcal/mol), 𝐸B2(B1), 𝐸P1(B1)(0.2 kcal/mol), 𝑓 1
VRC-TST,c B1(B1)(0.69)

𝜎1
𝑍(B2)(1.1), 𝑛Δ𝐸𝑑(B2)(1.1), 𝐴1

Δ𝐸𝑑(B2)(0.2), 𝐸B9(B2)(1.0 kcal/mol), 𝐸P1(B2)(0.2 kcal/mol), [113]
𝐸B4(B2)(0.2), a1

W2b(B2)(0.135), a1
B71(B2)

(0.075), a1
B9(B2)(0.075), 𝑓 1

VRC-TST,c B5(B2)(0.69), a1
B4(B2)(0.045)

𝑓 1
VRC-TST,c B7(B2)(0.69), a1

W2a(B2)(0.135), 𝐸W2b(B2)(1.0 kcal/mol), a1
imag B3(B2)(0.18), 𝑓 1

VRC-TST,c P1(B2)
EB3(B2)(2.0 kcal/mol), 𝐸B7(B2)(0.4 kcal/mol), 𝐸P4(B2)(2.0 kcal/mol), a1

P3(B2)(0.045), 𝜌1
corr B9(B2)

a1
B3(B2)(0.045), EB6(B2)(2.0 kcal/mol), a1

B6(B2)(0.045), a1
P5(B2)(0.045), 𝐸W3(B2)(0.4 kcal/mol),

𝐸P3(B2)(0.2 kcal/mol), a1
P1(B2)(0.045), 𝜌1

corr W2a(B2)(1.60), 𝜌1
corr P5(B2)(0.69), a1

P4(B2)(0.045), a1
W3(B2)(0.045), a1

B5(B2)(0.075)
𝐸P5(B2)(0.4 kcal/mol), 𝐸B5(B2), 𝜌1

corr W2b(B2)(1.60), a1
imag B6(B2)(0.18), 𝐸W2a(B2)(1.0 kcal/mol), 𝐸W2a(B2)(1.0 kcal/mol),

𝐸P1(B2)(0.2 kcal/mol), [1
B71(B2)(0.07), [1

B72(B2)(0.07), [1

W31pB2q
(0.07), [1

W32pB2q
(0.07), [1

W33(B2)(0.07), [1
P5(B2)(0.07)

𝐸B71(B2)(0.4 kcal/mol), 𝑓 1
VRC-TST,c B72(B2)(0.69), a1

B72(B2)
, 𝑓 1

VRC-TST,c B4(B2)(0.69)

𝐸B1(B3)(3 kcal/mol), a1
B1(B3)(0.1), [1

B1(B3)(0.1), a1
imag B1(B3)(0.18) Harding

𝐸B1(B4)(1.4 kcal/mol), 𝐸B2(B4)(1.4 kcal/mol), a1
B1, B2(B4)(0.1), a1

imag B1,B2(B4)(0.18) and
𝑓 1
VRC-TST,c B1(B5)(0.7), 𝐸B2(B5)(2.0 kcal/mol), a1

B2(B5)(0.1), [1
B2(B5)(0.41), a1

imag B2(B5)(0.18), Klippenstein
a1

B2(B5)(0.1), [1
B3(B5)(0.41), a1

imag B3(B5)(0.18), a1
W1(B5)(0.1), 𝐸B3(B5)(2.0 kcal/mol) Unpublished

a1
B1(C1)(0.1), a1

imag B1(C1)(0.18), 𝐸B1(C1)(1.1 kcal/mol) Klippenstein
a1

W2(C3)(0.1), 𝐸W2(C3)(2.0 kcal/mol), a1
W1(C3)(0.1), 𝐸B5(C3)(2.0 kcal/mol), 𝐸B5(C3)(2.0 kcal/mol), 𝐸B6(C3)(2.0 kcal/mol) Unpublished

a1
B5(C3)(0.1), a1

B6(C3)(0.1), a1
W3(C3)(0.1), [1

B1(C3)(0.7), 𝐸B2(C3)(2.0 kcal/mol), [1
B2(C3)(0.7), 𝐸W2(C3)(2.0 kcal/mol),

𝐸B3(C3)(2.0 kcal/mol), [1
B3(C3)(0.7), 𝐸B4(C3)(2.0 kcal/mol), [1

B4(C3)(0.7),[1
B7(C3)(0.7), 𝐸B7(C3)(2.0 kcal/mol, 𝐸B1(C3)(2.0 kcal/mol),

a1
B1(E1)(0.1), 𝐸B1(E1)(1.1 kcal/mol), 𝐸B4(E1)(1.1 kcal/mol), a1

𝑊1p𝐸1q
(0.1), a1

𝐵3p𝐸1q
(0.1) a1

P1(E1)(0.1), a1
B2(E1)(0.1), 𝜎1

Z(E1)(0.26), [147]
𝐸W3(E1)(1.1 kcal/mol), a1

P2(E1)(0.1), a1
B4(E1)(0.1), nΔ𝐸𝑑(E1)(0.2), A1

Δ𝐸𝑑(E1)(1.1), 𝐸P1(E1)(1.1 kcal/mol), 𝑓 1
VRC-TST,c B4(E1)(0.69), 𝑓 1

VRC-TST,c B3(E1)(0.69),
𝐸B2(E1)(1.1 kcal/mol), 𝐸B3(E1)(1.1 kcal/mol), 𝐸W1(E1)(1.1 kcal/mol), 𝐸P2(E1)(1.4 kcal/mol), a1

imag B1(E1)(0.1), 𝑓 1
VRC-TST,c B2(B2)(0.69)

𝐸B1(F1)(1 kcal/mol), a1
low B1(F1)(0.1), (𝑄anh,c,CH3pF1q)(1), (𝑄anh,c,CH3pF2q)(1), 𝑓 1

VRC´TSTpF2q
(0.262) [96, 97]

a1
B1(G1)(0.1), 𝐸B1(G1)(2.0 kcal/mol), a1

W1(G1)(0.1), a1
B3(G1)(0.1), a1

B2(G1)(0.1), 𝑓 1
VRC-TST,c B1(G1)(0.69), 𝜎1

𝑍(G1)(0.262), 𝑛Δ𝐸𝑑(G1)(0.2), 𝐴1
Δ𝐸𝑑(G1)(1.1), [148]

a1
P1(G1)(0.1), 𝐸P3(G1)(2.0 kcal/mol), [1

W1(G1)(0.07), a1
P2(G1)(0.1), [1

W1(G1)(0.07), 𝐸W1(G1)(2.0 kcal/mol), a1
imag B3(G1)(0.18), [1

B2(G1)(0.07),
𝐸B3(G1)(2.0 kcal/mol), a1

P3(G1)(0.1), 𝐸P2(G1)(2.0 kcal/mol), a1
B1(G2)(0.1), 𝐸B1(G2)(2.0 kcal/mol), a1

P1(G2)(0.1), 𝐸B2(G1)(2.0 kcal/mol), 𝐸P1(G1)(2.0 kcal/mol)

𝐸B1(I1)(2.0 kcal/mol), 𝐸B4(I1)(2.0 kcal/mol), a1
W1(I1)(0.1), 𝜎1

𝑍(I1)(0.262), 𝑛Δ𝐸𝑑(I1)(0.2), 𝐴1
Δ𝐸𝑑(I1)(1.1), 𝐸P7(I1)(2.0 kcal/mol), 𝐸R(I1)(2.0 kcal/mol), 𝑓 1

VRC-TST,c B6(I1)(0.69) [149]
a1

B8(I1)(0.1), a1
B4(I1)(0.1), 𝐸B3(I1)(2.0 kcal/mol), 𝐸B7(I1)(2.0 kcal/mol), 𝐸B2(I1)(2.0 kcal/mol), a1

P3(I1)(0.1), a1
B3(I1)(0.1), 𝐸P1(I1)(2.0 kcal/mol), 𝐸P2(I1)(2.0 kcal/mol),

𝐸B6(I1)(2.0 kcal/mol), a1
P7(I1)(0.1), a1

P5(I1)(0.1), a1
B5(I1)(0.1), 𝐸P6(I1)(2.0 kcal/mol), a1

P7(I1)(0.1), a1
P1(I1)(0.1), a1

R(I1)(0.1),
a1

P4(I1)(0.1), 𝐸B5(I1)(2.0 kcal/mol), 𝐸B8(I1)(2.0 kcal/mol), a1
P6(I1)(0.1), 𝐸P5(I1)(2.0 kcal/mol), 𝑓 1

VRC-TST,c B7(I1)(0.69), 𝑓 1
VRC-TST,c B1(I1)(0.69)

a1
B1(I2)(0.1), 𝐸B1(I2)(2.0 kcal/mol), a1

P7(I2)(0.1), a1
imag B1(I2)(0.18), a1

R(I2)(0.1),a1
P2(I1)(0.1), 𝐸P3(I1)(2.0 kcal/mol), 𝐸P4(I1)(2.0 kcal/mol), 𝑓 1

VRC-TST,c B2(I1)(0.69),

a1
W2(K1)(0.1), a1

B1(K1)(0.1), 𝐸B4(K1)(0.2 kcal/mol), 𝐸B1(K1)(0.2 kcal/mol), a1
B2(K1)(0.1), a1

imag B15(K1)(0.18), 𝐸B6t(K1)(0.2 kcal/mol), 𝐸W5c(K1)(0.2 kcal/mol),
a1

B13(K1)(0.1), 𝐸B10(K1)(0.2 kcal/mol), 𝐸B11(K1)(0.2 kcal/mol), a1
B11(K1)(0.1), 𝑓 1

VRC-TST,c B0(K1)(0.69), 𝑓 1
VRC-TST,c B1(K1)(0.69) Klippenstein

𝐸B2(K1)(0.2 kcal/mol), 𝐸B15(K1)(0.2 kcal/mol), a1
B15(K1)(0.1), 𝐸W1(K1)(0.2 kcal/mol), 𝐸W0(K1)(0.2 kcal/mol), 𝑓 1

VRC-TST,c B2(K1)(0.69), 𝑓 1
VRC-TST,c B3(K1)(0.69) Unpublished

a1
B14(K1)(0.1), a1

W0(K1)(0.1), 𝐸W4(K1)(0.2 kcal/mol), a1
B4(K1)(0.1), 𝐸W5t(K1)(0.2 kcal/mol), a1

P2(K1)(0.1), 𝐸B14(K1)(0.2 kcal/mol), 𝜎1
𝑍(K1)(1.1), 𝑛Δ𝐸𝑑(K1)(1.1), 𝑓 1

VRC-TST,c B4(K1)(0.69)
𝐴1
Δ𝐸𝑑(K2)(0.2), 𝐸P2(K2)(0.2 kcal/mol), a1

W3(K1)(0.1), a1
B12(K1)(0.1), a1

B7(K1)(0.1), 𝐸B8(K1)(0.2 kcal/mol), 𝐸B9(K1)(0.2 kcal/mol), a1
imag B6t(K1)(0.18), 𝑓 1

VRC-TST,c B5(K1)(0.69)
𝐸B3(K1)(0.2 kcal/mol), 𝐸W2(K1)(0.2 kcal/mol), a1

W1(K1), a
1
B8(K1)(0.1), a1

W4(K1)(0.1), a1
B9(K1)(0.1), a1

B3(K1)(0.1), 𝑓 1
VRC-TST,c B6c(K1)(0.69), 𝐸B6c(K1)(0.2 kcal/mol), a1

imag B14(K1)(0.18)
𝐸B7(K1)(0.2 kcal/mol), a1

W5c(K1)(0.1), a1
W4(K1)(0.1), a1

imag B13(K1)(0.1), a1
imag B12(K1)(0.18), a1

B5(K1)(0.1), a1
W5t(K1)(0.1), 𝐸B13(K1)(0.2 kcal/mol),

𝐸W3(K1)(0.2 kcal/mol), a1
P1(K1)(0.1), 𝐸B5(K1)(0.2 kcal/mol), 𝐸B12(K1)(0.2 kcal/mol), a1

B10(K1)(0.1), a1
B6t(K1)(0.1), a1

B6c(K1)(0.1), 𝐸P1(K1)(0.2 kcal/mol)
a1

B1(K2)(0.1), [1
B1(K2)(0.07), a1

imag B1(K2)(0.18), a1
P1(K2)(0.1), 𝐸B1(K2)(3.0 kcal/mol), 𝐸P1(K2)(3.0 kcal/mol)

a1
B1(L1)(0.1), 𝐸B1(L1)(0.5 kcal/mol), a1

W1(L1)(0.1), a1
imag B1(L1)(0.18), 𝐸W1(L1)(1.1 kcal/mol), 𝐸P0(L1)(0.5 kcal/mol), a1

P0(L1)(0.1) [47]
𝐸P1(L2)(3.0 kcal/mol) , a1

P1(L2)(0.26), 𝐸W0(L2)(3.0 kcal/mol), a1
W0(L2)(0.26), a1

W0(L2)(0.26) Klippenstein
𝑓 1
VRC-TST,c B1(L2)(0.7), a1

B1(L2)(0.26), 𝐸B1(L2)(3.0 kcal/mol) Unpublished

𝜎1
𝑍(M1)(0.26), 𝑛Δ𝐸𝑑(M1)(0.2), 𝐴1

Δ𝐸𝑑(M1)(1.1), a1
B1(M1)(0.1), 𝐸B1(M1)(0.5 kcal/mol), 𝐸P1(M1)(0.5 kcal/mol), 𝐸P2(M1)(0.5 kcal/mol) Klippenstein

a1
W1(M1)(0.1), a1

P2(M1)(0.1), 𝐸B2(M1)(0.5 kcal/mol), a1
imag B2(M1)(0.18), a1

B2(M1)(0.1), a1
P1(M1)(0.1) Unpublished

a1
B1(O1)(0.1), 𝐸B1(O1)(0.5 kcal/mol), 𝜎1

𝑍(O1)(0.26), 𝑛Δ𝐸𝑑(O1)(0.2), 𝐴1
Δ𝐸𝑑(O1)(1.1), a1

P1(O1)(0.1), Klippenstein
a1

B0(O1)(0.1), a1
P0(O1)(0.1), 𝐸B0(O1)(0.5 kcal/mol), 𝐸P1(O1)(0.5 kcal/mol) Unpublished

a1
W2(P1)(0.1), 𝐸W2(P1)(2.0 kcal/mol), a1

W1(P1)(0.1), a1
P2(P1)(0.1), a1

B1(P1)(0.1), 𝐸B1(P1)(2.0 kcal/mol), a1
B3(P1)(0.1), Klippenstein

𝜎1
𝑍(P1)(0.26), 𝑛Δ𝐸𝑑(P1)(0.1), 𝐴1

Δ𝐸𝑑(P1)(1.1), 𝐸P2(P1)(2.0 kcal/mol), a1
B2(P1))(0.1), a1

imag B3(P1)(0.18), a1
W3(P1)(0.1), Unpublished

𝐸W1(P1)(2.0 kcal/mol), 𝐸B3(P1)(2.0 kcal/mol), a1
imag B2(P1)(0.18), 𝐸W3(P1)(2.0 kcal/mol), a1

P1(P1)(0.1), 𝐸B2(P1)(2.0 kcal/mol), 𝐸P1(P1)(2.0 kcal/mol)

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

for any significant uncertainties in the treatment of anharmonicity of some stationary points (𝜌corr),

VRC-TST correction factors to account for uncertainties in the treatment of barrierless transition
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Table 3: List of kinetic targets considered in the optimization continued.𝑎
II. Rate constant measurements

𝑘 1
A1, 𝑘 1

A2, 𝑘 1
A3 [150, 151, 136, 152]

𝑘 1
B3, 𝑘 1

B4, (𝑘 1
B5a + 𝑘 1

B5b) [69]
(𝑘 1

C1 + 𝑘 1
C2 + 𝑘 1

C3a + 𝑘 1
C3b + 𝑘 1

C3c), (𝑘 1
C3a/(𝑘 1

C1 + 𝑘 1
C2 + 𝑘 1

C3a + 𝑘 1
C3b + 𝑘 1

C3c)), ((𝑘 1
C3b + 𝑘 1

C3c)/(𝑘 1
C1 + 𝑘 1

C2 + 𝑘 1
C3a + 𝑘 1

C3b + 𝑘 1
C3c)), [153, 154]

𝑘 1
E1 [155, 156]
𝑘 1

F1, 𝑘 1
F3 [96, 100, 101]

𝑘 1
G1a [157, 158]
𝑘 1

I1e/(𝑘 1
IR2 + 𝑘 1

I1e + 𝑘 1
I1d), 𝑘 1

IR2 + 𝑘 1
I1e + 𝑘 1

I1d, [136]
𝑘 1

L1, 𝑘 1
L2, [159, 160, 161, 162]

𝑘 1
M1 [163, 164]
𝑘 1

O1 [165]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

states ( 𝑓VRC-TST), and scaling factors for the parameters describing a temperature-dependent aver-

age energy per down collision, Δ𝐸𝑑 “ 𝐴𝑇𝑛, in the exponential-down model (𝐴Δ𝐸𝑑
and 𝑛Δ𝐸𝑑

) and

the cross section of the well in the Lennard-Jones collision model (𝜎𝑍 ) to account for uncertainties

in the treatment of collisional energy transfer and if there is more than one exponential the Fraction

(𝛽) to define the fraction of each. Additionally, for reactions F-R1 a scaling factor for the lowest

four harmonic frequencies in the transition state (alow), and 𝑄anh,c,CH3 a scaling factor for ahar-

monic correction were assigned as active parameters. Additionally, for F-R2 VRC-TST correction

factors to account for uncertainties in the treatment of barrierless transition states ( 𝑓VRC-TST), as

well as 𝑄anh,c,CH3 were included as active parameters.

The theoretical kinetics calculations of Klippenstein et al. [113] and Harding and Klippenstein

(Unpublished) were used for the active kinetic treatment of HO2 + HO2 reactions (B-R1 and B-R2)

and other H2O2 decomposition system reactions (B-R3 - B-R5), respectively. Further details re-

garding these calculations can be found in Ref. [146]. Calculations of Klippenstein (Unpublished)

were used for for the active kinetic treatment of C-R1, calculations of Chen et al. [147] were used

for for the active kinetic treatment of E-R1, calculations of Srinivasan et al. [96] and Jasper et al.

[97] were used for the active kinetic parameter treatment of F-R1 and F-R2 respectively, (more

information regarding these calculations can be found in Ref. [72]), calculations of Klippenstein

et al [148] were used for the active kinetic parameter treatment of G-R1 and G-R2, calculations of

Jasper et al [149] were used for the active kinetic parameter treatment of I-R1 and I-R2, calcula-

tions of Labbe et al. [47] were used for the active kinetic treatment of L-R1, and calculations of
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Table 4: List of physical targets considered in the optimization.𝑎,𝑏

III. Global exp. IV. Exp. conditions

𝑀 1
H2O,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.1q 𝑒 “ 1...2 [166]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.1q 𝑒 “ 3...5 [167]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.1q 𝑒 “ 6 [168]

𝑀 1
H,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q,

𝑀 1
OH,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.1q 𝑒 “ 7...9 [169]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CO,𝑒

p𝑡qp0.05q 𝑀 1
CH2O,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.1q, 𝑀 1
H,𝑜,𝑒

p0.1q 𝑒 “ 10...17 [170]

𝑀 1
H,𝑒

p𝑡qp0.1q, 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q 𝑒 “ 18...22 [171]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C4H10O2,𝑜,𝑒

p0.05q, 𝑀 1
H2,𝑜,𝑒

p0.05q 𝑒 “ 23 [172]

𝑀 1
O,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
O,𝑜,𝑒

p0.05q, 𝑀 1
H2,𝑜,𝑒

p0.05q 𝑒 “ 24...30 [173]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C4H10O2,𝑜,𝑒

p0.05q, 𝑀 1
H2,𝑜,𝑒

p0.05q

𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q𝑀 1
H,𝑜,𝑒

p2.3q 𝑒 “ 31...35 [174]

𝑀 1
OH,𝑒

p𝑡qp0.05q, 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2O,𝑒

p𝑡qp0.05q 𝑀 1
H2O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05q 𝑒 “ 36...39 [102, 103]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2O,𝑜,𝑒

p0.1q, 𝑀 1
O2,𝑜,𝑒

p0.01q, 𝑀 1
H,𝑜,𝑖

p2.3q 𝑒 “ 40 [104]

abs1
𝑒p𝑡qp0.1q 𝑇 1

𝑒p0.02q, 𝑃1
𝑒p0.04q,

𝑀 1
H2O2,𝑜,𝑒

p0.1q

𝜎1
1,H2O2

p0.7q, 𝜎1
2,H2O2

p0.3q

𝜎1
𝑎,HO2

p0.7q, 𝜎1
2,HO2

p0.3q 𝑒 “ 41...45 [105]

abs1
𝑒p𝑡qp0.1q, 𝑇 1

𝑒p0.02q, 𝑃1
𝑒p0.04q,

𝑀 1
H2O,𝑒

p𝑡qp0.05q, 𝑀 1
H2O2,𝑜,𝑒

p0.05q;𝑀 1
H2O,𝑜,𝑒

p0.2q;𝑀 1
O2,𝑜,𝑒

p0.2q,

𝑀 1
OH,𝑒

p𝑡qp0.05q; �̂�1
1,H2O2

p0.7q, �̂�1
2,H2O2

p0.7q

�̂�1
1,HO2

p0.7q, �̂�1
2,HO2

p0.7q 𝑒 “ 46...50 [106]

abs1
𝑒p𝑡qp0.1q 𝑇 1

𝑒p0.02q, 𝑃1
𝑒p0.04q,

𝑀 1
Cl,𝑜,𝑒p0.1q, 𝑀 1

Cl2,𝑜,𝑒p0.05q, 𝑀 1
CH3OH,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05q,

�̂�1
1,H2O2

p0.7q, �̂�1
2,H2O2

p0.7q

�̂�1
1,HO2

p0.7q, �̂�1
2,HO2

p0.7q 𝑒 “ 51...59 [107]

𝑀 1
O,𝑒

p𝑡qp0.12q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑖

p0.05q 𝑒 “ 60...61 [175]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

Klippenstein (Unpublished) were used for the active kinetic parameters of M-R1 and O-R1.

It should also be noted the a priori fit for D-R1 was determined by using the high pressure limit
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Table 4: List of physical targets considered in the optimization continued. 𝑎,𝑏
III. Global exp. IV. Exp. conditions

𝑀 1
NO2,𝑒

p𝑡qp0.15q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2,𝑜,𝑒

p0.05q;𝑀 1
O2,𝑜,𝑒

p0.05q;𝑀 1
NO,𝑜,𝑒

p0.05q, 𝑒 “ 62 [176]

𝑀 1
abs,𝑒p𝑡qp0.1q 𝑇 1

𝑒p0.01q, 𝑃1
𝑒p0.02q,

𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑒 “ 63...79 [177]

𝑀 1
OH,𝑒

p𝑡qp0.15q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2,𝑜,𝑒

p0.05q;𝑀 1
O2,𝑜,𝑒

p0.05q;𝑀 1
H,𝑜,𝑒

p2.3q, 𝑒 “ 80 [178]

𝑀 1
O2,𝑒

p𝑡qp0.12q, 𝑀 1
𝐻2𝑂,𝑒

p𝑡qp0.12q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2,𝑒

p𝑡qp0.12q, 𝑀 1
𝑁𝑂2,𝑒

p𝑡qp0.12q 𝑀 1
H2,𝑜,𝑒

p0.05q;𝑀 1
O2,𝑜,𝑒

p0.05q

𝑀 1
NO,𝑒

p𝑡qp0.12q 𝑀 1
NO,𝑜,𝑖

p0.05q, 𝑡1p0.0258q 𝑒 “ 81 [179]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05qp0.05q 𝑒 “ 82...84 [180]

𝑀 1
O2,𝑒

p𝑡qp0.1q, 𝑀 1
H2,𝑒

p𝑡qp0.1q, 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
NO2,𝑒

p𝑡qp0.1q 𝑀 1
H2,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑖

p0.05q, 𝑡1p0.5q 𝑒 “ 85 [181]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2HI,𝑜,𝑒p0.05q, 𝑀 1

NO2,𝑜,𝑒
p0.05q 𝑒 “ 86 [182]

𝑀 1
abs,𝑒p𝑡qp0.1q, 𝑀 1

H2O,𝑒
p𝑡qp0.1q, 𝑇 1

𝑒p0.01q, 𝑃1
𝑒p0.02q,

𝑀 1
OH,𝑒

p𝑡qp0.1q 𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O2,𝑜,𝑖

p0.5q, 𝑀 1
H,𝑜,𝑖

p0.5q

𝑀 1
H2O,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑖

p0.5q, 𝑀 1
CH4,𝑜,𝑖

p0.5q

�̂�:1
1,H2O2

, �̂�:1
1,HO2

𝑒 “ 87 [108]

𝑀 1
CH3,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H6,𝑜,𝑒

p0.05q 𝑒 “ 88 [183]

𝑀 1
abs,𝑒p𝑡qp0.12q 𝑇 1

𝑒p0.01q, 𝑃1
𝑒p0.02q,

𝑀 1
CH3,𝑜,𝑒

p0.05q𝜎::
1

1,1,CH3 , 𝜎
::

1

2,CH3 𝑒 “ 89...106 [184]

𝑀 1
CH3,𝑒

p𝑡qp0.08q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H6,𝑜,𝑒

p0.05q 𝑒 “ 107...115 [157]

𝑀 1
CH3,𝑒

p𝑡qp0.08q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H6N,𝑜,𝑒

p0.05q 𝑒 “ 116 [185]

𝑀 1
CH3,𝑒

p𝑡qp0.08q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H6,𝑜,𝑒

p0.05q, 𝑀 1
CH4,𝑜,𝑒

p0.05q 𝑒 “ 117 [185]

𝑀 1
CH3,𝑒

p𝑡qp0.11q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3I,𝑜,𝑒p0.05q 𝑒 “ 118 [185]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3COCH3,𝑜,𝑒

p0.05q, 𝑀 1
C4H10O2,𝑜,𝑒

p0.05q, 𝑀 1
H2O,𝑜,𝑒

p0.05q 𝑒 “ 119 [186]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3OH,𝑜,𝑒

p0.05q 𝑒 “ 120...122 [187]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

from Harding et al. [210], and the low pressure limit and Fcent values were fit from calculations

presented in Klippenstein et al. [211].
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Table 4: List of physical targets considered in the optimization continued.𝑎,𝑏

III. Global exp. IV. Exp. conditions

𝑀 1
H,𝑒

p𝑡qp0.10q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3OH,𝑜,𝑒

p0.05q 𝑒 “ 123...131 [188]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C4H10O2,𝑜,𝑒

p0.05q, 𝑀 1
C2H6N2,𝑜,𝑒

p0.05q 𝑒 “ 132...134 [189]

𝑀 1
CO,𝑒

p𝑡qp0.07q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q 𝑒 “ 135...136 [190]

𝑀 1
CH2O,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q 𝑒 “ 137...146 [191]

𝑀 1
CH2O,𝑒

p𝑡qp0.07q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.05q 𝑒 “ 147...148 [192]

𝑀 1
H,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q 𝑒 “ 149 [193]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q, 𝑀 1
O2,𝑜,𝑒

p0.05q, 𝑀 1
H,𝑜,𝑒

p0.05q 𝑒 “ 150...152 [194]

𝑀 1
HCO,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
OCHCHO,𝑜,𝑒

p0.05q 𝑒 “ 153...154 [195]

𝑀 1
HCO,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
OCHCHO,𝑜,𝑒

p0.05q 𝑒 “ 155...157 [196]

𝑀 1
CO,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q, 𝑀 1
C2H5I,𝑜,𝑒p0.05q 𝑒 “ 158...161 [197]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

Target Class (I): ab initio calculations

Molecular properties from ab initio calculations were used as targets for the molecular param-

eters of B-R1, B-R2, B-R3, B-R4, B-R5, C-R1, E-R1, F-R1, F-R2, G-R1, G-R2, I-R1, I-R2, K-R1,

K-R2, L-R1, M-R1, and O-R1. Uncertainties listed in Table 3 reflect the level of electronic struc-

ture theory and the level of detail in the treatment. Specifically, barrier height uncertainty estimates

for the various methods and basis set combinations were based on values presented in a publication

from Klippenstein and Cavallotti [80].
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Table 4: List of physical targets considered in the optimization continued.𝑎,𝑏

III. Global exp. IV. Exp. conditions

𝑀 1
CH2O,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
abs,𝑒p𝑡qp0.1q 𝑀 1

CH2O,𝑜,𝑒
p0.05q, 𝑀 1

C2H5I,𝑜,𝑒p0.05q 𝑒 “ 162...164 [198]

𝑀 1
CH2O,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH2O,𝑜,𝑒

p0.05q 𝑒 “ 165...167 [199]

𝑀 1
H,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H5I,𝑜,𝑒p0.05q 𝑒 “ 168...169 [200]

𝑀 1
H,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H5I,𝑜,𝑒p0.05q 𝑒 “ 170...172 [201]

𝑀 1
H,𝑒

p𝑡qp0.1q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C2H5I,𝑜,𝑒p0.05q 𝑒 “ 173 [202]

𝑀 1
OH,𝑒

p𝑡qp0.07q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
C4H10O2,𝑜,𝑒

p0.05q, 𝑀 1
CH2O,𝑜,𝑒

p0.05q 𝑒 “ 174 [203]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CO,𝑜,𝑒

p0.05q, 𝑀 1
HNO3,𝑜,𝑒

p0.05q 𝑒 “ 175...176 [204]

𝑀 1
O,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3I,𝑜,𝑒p0.05q, 𝑀 1

O2,𝑜,𝑒
p0.05q 𝑒 “ 177...179 [205]

𝑀 1
O,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3I,𝑜,𝑒p0.05q, 𝑀 1

O2,𝑜,𝑒
p0.05q 𝑒 “ 180 [206]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3I,𝑜,𝑒p0.05q, 𝑀 1

O2,𝑜,𝑒
p0.05q 𝑒 “ 181...182 [207]

𝑀 1
OH,𝑒

p𝑡qp0.05q 𝑇 1
𝑒p0.01q, 𝑃1

𝑒p0.02q,

𝑀 1
CH3I,𝑜,𝑒p0.05q, 𝑀 1

O2,𝑜,𝑒
p0.05q 𝑒 “ 181...182 [208]

𝑎Note that 1 indicates ln() of the quantity.
𝑏Uncertainties listed in () are intended to reflect two standard deviations.

Target Class (II): Rate constant determinations

Rate constant determinations (from studies other than those treated as macroscopic observ-

ables) were included as targets for, 𝑘A1, 𝑘A2, 𝑘A3, 𝑘B3, 𝑘B4, (𝑘B5a + 𝑘B5b), (𝑘C1 + 𝑘C2 + 𝑘C3a +

𝑘C3b + 𝑘C3c), (𝑘C3a/(𝑘C1 + 𝑘C2 + 𝑘C3a + 𝑘C3b + 𝑘C3c)), ((𝑘C3b + 𝑘C3c)/(𝑘C1 + 𝑘C2 + 𝑘C3a + 𝑘C3b +

𝑘C3c)), 𝑘E1, 𝑘F1, 𝑘F3, 𝑘G1a, 𝑘I1e/(𝑘I2 + 𝑘I1e + 𝑘I1d), 𝑘I2 + 𝑘I1e + 𝑘I1d, 𝑘L1, 𝑘L2, 𝑘M1, 𝑘O1. Given that

uncertainties in rate constant determinations are often higher than typically estimated and prone to

systematic errors, [69, 71, 44] conservative uncertainties of a factor of two (or the scatter in the

data if lager) were applied.
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Target Class (III) and (IV): Macroscopic observables and experimental conditions

The raw data for the macroscopic observables from the experiments listed in Table 2 were

included as targets using uncertainties as reported or estimated using typical values [166, 167, 169,

170, 171, 172, 173, 174, 103, 102, 104, 105, 106, 107, 175, 178, 179, 180, 177, 181, 182, 108,

183, 184, 185, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202,

203, 204, 205, 206, 207, 208]. Macroscopic observables used as targets included time-resolved

H2O, H, O, OH, CO, O2, H2, NO2, NO, CH3, CH2O and HCO mole fractions, time-resolved O,

H, OH, CO, HCO and CH2O concentrations and absorbance at 215 nm, 227 nm, 193 nm, and

174 nm. Reported values for the experimental conditions were used as targets for physical model

parameters with uncertainties as reported or estimated using typical values [166, 167, 169, 170,

171, 172, 173, 174, 103, 102, 104, 105, 106, 107, 175, 178, 179, 180, 177, 181, 182, 108, 183,

184, 185, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202, 203,

204, 205, 206, 207, 208].

Determinations from Pirraglia et al. [169], Sutherland et al. [173] and Michael et al. [171] were

of interest in order to constrain group A reactions across a wider temperature range and determina-

tions from Michael et al. [177] were of interest to constrain D-R1 across a wider pressure range at

low temperatures. However, the raw data used for the experimental determinations are not reported

in the original papers. To assess the potential influence of including this data as well as provide

better model constraints, the present analysis makes use of a procedure to (approximately) regen-

erate the raw data from experimental rate constant determinations from the information reported.

A detailed description of this method can be found in LaGrotta et al. [146] for data generated from

a work by Kircher et al. [107]– the same general approach was extended here.

6.3 Results and discussion

Overall, predictions made by the optimized model, which included optimized molecular pa-

rameters, rate parameters and physical model parameters are in reasonable consistency with target
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data included from targets from ab initio calculations, rate constant determinations, macroscopic

observables, and reported experimental conditions. Although this study consisted of a variety of

target data and active parameters, the authors chose a few vignettes from their results they be-

lieve best highlighted the advantages of implementing MSI. Some of these results will explore

the disagreement between MSI rate constant determinations and those previously reported in the

literature– specifically focusing on discrepancies that can be attributed to coupled reaction systems.
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Figure 1: Rate constants for A-R1 at 1 atm. Open symbols represent experimental determinations
[166, 167, 169, 170] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from Troe et al., GRI30,
GRI1.12 and Miller et al. [212, 213, 214, 215], the a priori model, and the MSI model.

The analysis begins with group A reactions, which are fundamental building blocks of many

combustion systems. Generally, there is good agreement between 𝑘𝐴1, 𝑘𝐴2, and 𝑘𝐴3 and rate

constant determinations from the literature as seen in Fig. 1, 3 and 4. However, there is a noticeable

difference between Masten et al. [167] rate constant determinations for 𝑘𝐴1 and the MSI model at

higher temperatures. Uncertainty weighted sensitivity analysis of the time profiles for OH and H

(Fig. 6) helps reveal the prospective source of this discrepancy. Uncertainty weighted sensitivity

coefficients, B 𝑓𝑖
B𝑥 𝑗
𝜎𝑗 , indicate the parameters whose prior uncertainties (𝜎𝑗 ) influence uncertainties

117



1000 1200 1400 1600 1800
Temperature [K]

1011

1012

k 
[c

m
3 /m

ol
s]

H + O2 = O + OH

Miller et al.
Troe et al.
MSI model
a priori model
GRI30

GRI1.2
Hong et al.
Masten et al.
Pirraglia et al.
Wang et al.

Figure 2: The same data and simulations are presented as Fig. 1, with an adjusted temperature
range. Error bars are also included for Hong et al. [166] and Wang et al. [170] data.
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Figure 3: Rate constants for A-R2 at 1 atm. Open symbols represent experimental determinations
[172, 171, 174, 151] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from Nguyen et al. and
FFCM1 [216, 84], the a priori model, and the MSI model.

in the model predictions, and likewise which parameters can be constrained by inclusion of data

for those observables. Fig. 6 reveals that as temperature increases (panel c being at the highest

temperature), predictions of the observables have strong competing influence of parameters related
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Figure 4: Rate constants for A-R3 at 1 atm. Open symbols represent experimental determinations
[173, 171] as indicated in the legend. Solid symbols represent experimental conditions for which
raw data was included in the model. Lines represent model data from Nguyen et al. and Balakr-
ishnan et al., FFCM [217, 218, 84], the a priori model, and the MSI model.

to 𝑘𝐶1. These experiments were used to determine 𝑘𝐴1 however, after including constraints from

ab initio calculations (Klippenstein unpublished), it can be noted that these higher temperature

species profiles from Masten et al. can not exclusively be used to inform 𝑘𝐴1. In fact the results

of the UWSA imply that the value for 𝑘𝐶1 must be considered simultaneously. Masten et al. [167]

reported that their determinations were fairly independent of 𝑘𝐶1 and assumed a constant value

for 𝑘𝐶1 across the full experimental temperature range. This value was approximately 1/3 that of

the MSI value for 𝑘𝐶1 at the high temperatures. The MSI model and Masten et al. determinations

are able to reproduce the OH and H species profiles in Fig. 5 well within uncertainties. However,

given that UWSA reveals there is clearly an influence of secondary chemistry (parameters used

to represent 𝑘𝐶1) as well as other physical model parameters, it is reasonable to conclude that the

MSI interpretation of the data is more accurate given the updated secondary chemistry as well as

the inclusion of physical model parameters.

Wang et al. [170] also derived rate constants for 𝑘𝐴1 using OH time-histories from shock heated

mixtures of C3H6O3/O2/Ar. Wang et al. note how only lower C3H6O3 concentration mixtures are
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Figure 5: Time profiles of H and OH in shock-heated O2/H2/H/Ar near 1700 K 0.794 atm (a), 1980
K 0.675 atm (b) and 2898 K 1.98 atm (c). Symbols represent experimental data from Masten et
al. [167], lines represent model predictions using the a priori model, MSI model, and the original
Masten et al. model [167] with group A reactions derived from experimental data shown. OH
profiles are presented in arbitrary units because a multiplier is used to adjust for OH measurement
calibration error reported in [167].

able to be used for rate constant determinations for 𝑘𝐴1, due to the strong influence of secondary

chemistry as C3H6O3 concentrations increase. The high sensitivity to secondary chemistry is con-

firmed with an UWSA as well as traditional sensitivity analysis. Panel (a) of of Fig. 10 and panel

(a) of Fig. 9 show the uncertainty-weighted sensitivity analysis and traditional sensitivity analyses

to the OH profile in Fig. 8 panel (a). This OH profile was generated using a lower initial C3H6O3

concentration and the resulting sensitivity analyses show that although parameters related to 𝑘𝐴1

are certainly the most sensitive, there is still potentially non-negligible influence from secondary

chemistry. Panel (b) of Fig. 10 and panel (b) of Fig. 9 show the uncertainty-weighted sensitivity

as well as traditional sensitivity respectively, to the OH profile in Fig. 8 panel (c). This OH (Fig.

8 panel (c)) profile was generated using a higher initial C3H6O3 concentration; the resulting sensi-

tivity analysis show the resulting OH profile is sensitive to a variety of parameters related to other
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Figure 6: Uncertainty-weighted sensitivity analysis for H and OH of Masten et al. [167] shown in
Fig. 5.
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Figure 7: Rate constants for C-R1 at 1 atm. Open symbols represent experimental determinations
[153, 154, 175, 219] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from Baulch et al. and
Masten et al. [44, 167], the a priori model, and the MSI model.

reactions, which is why Wang et al. choose to exclude these profiles when making their 𝑘𝐴1 rate

constant determinations.
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Figure 8: Time profiles of OH and CO in shock-heated C3H6O3/O2/H/Ar near 1520 K 1.55 atm
(a,d), 1524 K 1.55 atm (b,e) and 1364 K 1.66 atm (c,f). Symbols represent experimental data from
Masten et al. [170], lines represent model predictions using the a priori model, MSI model, and
GRI30 model [213], USC model [209], Aramco 2.0 model [220], and USC model with updated
Wang et al. rate constants [170]

The MSI model agrees with the Wang et al. 𝑘𝐴1 determinations within uncertainties (Fig. 1)

and unsurprisingly, is able to reproduce OH time histories at the low concentration conditions used

to derive these rate constants (Fig. 8 panel (a)). However, closer inspection of Fig. 8 panel (a)

reveals the MSI model actually captures the full curvature of the raw data better than that of the

Wang et al. model. This is likely due to the influence of secondary chemistry unaccounted for by

Wang et al. even at lower concentration conditions.

The MSI model is also able to reproduce the experimentally determined OH profiles generated

with higher concentration mixtures of C3H6O3 as seen in Fig. 8 panel (b and c). Closer examina-

tion of Fig. 8 panel (b and c) reveals that other models (simulated without impurities) ignite far too

quickly thus indicating that the discrepancies between these model predictions and experimental

determinations can not be attributed to impurities or vibrational relaxation times (which occur on

a <10 `s time scale). Rather the discrepancies are due to the rate constant values of secondary
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chemistry. The secondary chemistry of note influencing these OH profiles are parameters related

to 𝑘𝐿1, 𝑘𝑀1, and 𝑘𝐿2 as seen in Fig. 10 (b). Given that these profiles were informative of a variety

of other rate constants, which are active parameters in our model structure, MSI is able to appro-

priately include these species profiles as target data, to help create redundant overlapping reaction

systems. Additionally, because MSI is able to correctly classify the information content of raw

experimental data sets, the model is able to reproduce the higher concentration OH time histories,

Fig. 8 panel (b,c).

Another important piece of information that can be gleamed from group A analysis (A-R1,

A-R2 and A-R3) is the importance of these branching reactions, such that even small uncertainties

in any of the rate constants can become the largest uncertainties in combustion model predictions.

The MSI model determinations for 𝑘𝐴1, 𝑘𝐴2, and 𝑘𝐴3 show minimal deviation from the prior

model, generally less than 12%. However, these small adjustments in the rate constants contribute

to major differences between the a priori model and MSI model when making combustion model

predictions (Fig. 5, Fig. 8, and Fig. 12). Demonstrating how for these reactions extremely accurate

rate constant determinations are necessary to make accurate combustion predictions.
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Group C rate constant determinations generally agree fairly well with previous determinations
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Figure 11: Rate constants for C-R3a at 1 atm. Open symbols represent experimental determina-
tions [153, 154, 219] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from Baulch et al. [44],
a priori model, and the MSI model.

from literature (Fig. 14 and Fig. 11), with the exception of the Baldwin and Walker determinations

[219], which are older and generally considered less reliable. However, some determinations from
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Michael et al. [175] fall outside the uncertainties of the prior model as well as the MSI predictions

(Fig. 14). Based on the UWSA in Fig. 15, the two O atom time histories used as macroscopic

target data were fairly informative of not only parameters representing 𝑘𝐶1 but also physical model

parameters 𝑇𝑖,𝑜,𝑒 and 𝑀H2,𝑜,𝑒. In fact, although the MSI model is able to reproduce the species

profiles presented by Michael et al. [175] in Fig. 13, the species profiles in Fig. 13 (b) (corre-

sponding to the filled marker in the Fig. 14 outside of the prior and posterior uncertainties) is only

able to be reproduced with an adjustment to the initial temperature. Additionally, although the

MSI model and Baulch et al. [44] model (determined with an Arrhenius parameter optimization)

both seem to encompass a majority of the experimental determinations, the Baulch et al. [44]

model has a temperature dependence inconsistent with theory for 𝑘𝐶1 and 𝑘𝐶3𝑎. Both these results

help demonstrate how including ab initio calculations and physical model parameters in the model

structure (with appropriate uncertainties) protects against unrealistic adjustments to rate constant

determinations by capturing the full information content of a data set as well as insuring the model

maintains a physically realistic temperature dependence.

The results from the group C rate constants also provide some additional insights into the

results seen for group A rate constants. Specifically, recounting the history for the rate constant

determinations for C-R3a and C-R1 helps explain the results presented here. Baldwin and Walker’s

1979 determinations for C-R3a and C-R1 hinged on rate constant determinations for the reactions

of A-R1 and B-R2 (both of which have been revised significantly since 1979) [219]. (Reinterpreted

values for the Baldwin and Walker method are also plotted, using the rate constant values deter-

mined by MSI). Baulch et al. based their recommendations for C-R3a and C-R1 around Baldwin

and Walker’s original determination [44]. The GRI mechanism [213] used the Baulch et al. deter-

mination as priors for their optimization; the optimization determined lower values for both rate

constants but maintained the Baulch et al. temperature dependence (Fig. 14 and Fig 11). Then,

Hong et al. [166] used the GRI mechanism as the secondary chemistry when making rate constant

determinations for A-R1. Examining Fig. 2 it can be noted that at lower temperatures the MSI

model is scraping the edge of the Hong et al. error bars, while at higher temperatures there is much

125



better agreement.
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Figure 12: Time profiles of H2O in shock-heated O2/H2/Ar near 1472 K 1.83 atm (a), and 1100 K
1.95 atm (b). Symbols represent experimental data from Hong et al. [166], lines represent model
predictions using the a priori model, MSI model, and Hong et al. model [166].

The raw data used to determine A-R1 can be seen in Fig. 12, where panel b is at the lowest

temperature from the data set (1100 K). In their work Hong et al. [166] present a sensitivity analysis

for the maximum slope of the H2O profile (the quantity from which they derive A-R1). This

sensitivity analysis indicates that in the low temperature determinations errors are introduced by

interfering reactions, namely C-R3a and C-R1. This explains the discrepancy for A-R1 between the

MSI model and the Hong et al. determinations at low temperatures. This decades long propagation

of structural uncertainties could have been avoided if rate constant determinations were always

made with raw data and the appropriate coupled data sets.

Analysis of group D and E can begin by examining Fig. 16 and noting the discrepancy be-

tween the MSI model and the Davidson et al. [178] determinations, despite the ability of the MSI

model to predict the OH time history presented by Davidson et al. within uncertainties (Fig. 17).

Davidson et al. used shock heated H2/O2/Ar/N2 mixtures to generate OH profiles and determine

𝑘𝐷1. Sensitivity analyses presented by Davidson et al. and reproduced here (Fig. 18) for the OH

time history indicate that the primary rate constant of interest 𝑘𝐷1 competes strongly with 𝑘𝐴1;

meaning that in order to make an accurate determination for 𝑘𝐷1 the determination from 𝑘𝐴1 must
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Figure 13: Time profiles of O in shock-heated H2/O2/Ar near 1981 K 0.687 atm (a) and 1810 K
0.687 atm (b) [175], lines represent model predictions a priori model, MSI model, Michael et al.
[175].
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Figure 14: Rate constants for C-R1 at 1 atm. Open symbols represent experimental determinations
[153, 154, 175, 219] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from Baulch et al. and
Masten et al. [44, 167], the a priori model, and the MSI model.

be considered simultaneously. Davidson et al. [178] determined 𝑘𝐷1 by simulating OH profiles

and adjusting 𝑘𝐷1 to match the peak of the experimental OH profiles– assuming a constant value

for 𝑘𝐴1 consistent with that of the the GRI 1.12 mechanism [214]. The 𝑘𝐴1 value assumed by
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Figure 15: Uncertainty-weighted sensitivity analysis for O of Michael et al. [170] shown in Fig.
13

Davidson et al. is approximately 14% larger than that of the optimized MSI model. This deviation

is fairly substantial given the nature of R-A1 and likely explains the discrepancy between the MSI

model and 𝑘𝐷1 values determined by Davidson et al.
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Figure 16: Rate constants for D-R1. Open symbols represent experimental determinations [221,
180, 177, 178, 176, 222] as indicated in the legend. Solid symbols represent experimental con-
ditions for which raw data was included in the model. Lines represent model data from a priori
model, and the MSI model.

Bates et al. [176] also performed a series of experiments to determine the rate constant for 𝑘𝐷1
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Figure 17: Time profiles of OH, in shock-heated H2/O2/H/Ar near 1326 K 64.3 atm. Symbols
represent experimental data from Davidson et al. [178], lines represent model predictions using
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Figure 18: Uncertainty-weighted sensitivity analysis for OH of Davidson et al. [178] shown in
Fig. 17.

where a small amount of NO was added to the H2/O2 mixture and the rate of 𝑘𝐷1 was determined

by monitoring the absorption of NO2 profiles. After induction, the major competing reaction

with 𝑘𝐷1 is 𝑘𝐸1𝑎 and the rate constant for 𝑘𝐷1 can be determined using the analytical expression

[NO2]plateau = 𝑘𝐷1[O2][M]/𝑘𝐸1𝑎 assuming a reliable value for 𝑘𝐸1𝑎 is known. Davidson et al. used

a value for 𝑘𝐸1𝑎 from the GRI 1.12 mechanism [214], which is within 11% of the MSI model.

The MSI model is able to reproduce the the NO2 profile presented by Bates et al., and has good
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Figure 19: Time profiles of OH H2/O2/Ar near 1600 K 12 atm (a), and 1853 K 12.4 atm (b). Time
profiles of OH H2/O2/CO2/Ar near 1564 K 13.9 atm (c). Symbols represent experimental data
from Choudhary et al. [180], lines represent model predictions using the a priori model and MSI
model.
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Figure 20: Traditional sensitivity analysis for OH of Choudhary et al. [180] shown in Fig. 19 (a).
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Figure 21: Time profiles of H2/O2/NO/Ar near 800 K 10 atm Symbols represent experimental data
from Mueller et al. [222], lines represent model predictions using the a priori model, MSI model,
and Mueller et al. [222].
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agreement with the 𝑘𝐷1 value determined by Bates et al. [176] from this profile– likely because

the MSI model has good agreement with the 𝑘𝐸1𝑎.

The variation in 𝑘𝐷1 determinations due to secondary chemistry or competing reactions has not

gone unnoticed by the combustion community. In fact, a publication by Yang et al. [223] explores

the idea of reinterpreting the original results from the Bates et al. [176] and Davidson et al. [178]

using updated (and more accurate) rate constants for the secondary chemistry to determine a more

accurate value for 𝑘𝐷1.

The premise of the Yang et al. [223] study is similar in spirit to that of the the MSI study

conducted here– acknowledging the importance of secondary chemistry to accurately untangle

reaction systems. However, the MSI approach seeks to actively determine values for entangled

rate constants simultaneously instead of relying on stagnant updated chemistry in the a priori

model. The results of the Yang et al. study, which only consider target data from Davidson et al.

and Bates et al., can be seen in Fig. 16 and agree with the results of the MSI model within error

bars.

The MSI study also included additional data sets to aid in the determination from 𝑘𝐷1, one

of which is from from Choudhary et al. [180]. The MSI model agrees with determinations from

Choudhary et al. [180] within the stated 9% uncertainties (Fig. 16) and can reproduce the OH time-

histories in Fig. 19 used to determine 𝑘𝐷1. The slight discrepancy between the MSI determinations

and the Choudhary et al. [180] determinations are tied to 𝑘𝐴3 and 𝑘𝐴2. Choudhary et al. [180]

explain that 𝑘𝐴3 and 𝑘𝐴2 have an affect on OH concentration during induction (this was confirmed

here with a sensitivity analysis Fig. 20) and depending on the base mechanism chosen for their

analysis, determined values of 𝑘𝐷1 could vary. In fact, Choudhary explains how using the Aramco

2.0 mechanism [220] for the base mechanism instead of FFCM [84] produced results for 𝑘𝐷1,

which were 8% lower than those presented in the paper and displayed in Fig. 16. Given the

MSI values for 𝑘𝐴3 and 𝑘𝐴2 do not agree with those of FFCM [84] (Fig. 3 and Fig. 4), it is

unsurprising the final determinations for 𝑘𝐷1 differ slightly. This is another example of how even

small uncertainties in 𝑘𝐴3 and 𝑘𝐴2 can have a large effect on combustion model predictions, and in
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this case even other rate constant determinations.

Mueller et al. [222] used a flow reactor setup and mixtures of H2/O2/NO/Ar to determine

values for 𝑘𝐷1 by introducing NO into the initial experimental mixture the species profiles used

to determine 𝑘𝐷1 are also equally sensitive to 𝑘𝐸1𝑎 (Fig. 22). Mueller et al. [222] assumed a

value for 𝑘𝐸1𝑎 citing a personal communication along with a publication from Ko et al. [156]. 𝑘𝐷1

was determined by Mueller et al. by adjusting the rate constant value in simulations to reproduce

H2, NO and NO2 species time histories determined in the study. Fig. 16 shows good agreement

between the MSI model and the value for 𝑘𝐷1 determined by Mueller et al. [222] and Fig. 21

shows good agreement with the experimental species profiles. Given the undeniable entanglement

between 𝑘𝐷1 and 𝑘𝐸1𝑎 for these results, as one would expect the MSI model and the 𝑘𝐸1𝑎 value

used by Mueller et al. are also in good agreement.
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Figure 23: Rate constants for E-R1. Open symbols represent experimental determinations [222,
181, 155, 156, 182] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from a priori model,
and the MSI model.

Similarly, Haas et al. [181] used flow reactor experiments to determine values for 𝑘𝐸1𝑎 using

mixtures of H2/O2/NO/Ar, by using the ratio of [O2]/[NO2] and assuming a value for 𝑘𝐷1. Sen-

sitivity profiles for O2 and NO2 are similar to that seen in Fig. 22 where 𝑘𝐸1𝑎 and 𝑘𝐷1 are the

dominating sensitivities. Haas et al. assumes a value for 𝑘𝐷1, which is the average of the ten most
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Figure 24: Time profiles of O2, H2 and NO2 in a flow-reactor H2/O2/NO/Ar near 752 K 15 atm
Symbols represent experimental data from Haas et al. [181], lines represent model predictions
using the a priori model, MSI model.

common fits used for the reaction– this assumption is in good agreement with the MSI model (see

Fig. 16). Given the agreement between the MSI model and 𝑘𝐷1, and the ability of the MSI model

to reproduce the species profiles in Fig. 24, it is unsurprising there is good agreement between the

Haas et al. determinations for 𝑘𝐸1𝑎 and the MSI model.

Analysis of reaction groups D and E demonstrate the advantages of implementing MSI for de-

termining rate constants in coupled reaction systems. Exemplifying how often times experimental

data can not be analyzed without considering a two (or possibly more) reaction system and how

assuming a value for one or more reactions in an intertwined system could systematically skew

final determinations. Analysis of group D and E reactions also reinforces the importance of using

raw experimental data sets when possible in the model structure rather than relying on derived

data (such as rate constant determinations), which could systematically be skewed by assumptions

made during their determinations.

Similar to the group A rate constants, even small uncertainties in the rate constant for D-R1 can

propagate to large uncertainties in combustion model predictions. Relatively minor adjustments in

𝑘𝐷1 in the combustion temperature region can have a fairly large impact on combustion model

predictions (Fig. 17 and Fig. 21).
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Figure 25: Rate constants for K-R1a. Open symbols represent experimental determinations [193,
194] as indicated in the legend. Solid symbols represent experimental conditions for which raw
data was included in the model. Lines represent model data from a priori model, and the MSI
model.
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Figure 26: Rate constants for K-R1c. Open symbols represent experimental determinations [193,
194, 191, 192] as indicated in the legend. Solid symbols represent experimental conditions for
which raw data was included in the model. Lines represent model data from a priori model, and
the MSI model.

Group K analysis continues to affirm some of the previous trends. Examining the rate constant

determinations for 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 in Fig. 25 and Fig. 26 it can be noted the MSI determinations
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Figure 27: Time profiles of H in a shock-heated CH2O/Ar near 2337 K 0.329 atm Symbols repre-
sent experimental data from Kumaran et al. [193], lines represent model predictions using [193] et
al., a priori model, and MSI model.
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Figure 28: Time profiles of OH in a shock-heated CH2O/O2/Ar near 2687 K 1.52 atm and 2068
K 1.26 atm and 2331 K and 1.16 atm. Symbols represent experimental data from Vasudevan et
al. [194], lines represent model predictions using Vasudevan et al. [194], a priori model, and MSI
model.

are larger than the determinations from Kumaran et al. [193], despite having good agreement with

H species profile (Fig. 27) Kumaran et al. [193] used to derive the rate constant determinations. A

sensitivity analysis of the the H profile reveals it is predominately sensitive to 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 and

unsurprisingly, an uncertainty weighted sensitivity analyses reveals the profile is only sensitive to
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Figure 29: Traditional sensitivity analysis for OH of Vasudevan et al. [194] shown in Fig. 28 (c).

parameters that inform 𝑘𝐾1. Deriving accurate values for 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 using the H time history

requires untangling the relationship between the two rate constants.

Kumaran et al. [193] determines 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 by varying the rate constants until a good

fit of the experimental data is obtained, however no additional constraints were considered when

determining the rate constants. The lack of additional constraints (such as a branching ratio) means

the values of 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 are free to take any value relative to each-other. The final branching

ratio between 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 determined by Kumaran et al. does not agree with the final branching

ratio determined by the MSI model; additionally, the rate constants presented by Kumaran et al.

[193] fail to reproduce the experimental data as accurately as MSI model (Fig. 27). In the MSI

model 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 are treated by the same set of theoretical molecular parameters because they

physically exist on the same PES. The advantage of the MSI implementation is that throughout the

optimization a physically meaningful branching ratio between the two rate constants is maintained.

The values of 𝑘𝐾1𝑎 and 𝑘𝐾1𝑐 (as well as the other rate constants on the PES) can only move relative

to each-other in a physically meaningful way defined by the ab initio calculations used as the a

priori determinations.

The most interesting result from our group L reactions pertains to 𝑘𝐿2 and can be seen in Fig.

30. Despite having good agreement with the species profiles present by Fabherber et al. [196]

(Fig. 31), there is significant disagreement with the final determined rate constant for 𝑘𝑅𝐿2. In

their work, Fabherber uses a shock-heated glyoxal decomposition and the resulting HCO profiles

to determine the rate constant for 𝑘𝐿2. However, sensitivity analysis as well as an UWSA reveal
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the HCO profiles measured by Fabherber are not all that sensitive to the reaction of interest (32),

thus it is not surprising the MSI rate constant determined seems to be completely agnostic of the

Fabherber profiles. This result really highlights the advantage of including raw data into the model

structure so the true information content of a data set can be extracted. However, this result also

indicates the inherent uncertainty in this rate constant determination. The scatter in the data seen

in Fig. 30 along with the sensitivity analysis in Fig. 32 indicate that this reaction would be a

good candidate for future studies as well as a good candidate to be implemented with theoretical

molecular parameters.
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Figure 30: Rate constants for L-R2. Open symbols represent experimental determinations [160,
161, 162, 196, 224] as indicated in the legend. Solid symbols represent experimental conditions
for which raw data was included in the model. Lines represent model data from FFCM [84], a
priori model, and the MSI model.

6.4 Concluding Remarks: Coupled Reaction Systems

Previous theoretical and experimental data for coupled reaction systems were analyzed using

the MultiScale Informatics approach, which optimizes values and quantifies uncertainties for a set

of molecular parameters (within theoretical kinetics calculations), rate parameters, and physical

model parameters (within simulations of macroscopic observables) based on data from various
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Figure 31: Time profiles of HCO in a shock-heated OCHCHO/Ar near 1618 K 1.39 atm and 1519
K 1.28 atm. Symbols represent experimental data from Fabherber et al. [196]. Lines represent
model data from the a priori model, and MSI model.
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Figure 32: Traditional sensitivity analysis for OH of Vasudevan et al. [196] shown in Fig. 31 (b).

sources and scales. Results and discussion reinforce key elements of developing a high-accuracy

kinetic database, including: the importance of raw data for quantifying the information content of

experimental data, and the utility of theoretical kinetics calculations for constraining experimental

interpretations and providing an independent data source and finally, the subtleties of target data

selection for avoiding unphysical parameter adjustments to match data affected by structural un-

certainties. Results and discussion also places emphasises on the importance of considering all

rate constants in coupled reaction systems when deriving rate constant values and the systematic

errors that can occur when secondary chemistry is inaccurate. The vignettes in the results presented

here highlight the key elements of the approach and the clear advantages of the MSI method for
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untangling coupled reaction systems and deriving accurate rate constant values.

A general theme of the present work (consistent with similar analyses [69, 70, 71, 72] for

other reactions) is that apparent inconsistencies among theoretically calculated and experimen-

tally derived rate constants can often be resolved when the constraints imposed by ab initio elec-

tronic structure calculations and measured macroscopic observables are considered simultaneously

within multiscale, physics-based frameworks for data analysis. We therefore recommend that fu-

ture experimental studies report raw data (e.g. measured time profiles) and future theoretical stud-

ies provide theoretical kinetics input files (e.g. for Variflex or MESS) in addition to derived rate

constants—in order to enable rigorous comparisons of theory and experiment in a manner that

better reflects the information content and associated uncertainties in each.
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Chapter 7: Model Validation

7.1 Introduction

The model derived from results in Chapter 6 is tested against a wide variety of combustion

targets to assess its performance. The validation set consists of targets used for validation by

Burke et al. [111] and Keromnes et al. [225]. If the data had already been used in the target set for

the model, it was not included in validation. The validation data consists of ignition delay times,

species profiles from flow reactors, and laminar flame speeds. The MSI modules built on top of

the Cantera [83] framework are used to simulate experimental conditions.

Accurate predictions for the validation targets require both accurate chemical kinetics param-

eters and accurate treatments of chemical physics in realistic environments. The work presented

here addresses the determination of accurate chemical kinetics parameters by leveraging the in-

formation content of experimental data sets; these data sets were specifically selected because the

conditions under which they were performed were experiments in which chemical physics is well

defined and reliable.

More holistically accurate combustion modeling needs to be done in conjunction with bet-

ter treatments of chemical physics of realistic environments that have large fractions of energy-

transferring and reactive colliders [73, 77, 75, 45, 74, 79]. Both of which are active areas of

research and are on the precipice of resolution. Thus, given the current state of combustion simu-

lation predictions, for certain experiments, predictions will not be 100% accurate until these chal-

lenges are addressed. All told, the MSI model presented here still does better than the a priori

model for the validation data chosen.
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7.2 Validation Plots

Overall, the MSI model performs well on the validation data, with a few exceptions that will

be discussed. The ignition delay validation tests are shown in Fig. 1 - Fig. 21. The ignition

delay conditions spanned a temperature range from 1000 - 3000 K and a pressure range from

1 - 64 atm. The current mechanism is in good agreement with data from Herzler et al. [226]

for 1 bar and 16 bar experiments (Fig. 1 and Fig. 3). However, it can be noted the model has

trouble reproducing the Herzler et al. data determined at 4 bar between 950 K and 1100 K (Fig.

2). At these intermediate temperature conditions, and under certain experiment conditions, the

data show an unusual behavior. This behavior is created by the competition between the chain-

branching reaction H + O2 = O + H and the chain propagating reaction H + O2 (+M) = HO2

(+M). At low temperatures, the reactivity is controlled by the chain propagating reaction, and at

high temperatures, the reactivity is controlled by the chain branching reaction. With increasing

pressure, the rate of collisions increase, which results in the predominance of H + O2 (+M) =

HO2 (+M) over H + O2 = O + H. Being relatively inactive, the HO2 radicals produced contribute

to an overall decrease in reactivity. Thus, in this intermediate temperature range, low pressure

experiments show a stronger reactivity than high pressure experiment resulting in this unusual

cross-over behavior. The MSI model seems to have trouble reproducing this specific behavior.

Generally though, outside of this exception, the MSI model has improved performance over that of

the a priori model and is able to reproduce the ignition delay validation data. Further examples of

the model having trouble reproducing this specefic behavior can be noted in Fig. 19 and Fig. 21.

The flame speed validation tests are shown in Fig. 22 - Fig. 68. The MSI model also performs

well on the experimental data used for flame speed validation. The laminar flame speed conditions

spanned a temperature range from 298-325 K and a pressure range from 1 - 25 atm. Laminar flame

speed experimental data spanned a range of conditions. These conditions ranged from lean (𝜙 “

0.4) to rich mixtures (𝜙 “ 2.5) and contained various diluents Ar/He/N2. Flame speed predictions

for the MSI model generally performed well at room temperature on lean H2/O2 mixtures with
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various diluents. The MSI model is able to capture the different effects of the diluent at these

lower pressure conditions. The model also performs well at 1 atm conditions when CO and CO2

are added to the initial mixture composition. The MSI model generally shows improvement over

the a priori model.

However, it can be noted that the model has difficulty reproducing rich mixtures at higher

pressures (Fig. 39, Fig. 42, Fig. 43, Fig. 44, and Fig. 45). Specifically, the model has the most

difficulty with pure H2/O2/Ar mixtures where no CO is added. The source of this discrepancy is

likely due to a combination of two factors. The first likely source of discrepancy is the rate constant

of H + H + M = H2 + M. The rate constant for this reaction becomes significantly more important

for accurate predictions of flames at rich conditions. The MSI model does not specifically focus

on improving the kinetics parameters for this reaction– revisiting this reaction and optimizing its

kinetics parameters may be necessary to accurately simulate flames at rich conditions.

The second likely source of discrepancy is the effects of mixture rules and collider efficiencies.

Mixture rules help account for how a rate constant (and thus an overall reaction rate) would be

affected by the kinetic energy transfer occurring for molecular collisions in the mixture. The ability

of a specific molecule to effectively transfer energy is accounted for by assigning it a collision

efficiency. The collision efficiency for each molecule present in the mixture is multiplied by that

specific molecule’s concentration and they are then linearly summed. This linear summation is

then multiplied into the expression for calculating the reaction rate. As shown by Lei et al. [77]

this assumption of linearity often breaks down at different conditions (specifically as pressure

increases). Additionally, the values of collision efficiencies (which are temperature dependent)

assigned to specific molecules have an impact on the calculation of the overall reaction rate. These

simulations were run using Cantera, which only has the ability to implement a linear mixture rule

and collider efficiencies at a single temperature. In this model, collider efficiencies were assigned

for „1000 K. The deviations of these high pressure rich mixture condition predictions from the

experimental data are likely due to some combination of these factors. However, further work

needs to be done to explore the root of these deviations.
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Species profile validation tests are shown in Fig. 69 - Fig. 104. The model also performs

very well for species profiles generated in flow reactors. The species profiles conditions spanned

a temperature range from 800-1068 K and 0.5-14 atm. H2, O2, H2O, CO and CO2 profiles were

generated from various dilute H2/O2/N2 or H2/O2/H2O/CO/N2 mixtures. The MSI model performs

well on all H2/O2/N2 mixtures and shows improvement over the a priori model. The MSI model

seems to have more difficulty reproducing species profiles for initial mixtures containing CO. It

is likely that this discrepancy stems from the rate constant determined for CO + OH = CO2 + H.

Unfortunately, the rate constant for CO + OH = CO2 + H was not able to be properly addressed in

the current model due to the lack of theory and/or experimental data within the MSI analysis.

As a general note, for flow reactor studies, it is necessary to shift the time in order to take

into account any reactivity occurring during the initial mixing of the reactants, where non-ideal

conditions are encountered. The MSI model and the a priori model have both been time shifted

appropriately to account for these effects.

Overall, the MSI model performs well on the the initial validation data. However, until more

holistically accurate combustion modeling can be achieved, the model predictions may not per-

fectly reproduce experimental data. This being said, there are still some potential discrepancies

with experimental data, which need to be explored. First, how the branching ratio for the reactions

of H + O2 (+M) = HO2 (+M) and H + O2 = O + H is affecting ignition delay time predictions. Sec-

ond, the effect of the rate constant for H + H + M = H2 + M, mixture rules, and collider efficiencies

are having on rich flame speed predictions. Finally, the effect the rate constant of CO + OH = CO2

+ H is having on CO profile predictions.
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Figure 1: Comparison with ignition delay times measured by Herzler et al. [226] (5.87% H2 +
2.95 O2 + 91.18 Ar).
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Figure 2: Comparison with ignition delay times measured by Herzler et al. [226] (5.87% H2 +
2.95 O2 + 91.18 Ar).
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Figure 3: Comparison with ignition delay times measured by Herzler et al. [226] (5.87% H2 +
2.95 O2 + 91.18 Ar).
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Figure 4: Comparison with ignition delay times measured by Hidaka et al. [227] (1.0% H2 + 1.0%
O2 + 98.0% Ar).
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Figure 5: Comparison with ignition delay times measured by Petersen et al. [228] (2.0% H2 +
1.0% O2 + 97.0% Ar).
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Figure 6: Comparison with ignition delay times measured by Petersen et al. [228] (2.0% H2 +
1.0% O2 + 97.0% Ar).
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Figure 7: Comparison with ignition delay times measured by Skinner et al. [229] (8.0% H2 + 3.0%
O2 + 90.0% Ar).
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Figure 8: Comparison with ignition delay times measured by Schott et al. [230] (4.0% H2 + 2.0%
O2 + 94.0% Ar).
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Figure 9: Comparison with ignition delay times measured by Bhaskaran et al. [231] (22.59% H2
+ 14.79% O2 + 63.41% N2).
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Figure 10: Comparison with ignition delay times measured by Cheng et al. [232] (5.0% H2 + 5.0%
O2 + 90.00% N2).
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Figure 11: Comparison with ignition delay times measured Slack et al. [233] (22.59% H2 +
14.79% O2 + 63.41% N2).
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Figure 12: Comparison with ignition delay times measured by Kalitan et al. [234] at 1.1 atm
(17.3%(𝛼H2 + (1-𝛼)CO) + 17.5% O2 + 65.2% Ar).
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Figure 13: Comparison with ignition delay times measured by Kalitan et al. [234] at 1.1 atm
(17.3%(𝛼H2 + (1-𝛼)CO) + 17.5% O2 + 65.2% Ar).
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Figure 14: Comparison with ignition delay times measured by Kalitan et al. [234] at 1.1 atm
(17.3%(𝛼H2 + (1-𝛼)CO) + 17.5% O2 + 65.2% Ar).

8.0 8.5 9.0 9.5 10.0 10.5
10000/T [1/K]

101

102

103

104

ig
n 

= 
(

P t)
m

ax
[

s]

MSI model
a priori model
20% CO + 80% H2 Kalitan et al.

Figure 15: Comparison with ignition delay times measured by Kalitan et al. [234] at 1.1 atm
(17.3%(𝛼H2 + (1-𝛼)CO) + 17.5% O2 + 65.2% Ar).
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Figure 16: Comparison with ignition delay times measured by Keromnes et al. [225] at 1 bar
(0.3% H2 + 2.96% O2 + 5.62% CO + 91.12% Ar).
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Figure 17: Comparison with ignition delay times measured by Keromnes et al. [225] at 4 bar
(0.3% H2 + 2.96% O2 + 5.62% CO + 91.12% Ar).

7.0 7.5 8.0 8.5 9.0 9.5
10000/T [1/K]

101

102

103

104

105

ig
n 

= 
t([

O
H

*]
m

ax
)[

s]

MSI model
a priori model

14 bar Keromnes et al.

Figure 18: Comparison with ignition delay times measured by Keromnes et al. [225] at 16 bar
(0.3% H2 + 2.96% O2 + 5.62% CO + 91.12% Ar).
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Figure 19: Comparison with ignition delay times measured by Keromnes et al. [225] at 16 bar
(0.17% H2 + 3.47% O2 + 3.30% CO + 93.06% Ar).

151



5 6 7 8 9 10 11
10000/T [1/K]

102

103

ig
n 

= 
t([

O
H

*]
m

ax
)[

s]

MSI model
a priori model

1 bar Keromnes et al.

Figure 20: Comparison with ignition delay times measured by Keromnes et al. [225] at 16 bar
(2.96% H2 + 2.96% O2 + 2.96% CO + 92.12% Ar).
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Figure 21: Comparison with ignition delay times measured by Keromnes et al. [225] at 4 bar
(2.96% H2 + 2.96% O2 + 2.96% CO + 92.12% Ar).
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Figure 22: Laminar flame speed of H2/O2/N2 mixture at 1 atm and room temperature. Where
N2/O2 = 3.76 Experimental data are taken from [235, 236, 237, 238, 239].
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Figure 23: Laminar flame speed of H2/O2/Ar mixture at 1 atm and room temperature. Where
Ar/O2 = 3.76. Experimental data are taken from [237].
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Figure 24: Laminar flame speed of H2/O2/He mixture at 1 atm and room temperature. Where
He/O2 = 3.76. Experimental data are taken from [237].
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Figure 25: Laminar flame speed of H2/O2/CO/N2 mixture at 1 atm and room temperature. Where
H2 = 50%, CO = 50%, and N2/O2 = 3.76. Experimental data are taken from [240, 241, 242, 243].
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Figure 26: Laminar flame speed of H2/O2/CO/N2 mixture at 1 atm and room temperature. Where
H2 = 25%, CO = 75% and N2/O2 = 3.76. Experimental data are taken from [243].
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Figure 27: Laminar flame speed of H2/O2/CO/N2 mixture at 1 atm and room temperature. Where
H2 = 5%, CO = 95%, and N2/O2 = 3.76. Experimental data are taken from [240, 241, 242, 243].
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Figure 28: Laminar flame speed of H2/O2/N2 mixture at 1 atm and room temperature. Where
N2/O2 = 3.76. Experimental data are taken from [236, 237, 238, 235].
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Figure 29: Laminar flame speed of H2/O2/CO/N2 mixture at 1 atm and room temperature. Where
H2 = 50%, CO = 50% and N2/O2 = 3.76. Experimental data are taken from [240, 242, 243].
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Figure 30: Laminar flame speed of H2/O2/CO/N2 mixture at 1 atm and room temperature. Where
H2 = 25%, CO = 75% and N2/O2 = 3.76. Experimental data are taken from[243].
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Figure 31: Laminar fLaminar flame speed of H2/O2/CO/N2 mixture at 1 atm and room temperature.
Where H2 = 5%, CO = 95% and N2/O2 = 3.76. Experimental data are taken from [242, 240].
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Figure 32: Laminar flame speed of H2/O2/N2 mixture at 1 atm and room temperature. Where
N2/O2 = 3.76. Experimental data are taken from [244].
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Figure 33: Laminar flame speed of H2/O2/N2 mixture at 5 atm and room temperature. Where
N2/O2 = 3.76. Experimental data are taken from [244].
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Figure 34: Laminar flame speed of H2/O2/CO/N2 mixture at 10 atm and room temperature. Where
N2/O2 = 3.76. Experimental data are taken from [244].
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Figure 35: Mass burning rates of hydrogen for a stoichiometric mixture of H2/O2 diluted in He for
a 1800 K flame temperature. Experimental data are taken from [245].
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Figure 36: Mass burning rates of hydrogen for a stoichiometric mixture of H2/O2 diluted in He for
a 1700 K flame temperature. Experimental data are taken from [245].
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Figure 37: Mass burning rates of hydrogen for a stoichiometric mixture of H2/O2 diluted in He for
a 1600 K flame temperature. Experimental data are taken from [245].
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Figure 38: Mass burning rates of hydrogen for a stoichiometric mixture of H2/O2 diluted in He for
a 1500 K flame temperature. Experimental data are taken from [245].
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Figure 39: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2 diluted in Ar for
a 1600 K flame temperature. Experimental data are taken from [245].

0 5 10 15 20 25
Pressure [atm]

0.1

0.2

0.3

0.4

0.5

M
as

s b
ur

ni
ng

 ra
te

 [g
/c

m
2

s]

a priori model
MSI model

Burke et al.

Figure 40: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2/CO diluted in Ar
for a 1600 K flame temperature. Where H2 = 50% and CO = 50%. Experimental data are taken
from [245].
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Figure 41: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2/CO diluted in Ar
for a 1600 K flame temperature. Where H2 = 10% and CO = 90%. Experimental data are taken
from [245].
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Figure 42: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2 diluted in Ar for
a 1500 K flame temperature. Experimental data are taken from [245].
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Figure 43: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2 diluted in Ar for
a 1600 K flame temperature. Experimental data are taken from [245].
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Figure 44: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2 diluted in Ar for
a 1700 K flame temperature. Experimental data are taken from [245].
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Figure 45: Mass burning rates of hydrogen for a rich mixture (𝜙 = 2.5) of H2/O2 diluted in Ar for
a 1800 K flame temperature and 1 atm. Experimental data are taken from [245].
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Figure 46: Laminar flame speed for a lean mixture (𝜙 = 0.9) of H2/O2/CO/N2 at 1 atm and 323 K.
Where CO = 95%, H2 = 5% and N2/O2 = 3.76. Experimental data are taken from [246].
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Figure 47: Laminar flame speed for a lean mixture (𝜙 = 0.8) of H2/O2/CO/N2 at 1 atm and 323 K.
Where CO = 95%, H2 = 5% and N2/O2 = 3.76. Experimental data are taken from [246].
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Figure 48: Laminar flame speed for a lean mixture (𝜙 = 0.7) of H2/O2/CO/N2 at 1 atm and 323 K.
Where CO = 95%, H2 = 5% and N2/O2 = 3.76. Experimental data are taken from [246].
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Figure 49: Laminar flame speed for a lean mixture (𝜙 = 0.6) of H2/O2/CO/N2 at 1 atm and 323 K.
Where CO = 50%, H2 = 50% and N2/O2 = 3.76. Experimental data are taken from [246].

161



0 10 20 30 40
H2O %

20.0

22.5

25.0

27.5

30.0

32.5

35.0

37.5

40.0

Fl
am

e 
Sp

ee
d 

[c
m

/s
]

a priori model
MSI model

Das et al.

Figure 50: Laminar flame speed for a lean mixture (𝜙 = 0.5) of H2/O2/CO/N2 at 1 atm and 323 K.
Where CO = 50%, H2 = 50% and N2/O2 = 3.76. Experimental data are taken from [246].
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Figure 51: Laminar flame speed for a lean mixture (𝜙 = 0.4) of H2/O2/CO/N2 at 1 atm and 323 K.
Where CO = 50%, H2 = 50% and N2/O2 = 3.76. Experimental data are taken from [246].
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Figure 52: Laminar flame speed for a H2/O2/N2 mixture at 1 bar and 302 K. Where N2/O2 = 3.76.
Experimental data are taken from [247].
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Figure 53: Laminar flame speed for a H2/O2/N2 mixture at 1 bar and 302 K. Where N2 = 20%.
Experimental data are taken from [247].
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Figure 54: Laminar flame speed for a H2/O2/N2 mixture at 1 bar and 302 K. Where N2 = 40%.
Experimental data are taken from [247].
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Figure 55: Laminar flame speed for a H2/O2/CO/CO2/N2 mixture at 1 bar and 302 K. Where CO
= 30%, H2 = 30%, CO = 40% and N2/O2 = 3.76. Experimental data are taken from [248].
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Figure 56: Laminar flame speed for a H2/O2/CO/CO2/N2 mixture at 1 bar and 302 K. Where CO
= 30%, H2 = 30%, CO2 = 40% and N2/O2 = 3.76. Experimental data are taken from [248].
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Figure 57: Laminar flame speed for a H2/O2/CO/CO2/N2 mixture at 1 bar and 302 K. Where CO
= 25%, H2 = 25%, CO2 = 50% and N2/O2 = 3.76. Experimental data are taken from [248].
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Figure 58: Laminar flame speed for a H2/O2/CO/CO2/N2 mixture at 1 bar and 302 K. Where CO
= 20%, H2 = 20%, CO2 = 40% and N2/O2 = 3.76. Experimental data are taken from [248].
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Figure 59: Laminar flame speed for a stoichiometric H2/O2/N2 mixture at 0.5 bar and 298 K, as a
function of N2 suppressant. Experimental data are taken from [249].
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Figure 60: Laminar flame speed for a stoichiometric H2/O2/CO2/N2 at 0.5 bar and 298 K, as a
function of CO2 suppressant. Experimental data are taken from [249].
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Figure 61: Laminar flame speed for a stoichiometric H2/O2/N2/Ar mixture at 1 bar and 298 K, as
a function of Ar suppressant. Experimental data are taken from [249].
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Figure 62: Laminar flame speed for a stoichiometric H2/O2/N2 mixture at 1 bar and 298 K, as a
function of N2 suppressant. Experimental data are taken from [249].
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Figure 63: Laminar flame speed for a stoichiometric H2/O2/N2/CO2 mixture at 1 bar and 298 K,
as a function of CO2 suppressant. Experimental data are taken from [249].
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Figure 64: Laminar flame speed for a rich mixture (𝜙 = 1.8) H2/O2/N2 at 1 bar and 298 K, as a
function of N2 suppressant. Experimental data are taken from [249].
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Figure 65: Laminar flame speed for a rich mixture (𝜙 = 1.8) H2/O2/N2/CO2 at 1 bar and 298 K, as
a function of O2 suppressant. Experimental data are taken from [249].
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Figure 66: Laminar flame speed for a H2/O2/N2 mixture at 1 bar and 298 K. Where
O2/(O2+N2)=0.077 Experimental data are taken from [238, 250].
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Figure 67: Laminar flame speed for a rich mixture (𝜙 = 1.058) H2/O2/N2 at 1 bar and 298 K.
Experimental data are taken from [238, 250].
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Figure 68: Laminar flame speed for a H2/O2/N2 mixture diluted in at 1 bar and 298 K. Where
O2/(O2+N2)=0.1077 Experimental data are taken from [238, 250].
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Figure 69: H2 mole fraction profile measured in a flow reactor at 6.5 atm and 884 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 70: H2 mole fraction profile measured in a flow reactor at 6.5 atm and 889 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 71: H2 mole fraction profile measured in a flow reactor at 6.5 atm and 906 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 72: H2 mole fraction profile measured in a flow reactor at 6.5 atm and 914 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 73: H2 mole fraction profile measured in a flow reactor at 6.5 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].

0.0 0.1 0.2 0.3 0.4 0.5
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

H
2 

M
ol

e 
Fr

ac
tio

n 
[%

]

a priori model
MSI model
Mueller et al.

Figure 74: H2 mole fraction profile measured in a flow reactor at 3.02 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 75: O2 mole fraction profile measured in a flow reactor at 3.02 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 76: H2O mole fraction profile measured in a flow reactor at 3.02 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 77: H2 mole fraction profile measured in a flow reactor at 2.55 atm and 935 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].

0.0 0.1 0.2 0.3 0.4
Time [ms]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

O
2 

M
ol

e 
Fr

ac
tio

n 
[%

]

a priori model
MSI model
Mueller et al.

Figure 78: O2 mole fraction profile measured in a flow reactor at 2.55 atm and 935 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 79: H2O mole fraction profile measured in a flow reactor at 2.55 atm and 935 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 80: H2 mole fraction profile measured in a flow reactor at 6.0 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 81: O2 mole fraction profile measured in a flow reactor at 6.0 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 82: H2O mole fraction profile measured in a flow reactor at 6.0 atm and 934 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 83: H2 mole fraction profile measured in a flow reactor at 0.3 atm and 880 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 84: O2 mole fraction profile measured in a flow reactor at 0.3 atm and 880 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 85: H2O mole fraction profile measured in a flow reactor at 0.3 atm and 880 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 86: H2 mole fraction profile measured in a flow reactor at 0.6 atm and 896 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 87: H2 mole fraction profile measured in a flow reactor at 0.6 atm and 896 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 88: H2 mole fraction profile measured in a flow reactor at 17.7 atm and 914 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 89: H2 mole fraction profile measured in a flow reactor at 15.7 atm and 914 K from a
H2/O2/N2 mixture. Experimental data are from Mueller et al. [222].
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Figure 90: H2 mole fraction profile measured in a flow reactor at 1.0 atm and 910 K from a
H2/O2/N2 mixture. Experimental data are from Yetter et al. [251].
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Figure 91: O2 mole fraction profile measured in a flow reactor at 1.0 atm and 910 K from a
H2/O2/N2 mixture. Experimental data are from Yetter et al. [251].
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Figure 92: H2O mole fraction profile measured in a flow reactor at 1.0 atm and 910 K from a
H2/O2/N2 mixture. Experimental data are from Yetter et al. [251].
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Figure 93: CO mole fraction profile measured in a flow reactor at 1.0 atm and 1033 K from a
CO/H2/O2/N2 mixture. Experimental data are from Yetter et al. [251].
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Figure 94: O2 mole fraction profile measured in a flow reactor at 1.0 atm and 1033 K from a
CO/H2/O2/N2 mixture. Experimental data are from Yetter et al. [251].
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Figure 95: CO2 mole fraction profile measured in a flow reactor at 1.0 atm and 1033 K from a
CO/H2/O2/N2 mixture. Experimental data are from Yetter et al. [251].
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Figure 96: CO mole fraction profile measured in a flow reactor at 6.5 atm and 1030 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 97: CO mole fraction profile measured in a flow reactor at 6.5 atm and 1040 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 98: CO mole fraction profile measured in a flow reactor at 6.5 atm and 1052 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 99: CO mole fraction profile measured in a flow reactor at 6.5 atm and 1068 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 100: CO mole fraction profile measured in a flow reactor at 1.0 atm and 1040 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 101: CO mole fraction profile measured in a flow reactor at 2.45 atm and 1040 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].

0.0 0.2 0.4 0.6 0.8 1.0
Time [s]

0.000

0.002

0.004

0.006

0.008

0.010

C
O

 M
ol

e 
Fr

ac
tio

n

a priori model
MSI model
Kim et al.

Figure 102: CO mole fraction profile measured in a flow reactor at 3.46 atm and 1040 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 103: CO mole fraction profile measured in a flow reactor at 6.5 atm and 1040 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Figure 104: CO mole fraction profile measured in a flow reactor at 9.6 atm and 1040 K from a
CO/H2/O2/N2 mixture. Experimental data are from Kim et al. [252].
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Chapter 8: Conclusion and Future Works

Combustibles are essential for powering numerous aspects of the transportation sector as well

as providing long term storage to the energy grid. However, the harmful byproducts of traditional

combustibles makes them an unappealing option for continued use. Therefore, the need to develop,

study and understand renewable fuel options and the associated chemical energy conversion tech-

nology is imperative. These studies at their core are facilitated by the understanding of gas phase

kinetics.

Computational simulations, specifically CFD, have become one of the most powerful ap-

proaches for developing and advancing energy technology in a safe and efficient manner; how-

ever, such simulations must have sound underlying chemical kinetics models to make accurate

predictions. The specific challenges for developing accurate kinetics models at combustion condi-

tions were outlined– specifically, the necessity of unprecedented accuracy to obtain truly predictive

modeling.

Using the Active Thermochemical Tables (ATcT) [41] as inspiration, the MultiScale Informat-

ics (MSI) method was proposed to aid in the development of accurate chemical kinetics models.

Discussed within this work were the details regarding how the MSI method can be used to identify

optimized values and quantified uncertainties for a set of molecular parameters (within theoretical

kin tics calculations), rate parameters, and physical model parameters (within simulations of exper-

imental observables) as informed by data from various sources and scales. These details included

outlining the mathematical framework and the software implementation.

The MSI approach was implemented for two foundational combustion systems (CH3 + HO2

and HO2 + HO2) and a third much larger network of reactions. These sub-systems demonstrated

some key elements of the MSI approach, including: the importance of raw data for quantifying the

information content of experimental data, the utility of theoretical kinetics calculations for con-
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straining experimental interpretations and providing an independent data source, and the subtleties

of target data selection for avoiding unphysical parameter adjustments to match data affected by

structural uncertainties. Exploring these three subsystems also demonstrated how MSI can unravel

a web of interconnected rate constants in a complex system of reactions and demonstrated how MSI

can resolve discrepancies among data sets as well as theoretical and experimental determinations.

All three of the sub-systems demonstrated the power of using the MSI method and its promise

to aid in development of kinetics models in the future. The three reaction systems culminated

in a hydrogen model, for which initial validation testing was performed. Preliminary results for

validation against combustion targets of various types were presented to begin assessment of model

performance.

While the research performed herein has successfully proved that the MSI approach is a power-

ful approach for further exploring chemical kinetics systems and developing more accurate chem-

ical kinetics models, there are additional steps to consider for improving other important aspects

of this research. Provided below is a preliminary list of recommended research topics requiring

further investigation.

8.1 Software

As noted in Chapter 3, the MSI Theory software and the MSI Library are not currently, compu-

tationally connected. Ideally, the MSI Theory code would become part of the MSI Library allowing

users to avoid the steps of manually transferring output from the MSI Theory code into the MSI

Library input file. It would make it possible for users to circumvent the surrogate model currently

implemented into the MSI Library, meaning the MSI Theory code could be executed each iteration

of the optimization, thereby proving extremely beneficial for more complicated and less linear sys-

tems. Computationally linking the MSI Theory code and the MSI Library requires making some

changes to the MSI Library source code, and writing additional software. First, the required inputs

need to be updated to include the MSI Theory main file. Second, a call must be made to execute

the MSI Theory code, which should be added directly after the MSI input file is parsed. Third,
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additional software must be written to extract the sensitivity coefficients and Chebyshev rate con-

stant fits from the text files the MSI Theory code returns. (These rate constant fits would need to

be added to the master equation cti file and the sensitivity coefficients need to be passed into the

MSI Library). Fourth, additional software must be written to update MESS or Variflex files with

optimized values for molecular parameters.

An additional improvement worth implementing to the MSI software is parallelizing the Opt

Runner module, which would allow for various physical modules to be executed simultaneously

and decrease the computational time needed to run the MSI Library. This would require a wrap-

per to be written around the Opt Runner, thereby allowing for the parallel execution of the sub-

modules. The wrapper would need to keep track of the simulation executions and return the data

in the same format as the current simulation dictionary.

There are also additional physical modules that should be added to the MSI library, including

flame speeds and batch reactors that use a prescribed pressure trace. These additional physical

modules would make possible the incorporation of more raw data into the MSI framework as

optimization targets. This would require the necessary sub-module(s) be constructed and added to

the Opt Runner.

Another feature worth implementing into the MSI software is the ability of different physical

models to be executed using different, or slightly modified, cti files. Doing so would allow for the

use of slightly different Chebyshev fits for the same rate constant to be utilized based on the exper-

iment being simulated. This is advantageous because Chebyshev rate constants do not currently

have the ability to handle different bath gasses (which have different collisional efficiencies). The

ability to simulate different experiments using different cti files would also allow physical modules

that might not require the full set of chemistry contained in a larger cti file to be executed faster.

This would reduce the codes overall run time. In order to implement this change the cti Core

module would need the ability to load multiple processors. The code would keep track of each

processor and a method would need to be developed to identify which processor should be used to

execute a specific simulation.
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8.2 Additional MESS / Variflex Calculations

To have the most comprehensive model, it would be extremely beneficial to have some addi-

tional reactions represented by theoretical molecular parameters rather than Arrhenius coefficients.

These reactions would include all group A reactions, reaction L2 and reaction P1. As previously

mentioned, group A reactions are fundamental building blocks of many combustion systems, so

it would be exceptionally advantageous to represent them with theoretical molecular parameters.

However, given the current state of theoretical kinetics calculations and the inherent complexities

associated with these reactions, this is perhaps more of a long term goal.

Presently, implementing reactions L2 and P1 with theoretical molecular parameters would

make the model even more robust. As mentioned in the results of Chapter 6, there are various

rate constant determinations for reaction L2 that have a much steeper temperature dependence

than the MSI model would suggest. A step towards providing a resolution for these discrepancies

would be to represent this reaction with theoretical molecular parameters. Similar to the group A

reactions, R-P1 is also a fundamental building block in many combustion systems. This reaction

has less variation in the rate constant determinations at combustion relevant temperatures than that

of R-L2, however constraining it across the full temperature range with theoretical molecular pa-

rameters would help add additional robustness to the model. Specifically, it may help address the

models issues regarding production of species profiles generated from initial mixtures containing

CO.

8.3 Comparison Against Other Published Models

After the remaining model inconsistencies discussed in Chapter 7 are addressed and the MSI

model is performing well for all validation data, the next step is to compare the MSI model perfor-

mance against other well known and published hydrogen models. Potential models for comparison

are Burke [111], FFCM [84], USC [209] and Keromnes [225]. Comparing the MSI model against

other published hydrogen models can be used to assess where the model is performing well and
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if there are any shortcomings in predictions as compared to other models. After comparing the

MSI model against other published models to benchmark performance, the next step would be to

publish the model thereby making it available for use by the combustion community.
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Supplemental Material 
 
Carly E. LaGrotta, Mark C. Barbet, Lei Lei, Michael P. Burke, “Towards a High-Accuracy 
Kinetic Database Informed by Theoretical and Experimental Data: CH3 + HO2 as a Case Study,” 
Proceedings of the Combustion Institute (2021).  
 
(a) Parametric Representations of Rate Constants  
In practice, rather than calculating 𝑘!,#(𝑇, 𝑃,𝑀)for every T/P/M condition, it was convenient to 
represent the T/P/M dependence using some suitable 𝑚#-term parametric representation  

𝑘!,#(𝑇, 𝑃,𝑀) = 	 + 𝜉#,$(𝑇, 𝑃,𝑀)𝑘-#,$

$!

$%&

 

 
(Eq. S1) 

such as the three-term Arrhenius expressions used in [S1, S2], 𝑘(𝑇) = 𝐴𝑇'𝑒(
"
#$, where 

 
𝜉#(𝑇, 𝑃,𝑀) = {1, 𝑙𝑛𝑇, 𝑇(&} 
𝑘-# = {ln𝐴#, 𝑏#, −𝐸#/𝑅}		 

 
(Eq. S2) 

 
are used for R1, R6, R7, and R8. For R2-R6, which are strongly non-Arrhenius, three additional 
parameters were used to ensure accurate representation over the full temperature range: 
 
 

𝜉#(𝑇, 𝑃,𝑀) = {1, 𝑙𝑛𝑇, 𝑇(&, −𝑇(), −𝑇,−𝑇)} 

𝑘-# = {ln𝐴#, 𝑏#, −
𝐸#
𝑅 , 𝑐#, 𝑑#, 𝑒#}		 

 
(Eq. S3) 

In this way, Eq. (5) in [S3] becomes  
 

𝑆*,+ =
𝜕 ln 𝑘!,#(𝑇* , 𝑃* , 𝑀*)

𝜕𝑥+
= + 𝜉#,$(𝑇* , 𝑃* , 𝑀*)
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(Eq. S4) 

and Eq. (6) in [S3] becomes  
 

𝑆*,+ =+
𝜕𝐹*

𝜕 ln 𝑘!,#(𝑇* , 𝑃* , 𝑀*)	#
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	= 	+
𝜕𝐹*
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(Eq. S5) 

(b) Optimized Values and Uncertainties  



 2 

Uncertainties in the optimization variables including only targets class I and IV, 𝜎*(𝐼, 𝐼𝑉); 
differences between constrained model values and a priori values, 𝑥+,,!- − 𝑥+,#,$; and 
uncertainties in the optimization variables including all targets I, II, III and IV (constrained 
model), 𝜎*(𝐼, 𝐼𝐼, 𝐼𝐼𝐼, 𝐼𝑉), are provided in Table S1.  
 
Table S1: List of uncertainties in the optimized variables  
and differences between constrained model values and 
a priori values a 

Parameter 𝜎%(𝐼, 𝐼𝑉) 𝑥&,()* − 𝑥&,+(, 𝜎%(𝐼, 𝐼𝐼, 𝐼𝐼𝐼, 𝐼𝑉) 
    

𝐴(.)0  N/A -0.006 N/A 
    

𝐴(1)0  N/A 0.005 N/A 
    

𝑛(.) N/A 0.113 N/A 
    

𝑛(1) N/A 0.004 N/A 
    

𝐸(.)/𝑅 N/A 1119.6 N/A 
    

𝐸(1)/𝑅 N/A -6.918 N/A 
    

𝐸(2)
3  3.000 -0.533 0.712 

    

𝜈455(2)0  0.030 -0.008 0.029 
    

𝜈*6(2)0  0.100 -0.080 0.075 
    

𝜈77(2)0  0.180 -0.039 0.176 
    

𝜈%,8(2)0  0.180 -0.126 0.155 
    

𝐸9(2) 1.00 -0.188 0.992 
    

𝜂:!;!
0 	 0.100 0.006 0.100 

    

𝜂<=(2)0  0.262 -0.010 0.262 
    

𝐸(>)
3  2.300 -0.736 1.469 

    

𝜈455(>)0  0.030 -0.001 0.030 
    

𝜈*6(>)0  0.100 -0.009 0.097 
    

𝜈77(>)0  0.180 -0.003 0.180 
    

𝜈%,8(>)0  0.180 0.005 0.180 
    

𝐸9(>) 1.000 0.001 1.000 
    

𝜂<=(>)0  0.405 -0.030 0.398 
    

𝐸(?8)
3  2.000 -0.981 0.796 

    

𝜈455(?)0  0.030 0.002 0.030 
    

𝜈*6(?8)0  0.100 0.014 0.087 
    

𝜈77(?8)0  0.180 0.010 0.176 
    

𝜈%,8(?8)0  0.180 0.019 0.179 
    

𝐸9(?8) 1.000 0.105 0.995 
    

𝜂<=(?8)0  0.405 -0.027 0.397 
    

𝐸(?@)
3  2.000 -0.006 1.985 

    

𝜈<=(?@)0  0.030 0.000 0.030 
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𝜈*6(?@)0  0.100 0.003 0.100 
    

𝜈77(?@)0  0.180 0.000 0.180 
    

𝜂<=(?@)0  0.405 0.005 0.405 
    

𝑓ABC<=<,D(?)0  0.693 0.328 0.667 
    

𝐸(E8)
3  1.400 -1.411 0.487 

    

𝜈455(E)0  0.030 -0.001 0.029 
    

𝜈*6(E8)0  0.100 -0.015 0.086 
    

𝜈77(E8)0  0.180 -0.003 0.177 
    

𝜈%,8(E8)0  0.180 0.028 0.172 
    

𝐸9(E8) 1.000 0.044 0.980 
    

𝐸(E@)
3  1.400 -0.078 1.384 

    

𝜈<=(E@)0  0.030 0.000 0.030 
    

𝜈*6(E@)0  0.100 0.000 0.099 
    

𝜈77(E@)0  0.180 0.001 0.180 
    

𝐸(F)
3  2.300 0.405 0.949 

    

𝜈5(9(F)0  0.100 0.005 0.097 
    

2𝑄4+G,D,C:"	4 1.000 -0.160 0.955 
    

𝑓ABC,<=<(I)0  0.262 -0.067 0.229 
    

2𝑄4+G,D,C:"	4 1.000 -0.160 0.955 
 

nominal optimized unit 

𝑇.0 0.010 0.001 0.009 𝑇.0 1398.000 1400.078 K 

𝑃.0 0.020 -0.001 0.020 𝑃.0 1.909 1.906 atm 
𝑀:!;,(,.
0  0.050 0.002 0.048 𝑀:!;,(,.

0  0.123 0.124 % 
𝑀:!;!,(,.
0  0.050 0.005 0.042 𝑀:!;!,(,.

0  0.254 0.255 % 

𝑀;!,(,.
0  0.050 0.000 0.050 𝑀;!,(,.

0  0.062 0.062 % 

𝑇20 0.010 0.005 0.007 𝑇20 1192.000 1198.139 K 

𝑃20 0.020 0.004 0.020 𝑃20 1.950 1.957 atm 
𝑀:!;!,(,2
0  0.050 -0.001 0.044 𝑀:!;!,(,2

0  0.222 0.221 % 

𝑀:!;,(,2
0  0.050 0.002 0.047 𝑀:!;,(,2

0  0.136 0.137 % 

𝑀;!,(,2
0  0.050 0.000 0.050 𝑀;!,(,2

0  0.068 0.068 % 

𝑇>0 0.010 0.001 0.009 𝑇>0 1057.000 1058.546 K 
𝑃>0 0.020 0.000 0.020 𝑃>0 1.830 1.830 atm 

𝑀:!;!,(,>
0  0.050 0.004 0.047 𝑀:!;!,(,>

0  0.086 0.0863 % 

𝑀:!;,(,>
0  0.050 0.004 0.047 𝑀:!;,(,>

0  0.066 0.067 % 
𝑀;!,(,>
0  0.050 0.000 0.050 𝑀;!,(,>

0  0.033 0.033 % 

𝑇?0 0.010 -0.008 0.006 𝑇?0 1182.000 1172.289 K 

𝑃?0 0.020 -0.002 0.020 𝑃?0 1.672 1.669 atm 

𝑀:!;!,(,?
0  0.050 0.004 0.044 𝑀:!;!,(,?

0  0.205 0.205 % 

𝑀:!;,(,?
0  0.050 -0.002 0.046 𝑀:!;,(,?

0  0.111 0.111 % 

𝑀;!,(,?
0  0.050 0.000 0.050 𝑀;!,(,?

0  0.056 0.056 % 
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𝑇E0 0.010 0.007 0.008 𝑇E0 1880.000 1892.849 K 

𝑃E0 0.020 0.001 0.020 𝑃E0 1.740 1.743 atm 

𝑀:!;,(,E
0  0.100 0.033 0.095 𝑀:!;,(,E

0  1.300 1.342 % 

𝑀;!,(,E
0  0.010 0.000 0.010 𝑀;!,(,E

0  0.990 0.990 % 

𝑀:,(,E
0  2.303 0.516 0.301 𝑀:,(,E

0  0.700 1.173 ppm 

𝑇F0 0.020 0.003 0.018 𝑇F0 968.000 970.800 K 

𝑃F0 0.040 -0.001 0.039 𝑃F0 3.590 3.585 atm 

𝑀:!;!,(,F
0  0.100 -0.011 0.088 𝑀:!;!,(,F

0  0.314 0.310 % 

𝑇I0 0.020 0.014 0.011 𝑇I0 1015.000 1029.088 K 

𝑃I0 0.040 0.001 0.039 𝑃I0 3.298 3.301 atm 

𝑀:!;!,(,I
0  0.100 -0.008 0.089 𝑀:!;!,(,I

0  0.326 0.324 % 

𝑇10 0.020 0.003 0.009 𝑇10 1079.000 1081.702 K 

𝑃10 0.040 0.003 0.039 𝑃10 3.442 3.452 atm 

𝑀:!;!,(,1
0  0.100 0.015 0.088 𝑀:!;!,(,1

0  0.195 0.198 % 

𝑇J0 0.020 -0.011 0.008 𝑇J0 1132.000 1119.379 K 

𝑃J0 0.040 -0.001 0.039 𝑃J0 3.550 3.548 atm 

𝑀:!;!,(,J
0  0.100 0.008 0.089 𝑀:!;!,(,J

0  0.136 0.137 % 

𝑇.K0  0.020 -0.009 0.009 𝑇.K0  1218.000 1207.016 K 

𝑃.K0  0.040 -0.002 0.039 𝑃.K0  3.038 3.030 atm 

𝑀:!;!,(,.K
0  0.100 -0.003 0.089 𝑀:!;!,(,.K

0  0.171 0.170 % 

𝑇..0  0.010 -0.002 0.006 𝑇..0  1103.000 1101.202 K 

𝑃..0  0.020 -0.002 0.020 𝑃..0  3.560 3.554 atm 

𝑀:!;!,(,..
0  0.050 0.019 0.042 𝑀:!;!,(,..

0  0.124 0.126 % 

𝑀:!;,(,..
0  0.050 0.015 0.047 𝑀:!;,(,..

0  0.082 0.083 % 

𝑀;!,(,..
0  0.050 0.000 0.050 𝑀;!,(,..

0  0.041 0.041 % 

𝑀C:#,(,..
0  0.050 -0.001 0.050 𝑀C:#,(,..

0  0.998 0.996 % 

𝜎′9.,:!;! 0.700 -0.098 0.075 𝜎′9.,:!;! 140000.000 126935.115 cm2mol-1 

𝜎′9.,:;! 0.700 0.003 0.202 𝜎′9 .,:;! 1270000.000 1265925.696 cm2mol-1 

𝜎′.,:!;! 0.700 0.094 0.133 𝜎′.,:!;! 96000.000 105473.500 cm2mol-1 

𝜎′2,:!;! 0.300 -0.007 0.299 𝜎′2,:!;! -19.000 -18.875 cm2mol-1K-1 

𝜎′.,:;! 0.700 -0.201 0.305 𝜎′.,:;! 1155000.000 944466.901 cm2mol-1 

𝜎′2,:;! 0.300 -0.019 0.293 𝜎′2,:;! 1299.000 1275.112 K 
a Note that any parameters in () are represented by only a single value but influence multiple reactions 
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(c) Additional Figures 

 
 

Fig. S1. H2O (left) and OH (right) time-histories in shock heated H2O2/H2O/O2/Ar mixture near 
1398 K and 1.909 atm. Symbols represent experimental data from Hong et al. [S4]; lines model 
predictions.  
 

 
Fig. S2. H2O (left) and OH (right) time-histories in shock heated H2O2/H2O/O2/Ar mixture near 
1192 K and 1.950 atm. Symbols represent experimental data from Hong et al. [S4]; lines model 
predictions.  

 
Fig. S3. H2O time-history in shock heated H2O2/H2O/O2/Ar mixture near 1057 K and 1.830 atm. 
Symbols represent experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S4. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1182 K and 1.672 atm. Symbols represent 
experimental data from Hong et al. [S6]; lines model predictions.  
 

 
Fig. S5. OH time-history in shock heated H2O/O2/H/Ar mixture near 1880 K and 1.740 atm. 
Symbols represent experimental data from Hong et al. [S7]; lines model predictions.  
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Fig. S6. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 968 K and 3.590 
atm. Symbols represent experimental data from Kappel et al. [S8]; lines model predictions.  
 

 
Fig. S7. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1015 K and 
3.298 atm. Symbols represent experimental data from Kappel et al. [S8]; lines model predictions.  
 

 
Fig. S8. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1079 K and 
3.441 atm. Symbols represent experimental data from Kappel et al. [S8]; lines model predictions. 
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Fig. S9. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1132 K and 
3.550 atm. Symbols represent experimental data from Kappel et al. [S8]; lines model predictions.  
 

 
Fig. S10. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1218 K and 
3.038 atm. Symbols represent experimental data from Kappel et al. [S8]; lines model predictions.  
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Fig. S11. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/CH4/Ar mixture near 1103 K and 3.560 atm. Symbols represent 
experimental data from Hong et al. [S9]; lines model predictions.  
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Fig. S12. H2O (top) and OH (middle) and Absorbance 227 nm (bottom), time-histories in shock 
heated H2O2/H2O/O2/CH4/Ar mixture near 1103 K and 3.560 atm. Symbols represent 
experimental data from Hong et al. [S9]; lines model predictions. This figure is similar to that of 
Fig. 2 included in the main text, with the addition of a line to show the model predictions if 
CH4/H2O2 experiments are not included as targets. As discussed in the main text the ability of the 
model to predict these time profiles so accurately, without including the CH4/H2O2 experiments 
as targets, highlights the advantage of leveraging data across multiple sources and constraining 
the model with theory. 
 
 
 

 
Fig. S13. OH time-history in shock heated O2/CH4/Kr mixture near 1795 K and 0.948 atm. 
Symbols represent experimental data from Srinivasan et al. [S10]; lines model predictions. This 
data was not used as target data, but rather was just used to test the model. 
 
 
 
 

(
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Fig. S14. Uncertainty weighted sensitivity analysis for OH, in shock heated O2/CH4/Kr mixture 
near 1795 K and 0.948 atm [S10]. Here it can be noted that for each chemical reaction displayed 
in the legend the parameter being described (xj) is the pre-exponential factor for that reaction. 
This experiment was used to determine the rate constant of, CH3 + HO2 ó CH4 + O2, and 
exhibits some sensitivity to parameters describing this rate constant, but the largest contributors 
to uncertainty for this observable are parameters describing other reactions.   
 
 
 

 
Fig. S15. Sensitivity analysis for HO2 and CH3 performed using the GRI30 Mechanism [S11] 
and CH3/HO2/OH/H2O2/CH4/H2O/N2O/Ar mixture near 295 K and 0.986 atm. [S12]. Here it can 
be noted that for each chemical reaction displayed in the legend the parameter being described 
(xj) is the pre-exponential factor for that reaction. This experiment was used to determine rate 
constants for reactions of CH3 + HO2, and exhibits some sensitivity to parameters describing 
these rate constants, but the most sensitive parameters for these observables mainly seem to be 
parameters describing other reactions.  
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Fig. S16. Sensitivity analysis for HO2 and CH3 performed using the FFCM Mechanism [S13] and 
CH3/HO2/OH/H2O2/CH4/H2O/He mixture near 295 K and 0.986 atm. [S12]. Here it can be noted 
that for each chemical reaction displayed in the legend the parameter being described (xj) is the 
pre-exponential factor for that reaction. This experiment was used to determine rate constants for 
reactions of CH3 + HO2, and exhibits some sensitivity to parameters describing these rate 
constants, but the most sensitive parameters for these observables mainly seem to be parameters 
describing other reactions.  
 
Fig. S15 and Fig. S16 helped the authors make the decision to exclude the low temperature 
datasets presented in [S12]. To simulate the low temperature system with nitrogen containing 
species the GRI30 mechanism had to be used in order to avoid convergence issues that were 
occurring with other mechanisms. The simulation was also repeated using the FFCM 
mechanism, disregarding the nitrogen containing species, in order to help verify the results 
received from the simulation which used the GRI30 mechanism.  
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o                     H2O2 + OH = HO2 + H2O                                      HO2 + HO2 = H2O2 + O2 

 o                                                    
.                       HO2 + OH = H2O + O2                                          OH + OH = H2O + O 
 

 
o                       CH4 + OH = H2O + CH3                    
           
Fig. S17. Comparisons of model predictions (red lines: a priori model with error bars 
constrained by target class I only; green lines: original results from Burke et al. study[S3]; blue 
lines: constrained model with error bars constrained by target classes I-IV) and experimental data 
(symbols) for rate constants. Top left: R2 [S4, S14-S17], Top Right: R3 [S8, S18-S20], Middle 
Left: R4[S7-S8, S21-S28], Middle Right: R5 [S29-S33], and Bottom Left: R8 [S34-S35]. 
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(d) Optimized Rate Constant Results 
Modified Arrhenius Expression: 𝑘 = 𝐴𝑇#𝑒(

"L
#$ 

 A (cm3/mol s) n Ea (cal/mol) 
CH3 + HO2 <=> CH4 + O2 3. 27356x103 2.664 -3678.322 

CH3 + HO2 <=> CH3O + OH 8.88397x1011 0.288 -779.323 
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(a) Optimized Values and Uncertainties  
 
Uncertainties in the active parameters including only target classes I and IV, 𝜎!(𝐼, 𝐼𝑉); 
differences between MSI values and a priori values, 𝑥",$%& − 𝑥",'$(; and uncertainties in the 
active parameters including all targets I, II, III and IV (MSI model), 𝜎!(𝐼, 𝐼𝐼, 𝐼𝐼𝐼, 𝐼𝑉), are 
provided in Table S1.  
 
Table S1: List of uncertainties in the active parameters 
and differences between MSI values and 
a priori values 

 
Parameter 𝜎!(𝐼, 𝐼𝑉) 𝑥",$%&

− 𝑥",'$( 
𝜎!(𝐼, 𝐼𝐼, 𝐼𝐼𝐼, 𝐼𝑉) 

    

𝐴(*),  N/A -0.2035 N/A 
    

𝑛(*) N/A 0.017 N/A 
    

𝐸(*)/𝑅 N/A 0.00018 N/A 
    

𝜈-.(.)
,  0.045 0.000 0.045 

    

𝐸-.(.) 0.200 -0.018 0.186 
    

𝜈/.0(.)
,  0.135 -0.005 0.134 

    

𝐸/.0(.) 0.200 -0.003 0.200     
𝜌/.1(.)
,  1.610 -0.020 1.607     
𝜌/.0(.)
,  1.610 -0.175 1.439     

𝑓2345676,8-.(.)
,  0.693 -0.019 0.689     

σ9(.)
,  1.100 0.150 0.916     

𝐸/.1(.) 0.200 -0.00018 0.200     
𝜈!(:	-<(.)
,  0.180 0.032 0.159     
𝜈=.(.)
,  0.045 -0.0006 0.045     
𝜈=<(.)
,  0.045 0.000 0.045     
𝜈->(.)
,  0.135 0.002 0.135     

𝑛?@!(.) 0.200 0.001 0.200     
𝐴?A"(.)
,  1.100 0.088 0.964     
𝜌->(.)
,  1.610 0.015 1.601     

𝐸=<(.) 0.200 0.000 0.200     
𝜈/.1(.)
,  0.135 -0.0006 0.135     

𝐸->(.) 0.200 -0.0005 0.200     

𝐸-<(.) 0.200 0.000 0.200     

𝐸=.(.) 0.200 0.034 0.172     
𝜂-<(.),  0.070 0.002 0.070     
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𝜈-<(.),  0.045 0.002 0.044     

𝐸-B(<) 0.400 0.002 0.395     
𝜈/<1(<)
,  0.225 0.000 0.225     
σ9(<)

,  1.100 -0.016 1.057     
𝜈-*#(<)
,  0.045 0.000 0.045     
𝜈-C(<)
,  0.225 0.006 0.224     

𝑓2345676,8-D(<)
,  0.693 0.052 0.670     
𝜈-B(<)
,  0.045 0.000 0.045     

𝑓2345676,8-*#(<)
,  0.693 0.016 0.692     
𝜈/<0(<)
,  0.225 0.0003 0.225     

𝐸/<1(<) 1.000 0.000 1.000     
𝜈!(:	-E(<)
,  0.180 0.000 0.180     

𝐸-E(<) 2.000 0.002 2.000     

𝐸-*$(<) 1.000 0.0002 1.000     

𝐸-C(<) 1.000 0.008 1.000     

𝐸=B(<) 2.000 0.000 2.000     
𝜈=E(<)
,  0.045 0.000 0.045     

𝜌8$FF	-C(<)
,  1.610 0.044 1.605     
𝜈-E(<)
,  0.045 0.000 0.045     

𝐸-G(<) 2.000 -0.0005 2.000     
𝜈-G(<)
,  0.045 0.000 0.045     

𝑓2345676,8	-B(<)
,  0.693 0.002 0.693     

𝜈=D(<)
,  0.045 0.000 0.045     

𝐸/E(<) 0.400 0.006 0.398     
𝜈-D(<)
,  0.075 0.001 0.075     

𝐸=E(<) 0.2 0.000 0.200     
𝜈=.(<)
,  0.075 -0.0004 0.075     

𝜌8$FF	=D(<)
,  0.690 0.000 0.693     
𝑛?@!(<) 0.200 0.000 0.200     
𝐴?A"(<)
,  1.100 -0.018 1.053     
𝜈=B(<)
,  0.075 0.000 0.075     

𝜈/E(<)
,  0.045 0.000 0.045     

𝐸=D(<) 0.4 0.000 0.400     

𝐸-D(<) 1.000 0.051 0.989     
𝜈!(:	-G(<)
,  0.180 0.000 0.180     

𝐸/<0(<) 1.000 0.002 0.999     

𝐸=.(<) 0.200 -0.006 0.199     
𝜂-*#(<)
,  0.070 0.000 0.070     
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𝜂-*$(<)
,  0.070 0.000 0.070     

𝜂/E#(<)
,  0.070 0.000 0.070     
𝜂/E$(<)
,  0.070 0.000 0.070     
𝜂/E%(<)
,  0.070 0.000 0.070     
𝜂=D(<),  0.070 0.000 0.070     

𝐸-*#(<) 0.400 0.006 0.400     
𝑓2345676,8	-*$(<)
,  0.693 0.0001 0.693     

𝜈-*$(<)
,  0.075 0.000 0.075     

𝐸-.(E) 3.000 -0.654 0.693     
𝜈-.(E)
,  0.100 -0.079 0.044     
𝜂-.(E)
,  0.100 -0.006 0.099     

𝜈!(:	-.(E)
,  0.180 -0.138 0.166     
𝐸-.(B) 3.000 -1.364 0.430     

𝐸-<(B) 3.000 0.000 3.000     
𝜈-.,-<(B)
,  0.1000 -0.020 0.072     

𝜈!(:	-.,-<(B)
,  0.180 -0.005 0.177     

𝑓2345676,8	-.	(D), 	 0.700 0.168 0.683     

𝐸-<(D) 2.000 -1.107 0.599     
𝜈-<(D)
,  0.100 -0.018 0.065     
𝜂-<(D)
,  0.410 -0.011 0.403     

𝜈!(:	-<(D)
,  0.180 0.001 0.179     

𝐸-E(D) 2.000 0.395 1.975     
𝜈-E(D)
,  0.100 0.008 0.098 

    

𝜂-E(D)
,  0.410 0.032 0.409 

    

𝜈!(:	-E(D)
,  0.180 -0.001 0.179 

    

𝐸/.(D) 1.00x10-06 0.000 1.00x10-06     
𝜈/.(D)
,  0.010 0.000 0.010     

     nominal optimized unit 
𝑇., 0.010 0.008 0.009 𝑇., 1398.000 1409.661 K 
𝑃., 0.020 -0.005 0.020 𝑃., 1.909 1.900 atm 

𝑀H$I,$,.
,  0.050 0.001 0.048 𝑀H$I,$,.

,  0.123 0.124 % 
𝑀H$I$,$,.
,  0.050 0.005 0.042 𝑀H$I$,$,.

,  0.254 0.255 % 
𝑀I$,$,.
,  0.050 0.000 0.050 𝑀I$,$,.

,  0.062 0.062 % 
𝑇<, 0.010 0.011 0.007 𝑇<, 1192.000 1205.347 K 
𝑃<, 0.020 -0.002 0.020 𝑃<, 1.950 1.947 atm 

𝑀H$I$,$,<
,  0.050 0.004 0.044 𝑀H$I$,$,<

,  0.222 0.222 % 
𝑀H$I,$,<
,  0.050 -0.001 0.047 𝑀H$I,$,<

,  0.136 0.136 % 
𝑀I$,$,<
,  0.050 0.000 0.050 𝑀I$,$,<

,  0.068 0.068 % 
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𝑇E, 0.010 0.001 0.009 𝑇E, 1057.000 1058.295 K 
𝑃E, 0.020 0.000 0.020 𝑃E, 1.830 1.830 atm 

𝑀H$I$,$,E
,  0.050 0.004 0.047 𝑀H$I$,$,E

,  0.086 0.086 % 
𝑀H$I,$,E
,  0.050 0.004 0.047 𝑀H$I,$,E

,  0.066 0.067 % 
𝑀I$,$,E
,  0.050 0.000 0.050 𝑀I$,$,E

,  0.033 0.033 % 

𝑇B, 0.010 0.006 0.008 𝑇B, 1880.000 1891.608 K 

𝑃B, 0.020 0.001 0.020 𝑃B, 1.740 1.742 atm 
𝑀H$I,$,B
,  0.100 0.029 0.096 𝑀H$I,$,B

,  1.300 1.338 % 
𝑀I$,$,B
,  0.010 0.000 0.010 𝑀I$,$,B

,  0.990 0.990 % 

𝑀H,$,B
,  2.303 0.480 0.298 𝑀H,$,B

,  0.700 1.131 ppm 

𝑇D, 0.020 0.002 0.018 𝑇D, 968.000 970.245 K 

𝑃D, 0.040 -0.001 0.039 𝑃D, 3.590 3.585 atm 
𝑀H$I$,$,D
,  0.100 -0.009 0.088 𝑀H$I$,$,D

,  0.314 0.311 % 

𝑇G, 0.020 0.010 0.011 𝑇G, 1015.000 1025.579 K 

𝑃G, 0.040 0.001 0.039 𝑃G, 3.298 3.301 atm 
𝑀H$I$,$,G
,  0.100 -0.004 0.089 𝑀H$I$,$,G

,  0.326 0.325 % 

𝑇*, 0.020 0.000 0.009 𝑇*, 1079.000 1079.434 K 

𝑃*, 0.040 0.003 0.039 𝑃*, 3.442 3.452 atm 
𝑀H$I$,$,*
,  0.100 0.016 0.088 𝑀H$I$,$,*

,  0.195 0.199 % 

𝑇>, 0.020 -0.011 0.008 𝑇>, 1132.000 1119.176 K 

𝑃>, 0.040 -0.001 0.039 𝑃>, 3.550 3.547 atm 
𝑀H$I$,$,>
,  0.100 0.006 0.089 𝑀H$I$,$,>

,  0.136 0.137 % 

𝑇C, 0.020 -0.008 0.009 𝑇C, 1218.000 1208.822 K 

𝑃C, 0.040 -0.003 0.039 𝑃C, 3.038 3.0286 atm 
𝑀H$I$,$,C
,  0.100 -0.010 0.089 𝑀H$I$,$,C

,  0.171 0.169 % 

𝑇.J,  0.010 0.000 0.008 𝑇.J,  1072 1072.263 K 

𝑃.J,  0.020 0.000 0.020 𝑃.J,  1.786 1.786 atm 
𝑀H$I$,$,.J
,  0.050 -0.001 0.049 𝑀H$I$,$,.J

,  0.178 0.178 % 
𝑀H$I,$,.J
,  0.200 -0.020 0.174 𝑀H$I,$,.J

,  0.148 0.145 % 
𝑀I$,$,.J
,  0.200 0.000 0.200 𝑀I$,$,.J

,  0.056 0.056 % 

𝑇..,  0.010 -0.001 0.008 𝑇..,  1108.000 1107.404 K 

𝑃..,  0.020 0.000 0.020 𝑃..,  1.774 1.774 atm 
𝑀H$I$,$,..
,  0.050 0.000 0.049 𝑀H$I$,$,..

,  0.161 0.161 % 
𝑀H$I,$,..
,  0.200 0.010 0.181 𝑀H$I,$,..

,  0.097 0.098 % 
𝑀I$,$,..
,  0.200 0.000 0.200 𝑀I$,$,..

,  0.056 0.56 % 

𝑇.<,  0.010 -0.003 0.008 𝑇.<,  1138.000 1134.203 K 

𝑃.<,  0.020 0.000 0.020 𝑃.<,  1.676 1.676 atm 
𝑀H$I$,$,.<
,  0.050 -0.002 0.049 𝑀H$I$,$,.<

,  0.200 0.197 % 
𝑀H$I,$,.<
,  0.200 -0.010 0.183 𝑀H$I,$,.<

,  0.113 0.113 % 
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𝑀I$,$,.<
,  0.20 0.000 0.200 𝑀I$,$,.<

,  0.056 0.056 % 

𝑇.E,  0.010 -0.001 0.009 𝑇.E,  1182.000 1181.391 K 

𝑃.E,  0.020 0.000 0.020 𝑃.E,  1.676 1.676 atm 
𝑀H$I$,$,.E
,  0.050 0.000 0.049 𝑀H$I$,$,.E

,  0.205 0.205 % 
𝑀H$I,$,.E
,  0.200 -0.009 0.186 𝑀H$I,$,.E

,  0.114 0.113 % 
𝑀I$,$,.E
,  0.200 0.000 0.200 𝑀I$,$,.E

,  0.056 0.056 % 

𝑇.B,  0.010 -0.001 0.009 𝑇.B,  1200.000 1198.689 K 

𝑃.B,  0.020 0.000 0.020 𝑃.B,  1.641 1.641 atm 
𝑀H$I$,$,.B
,  0.050 0.001 0.049 𝑀H$I$,$,.B

,  0.232 0.233 % 
𝑀H$I,$,.B
,  0.20 -0.004 0.188 𝑀H$I,$,.B

,  0.106 0.106 % 
𝑀I$,$,.B
,  0.200 0.000 0.200 𝑀I$,$,.B

,  0.056 0.56 % 

𝑇.D,  0.010 -0.003 0.009 𝑇.D,  1194.000 1190.700 K 

𝑃.D,  0.020 0.000 0.020 𝑃.D,  1.548 1.549 atm 
𝑀H$I$,$,.D
,  0.050 -0.001 0.049 𝑀H$I$,$,.D

,  0.191 0.190 % 
𝑀H$I,$,.D
,  0.200 -0.009 0.182 𝑀H$I,$,.D

,  0.133 0.132 % 
𝑀I$,$,.D
,  0.20 0.000 0.200 𝑀I$,$,.D

,  0.056 0.056 % 

𝑇.G,  0.010 -0.002 0.009 𝑇.G,  1227.000 1224.271 K 

𝑃.G,  0.020 0.000 0.020 𝑃.G,  1.558 1.559 atm 
𝑀H$I$,$,.G
,  0.050 0.000 0.049 𝑀H$I$,$,.G

,  0.170 0.170 % 
𝑀H$I,$,.G
,  0.200 0.005 0.183 𝑀H$I,$,.G

,  0.112 0.112 % 
𝑀I$,$,.G
,  0.200 0.000 0.200 𝑀I$,$,.G

,  0.056 0.056 % 

𝑇.*,  0.010 -0.004 0.009 𝑇.*,  1186.000 1181.242 K 

𝑃.*,  0.020 0.001 0.020 𝑃.*,  1.706 1.707 atm 
𝑀H$I$,$,.*
,  0.050 -0.002 0.049 𝑀H$I$,$,.*

,  0.161 0.160 % 
𝑀H$I,$,.*
,  0.200 -0.011 0.181 𝑀H$I,$,.*

,  0.112 0.110 % 
𝑀I$,$,.*
,  0.200 0.000 0.200 𝑀I$,$,.*

,  0.056 0.056 % 

𝑇.>,  0.010 -0.002 0.008 𝑇.>,  1135.000 1132.991 K 

𝑃.>,  0.020 0.000 0.020 𝑃.>,  1.665 1.665 atm 
𝑀H$I$,$,.>
,  0.050 -0.002 0.049 𝑀H$I$,$,.>

,  0.148 0.147 % 
𝑀H$I,$,.>
,  0.200 -0.004 0.175 𝑀H$I,$,.>

,  0.128 0.128 % 
𝑀I$,$,.>
,  0.200 0.000 0.200 𝑀I$,$,.>

,  0.056 0.056 % 

𝑇.C,  0.010 -0.002 0.009 𝑇.C,  1210.000 1207.421 K 

𝑃.C,  0.020 0.002 0.020 𝑃.C,  1.668 1.671 atm 
𝑀H$I$,$,.C
,  0.050 -0.004 0.049 𝑀H$I$,$,.C

,  0.240 0.239 % 
𝑀H$I,$,.C
,  0.200 -0.018 0.175 𝑀H$I,$,.C

,  0.248 0.243 % 
𝑀I$,$,.C
,  0.200 0.000 0.200 𝑀I$,$,.C

,  0.056 0.056 % 

𝑇<J,  0.010 -0.001 0.009 𝑇<J,  1245.000 1243.574 K 

𝑃<J,  0.020 0.001 0.020 𝑃<J,  1.644 1.646 atm 
𝑀H$I$,$,<J
,  0.050 -0.002 0.049 𝑀H$I$,$,<J

,  0.206 0.206 % 
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𝑀H$I,$,<J
,  0.200 -0.022 0.183 𝑀H$I,$,<J

,  0.138 0.134 % 
𝑀I$,$,<J
,  0.20 -0.001 0.200 𝑀I$,$,<J

,  0.056 0.056 % 

𝑇<.,  0.010 -0.002 0.009 𝑇<.,  1268.000 1265.789 K 

𝑃<.,  0.020 0.001 0.020 𝑃<.,  1.661 1.663 atm 
𝑀H$I$,$,<.
,  0.050 -0.004 0.049 𝑀H$I$,$,<.

,  0.274 0.272 % 
𝑀H$I,$,<.
,  0.200 -0.024 0.184 𝑀H$I,$,<.

,  0.165 0.161 % 
𝑀I$,$,<.
,  0.200 -0.002 0.200 𝑀I$,$,<.

,  0.056 0.056 % 

𝑇<<,  0.010 0.001 0.008 𝑇<<,  1091.000 1092.303 K 

𝑃<<,  0.020 0.000 0.020 𝑃<<,  1.754 1.754 atm 
𝑀H$I$,$,<<
,  0.050 0.000 0.049 𝑀H$I$,$,<<

,  0.257 0.257 % 
𝑀H$I,$,<<
,  0.20 -0.004 0.182 𝑀H$I,$,<<

,  0.160 0.160 % 
𝑀I$,$,<<
,  0.20 0.000 0.200 𝑀I$,$,<<

,  0.056 0.056 % 

𝑇<E,  0.010 -0.002 0.009 𝑇<E,  1149.000 1146.771 K 

𝑃<E,  0.020 0.000 0.020 𝑃<E,  1.654 1.654 atm 
𝑀H$I$,$,<E
,  0.050 -0.001 0.049 𝑀H$I$,$,<E

,  0.308 0.308 % 
𝑀H$I,$,<E
,  0.200 0.010 0.190 𝑀H$I,$,<E

,  0.122 0.123 % 
𝑀I$,$,<E
,  0.200 0.000 0.200 𝑀I$,$,<E

,  0.056 0.056 % 

𝑇<B,  0.010 -0.001 0.009 𝑇<B,  1244.000 1242.195 K 

𝑃<B,  0.020 0.001 0.020 𝑃<B,  1.546 1.547 atm 
𝑀H$I$,$,<B
,  0.050 -0.004 0.046 𝑀H$I$,$,<B

,  0.304 0.302 % 
𝑀H$I,$,<B
,  0.200 -0.042 0.116 𝑀H$I,$,<B

,  0.163 0.156 % 
𝑀I$,$,<B
,  0.200 0.000 0.200 𝑀I$,$,<B

,  0.056 0.056 % 

𝑇<D,  0.010 0.000 0.009 𝑇<D,  1283.000 1282.743 K 

𝑃<D,  0.020 0.000 0.020 𝑃<D,  1.635 1.635 atm 
𝑀H$I$,$,<D
,  0.050 0.002 0.049 𝑀H$I$,$,<D

,  0.309 0.310 % 
𝑀H$I,$,<D
,  0.200 0.008 0.193 𝑀H$I,$,<D

,  0.111 0.112 % 
𝑀I$,$,<D
,  0.20 0.000 0.200 𝑀I$,$,<D

,  0.056 0.056 % 

𝑇<G,  0.010 0.000 0.010 𝑇<G,  240.000 240.000 K 

𝑃<G,  0.020 0.000 0.020 𝑃<G,  0.105 0.105 atm 

𝑀4K,$,<G
,  0.100 -0.002 0.090 𝑀4K,$,<G

,  16.500 16.47 ppm 
𝑀4K$,$,<G
,  0.050 0.000 0.050 𝑀4K$,$,<G

,  0.259 0.259 % 
𝑀4H%IH,$,<G
,  0.050 0.000 0.050 𝑀4H%IH,$,<G

,  0.094 0.094 % 
𝑀I$,$,<G
,  0.050 0.000 0.050 𝑀I$,$,<G

,  8.620 8.620 % 

𝑇<*,  0.010 0.000 0.010 𝑇<*,  268.000 268.000 K 

𝑃<*,  0.020 0.000 0.020 𝑃<*,  0.119 0.119 atm 

𝑀4K,$,<*
,  0.100 0.002 0.090 𝑀4K,$,<*

,  16.100 16.126 ppm 
𝑀4K$,$,<*
,  0.050 0.000 0.050 𝑀4K$,$,<*

,  0.253 0.253 % 
𝑀4H%IH,$,<*
,  0.050 0.000 0.050 𝑀4H%IH,$,<*

,  0.092 0.092 % 
𝑀I$,$,<*
,  0.050 0.000 0.050 𝑀I$,$,<*

,  8.440 8.440 % 
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𝑇<>,  0.010 0.000 0.010 𝑇<>,  298.000 298.000 K 

𝑃<>,  0.020 0.000 0.020 𝑃<>,  0.132 0.132 atm 

𝑀4K,$,<>
,  0.100 -0.001 0.098 𝑀4K,$,<>

,  16.200 16.100 ppm 
𝑀4K$,$,<>
,  0.050 0.000 0.050 𝑀4K$,$,<>

,  0.255 0.255 % 
𝑀4H%IH,$,<>
,  0.050 0.000 0.050 𝑀4H%IH,$,<>

,  0.093 0.093 % 
𝑀I$,$,<>
,  0.050 0.000 0.050 𝑀I$,$,<>

,  8.480 8.480 % 

𝑇<C,  0.010 0.000 0.010 𝑇<C,  333.000 333.000 K 

𝑃<C,  0.020 0.000 0.020 𝑃<C,  0.147 0.147 atm 

𝑀4K,$,<C
,  0.100 0.001 0.097 𝑀4K,$,<C

,  16.300 16.310 ppm 
𝑀4K$,$,<C
,  0.050 0.000 0.050 𝑀4K$,$,<C

,  0.255 0.255 % 
𝑀4H%IH,$,<C
,  0.050 0.000 0.050 𝑀4H%IH,$,<C

,  0.093 0.093 % 
𝑀I$,$,<C
,  0.050 0.000 0.050 𝑀I$,$,<C

,  8.500 8.500 % 

𝑇EJ,  0.010 0.000 0.010 𝑇EJ,  417.000 417.000 K 

𝑃EJ,  0.020 0.000 0.020 𝑃EJ,  0.184 0.183 atm 

𝑀4K,$,EJ
,  0.100 -0.001 0.097 𝑀4K,$,EJ

,  16.300 16.292 ppm 
𝑀4K$,$,EJ
,  0.050 0.000 0.050 𝑀4K$,$,EJ

,  0.255 0.255 % 
𝑀4H%IH,$,EJ
,  0.050 0.000 0.050 𝑀4H%IH,$,EJ

,  0.093 0.092 % 
𝑀I$,$,EJ
,  0.050 0.000 0.050 𝑀I$,$,EJ

,  8.505 8.505 % 

𝑇E.,  0.010 0.000 0.010 𝑇E.,  240.000 240.000 K 

𝑃E.,  0.020 0.000 0.020 𝑃E.,  0.329 0.329 atm 

𝑀4K,$,E.
,  0.010 -0.001 0.099 𝑀4K,$,E.

,  5.23 5.22 ppm 
𝑀4K$,$,E.
,  0.050 0.000 0.050 𝑀4K$,$,E.

,  0.082 0.082 % 
𝑀4H%IH,$,E.
,  0.050 0.000 0.050 𝑀4H%IH,$,E.

,  0.030 0.030 % 
𝑀I$,$,E.
,  0.050 0.000 0.050 𝑀I$,$,E.

,  2.733 2.733 % 

𝑇E<,  0.010 0.000 0.010 𝑇E<,  268.000 268.005 K 

𝑃E<,  0.020 0.000 0.020 𝑃E<,  0.658 0.658 atm 

𝑀4K,$,E<
,  0.010 0.003 0.098 𝑀4K,$,E<

,  2.920 3.001 ppm 
𝑀4K$,$,E<
,  0.050 0.000 0.050 𝑀4K$,$,E<

,  0.046 0.046 % 
𝑀4H%IH,$,E<
,  0.050 0.000 0.050 𝑀4H%IH,$,E<

,  0.017 0.017 % 
𝑀I$,$,E<
,  0.050 0.000 0.050 𝑀I$,$,E<

,  1.530 1.530 % 

𝑇EE,  0.01 0.000 0.010 𝑇EE,  298.000 298.000 K 

𝑃EE,  0.02 0.000 0.020 𝑃EE,  0.461 0.461 atm 

𝑀4K,$,EE
,  0.100 -0.002 0.098 𝑀4K,$,EE

,  4.640 4.554 ppm 
𝑀4K$,$,EE
,  0.050 0.000 0.050 𝑀4K$,$,EE

,  0.073 0.073 % 
𝑀4H%IH,$,EE
,  0.050 0.000 0.050 𝑀4H%IH,$,EE

,  0.027 0.024 % 
𝑀I$,$,EE
,  0.050 0.000 0.050 𝑀I$,$,EE

,  2.242 2.424 % 

𝑇EB,  0.010 0.000 0.010 𝑇EB,  333.000 333.000 K 

𝑃EB,  0.020 0.000 0.020 𝑃EB,  0.526 0.526 atm 

𝑀4K,$,EB
,  0.100 0.025 0.092 𝑀4K,$,EB

,  4.530 4.643 ppm 
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𝑀4K$,$,EB
,  0.050 0.000 0.050 𝑀4K$,$,EB

,  0.071 0.071 % 
𝑀4H%IH,$,EB
,  0.050 0.000 0.050 𝑀4H%IH,$,EB

,  0.026 0.026 % 
𝑀I$,$,EB
,  0.050 0.000 0.050 𝑀I$,$,EB

,  2.370 2.370 % 

𝑇ED,  0.010 0.000 0.010 𝑇ED,  417.000 417.000 K 

𝑃ED,  0.020 0.000 0.020 𝑃ED,  0.658 0.658 atm 

𝑀4K,$,ED
,  0.100 -0.003 0.097 𝑀4K,$,ED

,  4.54 4.525 ppm 
𝑀4K$,$,ED
,  0.050 0.000 0.050 𝑀4K$,$,ED

,  0.071 0.071 % 
𝑀4H%IH,$,ED
,  0.050 0.000 0.050 𝑀4H%IH,$,ED

,  0.026 0.026 % 
𝑀I$,$,ED
,  0.050 0.000 0.050 𝑀I$,$,ED

,  2.375 2.375 % 

𝑇EG,  0.010 0.000 0.010 𝑇EG,  240.000 240.000 K 

𝑃EG,  0.020 0.000 0.020 𝑃EG,  0.731 0.731 atm 

𝑀4K,$,EG
,  0.100 0.001 0.099 𝑀4K,$,EG

,  2.350 2.351 ppm 
𝑀4K$,$,EG
,  0.050 0.000 0.050 𝑀4K$,$,EG

,  0.037 0.037 % 
𝑀4H%IH,$,EG
,  0.050 0.000 0.050 𝑀4H%IH,$,EG

,  0.013 0.013 % 
𝑀I$,$,EG
,  0.050 0.001 0.048 𝑀I$,$,EG

,  1.230 1.231 % 

𝑇E*,  0.010 0.000 0.010 𝑇E*,  268.000 268.000 K 

𝑃E*,  0.020 0.000 0.020 𝑃E*,  0.921 0.921 atm 

𝑀4K,$,E*
,  0.100 0.001 0.096 𝑀4K,$,E*

,  2.090 2.092 ppm 
𝑀4K$,$,E*
,  0.050 0.000 0.050 𝑀4K$,$,E*

,  0.033 0.033 % 
𝑀4H%IH,$,E*
,  0.050 0.000 0.050 𝑀4H%IH,$,E*

,  0.012 0.012 % 
𝑀I$,$,E*
,  0.050 0.000 0.050 𝑀I$,$,E*

,  1.090 1.090 % 

𝑇E>,  0.010 0.000 0.010 𝑇E>,  298.000 298.000 K 

𝑃E>,  0.020 0.000 0.020 𝑃E>,  0.921 0.921 atm 

𝑀4K,$,E>
,  0.100 -0.003 0.097 𝑀4K,$,E>

,  2.320 2.314 ppm 
𝑀4K$,$,E>
,  0.050 0.000 0.050 𝑀4K$,$,E>

,  0.036 0.036 % 
𝑀4H%IH,$,E>
,  0.050 0.000 0.050 𝑀4H%IH,$,E>

,  0.013 0.013 % 
𝑀I$,$,E>
,  0.050 0.000 0.050 𝑀I$,$,E>

,  1.210 1.210 % 

𝑇EC,  0.010 0.000 0.010 𝑇EC,  333.000 333.000 K 

𝑃EC,  0.020 0.000 0.020 𝑃EC,  1.028 1.028 atm 

𝑀4K,$,EC
,  0.100 0.001 0.098 𝑀4K,$,EC

,  2.320 2.321 ppm 
𝑀4K$,$,EC
,  0.050 0.000 0.050 𝑀4K$,$,EC

,  0.036 0.036 % 
𝑀4H%IH,$,EC
,  0.050 0.000 0.050 𝑀4H%IH,$,EC

,  0.013 0.013 % 
𝑀I$,$,EC
,  0.050 0.000 0.050 𝑀I$,$,EC

,  1.214 1.214 % 

𝑇BJ,  0.010 0.000 0.010 𝑇BJ,  417.000 417.000 K 

𝑃BJ,  0.020 0.000 0.020 𝑃BJ,  1.306 1.306 atm 

𝑀4K,$,BJ
,  0.100 -0.001 0.097 𝑀4K,$,BJ

,  2.290 2.288 ppm 
𝑀4K$,$,BJ
,  0.050 0.000 0.050 𝑀4K$,$,BJ

,  0.036 0.036 % 
𝑀4H%IH,$,BJ
,  0.050 0.000 0.050 𝑀4H%IH,$,BJ

,  0.013 0.013 % 
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𝑀I$,$,BJ
,  0.050 

0.000 0.050 𝑀I$,$,BJ
,  1.196 1.196 % 

𝜎′.,H$I$ 
0.700 

0.095 
0.133 

𝜎′.,H$I$ 
96000.000 105546.376 cm2mol-1 

𝜎′<,H$I$ 0.300 -0.005 0.299 𝜎′<,H$I$ -19.000 -18.908 cm2mol-1K-1 

𝜎′.,HI$ 0.700 -0.119 0.301 𝜎′.,HI$ 1155000.00 1025196.65 cm2mol-1 

𝜎′<,HI$ 0.300 -0.012 0.293 𝜎′<,HI$ 1299.000 1283.071 K 

𝜎′8.,H$I$ 0.7 0.130 0.371 𝜎′8.,H$I$ 130178.000 148198.394 cm2mol-1 

𝜎′8 <,H$I$ 0.7 -0.006 0.699 𝜎′8 <,H$I$ -4.315 -4.290 cm2mol-1K-1 

𝜎′8.,HI$ 0.700 0.0193 0.253 𝜎′8 .,HI$ 2000000.00 2038933.23 cm2mol-1 

𝜎′8 <,HI$ 0.700 -0.087 0.625 𝜎′8 <,HI$ -639.580 -586.442 cm2mol-1K-1 
 

 

(b) Additional Figures 
 

 
Fig. S1. H2O (left) and OH (right) time-histories in shock heated H2O2/H2O/O2/Ar mixture near 
1398 K and 1.909 atm. Symbols represent experimental data from Hong et al. [S1]; lines model 
predictions.  
 

 
Fig. S2. H2O (left) and OH (right) time-histories in shock heated H2O2/H2O/O2/Ar mixture near 
1192 K and 1.950 atm. Symbols represent experimental data from Hong et al. [S1]; lines model 
predictions.  
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Fig. S3. H2O time-history in shock heated H2O2/H2O/O2/Ar mixture near 1057 K and 1.830 atm. 
Symbols represent experimental data from Hong et al. [S2]; lines model predictions.  
 

 
Fig. S4. OH time-history in shock heated H2O/O2/H/Ar mixture near 1880 K and 1.740 atm. 
Symbols represent experimental data from Hong et al. [S3]; lines model predictions.  
 

 
Fig. S5. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 968 K and 3.590 
atm. Symbols represent experimental data from Kappel et al. [S4]; lines model predictions.  
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Fig. S6. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1015 K and 
3.298 atm. Symbols represent experimental data from Kappel et al. [S4]; lines model predictions.  
 

 
Fig. S7. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1079 K and 
3.441 atm. Symbols represent experimental data from Kappel et al. [S4]; lines model predictions. 
 
 

 
Fig. S8. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1132 K and 
3.550 atm. Symbols represent experimental data from Kappel et al. [S4]; lines model predictions.  
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Fig. S9. Absorbance 215 nm time-history in shock heated H2O2/Ar mixture near 1218 K and 
3.038 atm. Symbols represent experimental data from Kappel et al. [S4]; lines model predictions.  
 

 

 
 
Fig. S10. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1072 K and 1.786 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S11. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1108 K and 1.774 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S12. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1138 K and 1.676 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
 

 

 
Fig. S13. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1182 K and 1.676 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S14. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1200 K and 1.641 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S15. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1194 K and 1.548 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S16. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1227 K and 1.558 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S17. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1186 K and 1.706 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S18. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1135 K and 1.665 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S19. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1210 K and 1.668 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S20. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1245 K and 1.644 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S21. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1268 K and 1.661 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S22. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1091 K and 1.754 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S23. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1149 K and 1.654 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S24. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1244 K and 1.546 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
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Fig. S25. Absorbance 227 nm (top left), H2O (top right) and OH (bottom left) time-histories in 
shock heated H2O2/H2O/O2/Ar mixture near 1283 K and 1.635 atm. Symbols represent 
experimental data from Hong et al. [S5]; lines model predictions.  
 
 

 
Fig. S26. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
240 K and 0.105 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
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Fig. S27. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
268 K and 0.119 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
 

 
Fig. S28. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
298 K and 0.132 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
 

 
 
Fig. S29. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
333 K and 0.147 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
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Fig. S30. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
417 K and 0.184 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
 

 
Fig. S31. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
240 K and 0.329 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 

 
Fig. S32. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
268 K and 0.657 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
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Fig. S33. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
298 K and 0.461 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
 

 
Fig. S34. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
333 K and 0.526 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 

 
Fig. S35. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
417 K and 0.658 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
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Fig. S36. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
240 K and 0.731 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
 

 
Fig. S37. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
268 K and 0.921 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 

 
Fig. S38. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
298 K and 0.921 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
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Fig. S39. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
333 K and 1.028 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
 

 
Fig. S40. Absorbance 227 nm time-history in shock heated Cl/Cl2/CH3OH/O2/Ar mixture near 
417 K and 1.305 atm. Symbols represent generated experimental data from Kircher et al. [S6]; 
lines model predictions. 
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Fig. S41. Comparisons of model predictions (red lines: a priori model with error bars 
constrained by target class I only; blue lines: MSI model with error bars constrained by target 
classes I-IV) and experimental data (symbols) for rate constants at 1 atm. Top left: R3 [S1, S5, 
S7-S20], Top Right: R5, R6 [S5, S3-S4, S11-S18], Bottom Left: R4 [S19-S23]. Bottom Right: 
R2b. 
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Fig. S42. Duplicate of S41 without prior error bars for higher resolution on the Y-axis. 
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Fig. S43. Comparisons of model predictions (red lines: a priori model with error bars 
constrained by target class I only; blue lines: MSI model with error bars constrained by target 
classes I-IV) and experimental data (symbols) for rate constants at 1 atm (top two figures) and 
0.1-4.0 atm (bottom figure). R7 [S1, S2, S5, S24].   
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Fig. S44. Duplicate of Fig. 14 in main text with addition of the rate constants obtained by data 
analysis studies of Yang et al. and Varga et al. [S26, S27]. 
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Fig. S45. Kinetic sensitivity analysis of absorbance at 230 nm for shock heated (CH3O)2/O2/Ar 
mixture near 970 K and 6.420 atm. Initial conditions from Hippler et al. [S24]. 
 
 

 
 

 

 
 
Fig. S46 Branching ratio plots at 1.0 atm. Rate constants for the channels of HO2  + HO2 = H2O2 
+ O2 (top left), HO2  + HO2 = O2 + 2OH (top right) and HO2  + HO2 =  HOOOOH (bottom) 
normalized by the rate constant of HO2  + HO2 = all products. 
 

CH3OH+O2=CH2O+HO2
(CH3O)2=2CH3O
CH3O(+M)=CH2O+H(+M)

2HO2=H2O2+O2
H+O2(+M)=HO2(+M)
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Fig. S47 Branching ratio plots at 0.10 atm. Rate constants for the channels of HO2  + HO2 = H2O2 
+ O2 (top left), HO2  + HO2 = O2 + 2OH (top right) and HO2  + HO2 =  HOOOOH (bottom) 
normalized by the rate constant of HO2  + HO2 = all products. 
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Fig. S48 Rate constants for HOOOOH at 1 atm. 
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Fig. S49 Distribution of ln difference between experimental data and model for temperature 
(weighted by uncertainty and not weighted by uncertainty) OH, H2O, and absorbance (all 
weighted by uncertainty) for the experimental profiles from Hong et al. [S23]. 
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(c) Optimized Rate Constant Results 
Chebyshev Fits 
 
Chebyshev Expression: log 𝑘(𝑇, 𝑃) = 	Σ)*+	

-! Σ%*+
-" 𝛼&%𝜙&5𝑇67𝜙%5𝑃67 

𝑇6 =
2𝑇.+ − 𝑇(!'.+ − 𝑇(/0.+

𝑇(/0.+ − 𝑇(!'.+  

 

𝑃6 =
2𝑙𝑜𝑔𝑃 − 𝑙𝑜𝑔𝑃(!' 	− 𝑙𝑜𝑔𝑃(/0

𝑙𝑜𝑔	𝑃(/0 − 𝑙𝑜𝑔	𝑃(!'
 

 
 
 
Chebyshev fits are for 0.1-4 atm. These are the preferred fits for implementation.  
Units are cm, s, mol. 
 
chebyshev_reaction(“HO2 + HO2 <=> H2O2 + O2’, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   coeffs=[[12.37, -0.1174, 0.2525], 
                           [-0.3931, 0.1334, -0.3123], 
                           [0.4154, 0.023, 0.0101], 
                           [0.3355, -0.0543, 0.0657], 
                           [0.1126, 0.0080, -0.0032], 
                           [0.0234, 0.0116, -0.0149], 
                           [0.0101, -0.0037, -0.0010], 
                           [0.0059, -0.0024, 0.0028], 
                           [0.0018, 0.0021, 0.0004], 
                           [0.0008, 0.0015, -0.0005], 
                           [0.0016, -0.0019, 0.0004], 
                           [0.0006, -0.0006, -7.0167e-05], 
                           [0.0004, -0.0003, 0.0001], 
                           [-0.0006, 0.00159, -0.0004], 
                           [0.0001, 2.966e-06, 0.0001]]) 
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chebyshev_reaction(“HO2 + HO2 <=> O2 + 2 OH”, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   coeffs=[[8.6217, -0.0023, 0.0018], 
                           [3.6249, 0.0019, -0.0014], 
                           [-0.2055, 0.0018, -0.0014], 
                           [-0.0827, 0.0005, -0.0004], 
                           [-0.0156, 0.0003, -0.0003], 
                           [0.0070, 0.0001, -0.0001], 
                           [0.0104, 0.0002, -0.0002], 
                           [0.0079, 0.0001, -0.0001], 
                           [0.0049, 1.6173e-05, -6.1260e-05], 
                           [0.0025, 6.8107e-05, -9.9014e-05], 
                           [0.0012, -0.0001, 4.7730e-05], 
                           [0.0004, 5.8690e-06, -4.15601e-05], 
                           [0.0001, -0.0002, 0.0001], 
                           [2.5659e-05, -9.2687e-06, -8.8667e-06], 
                           [-2.9400e-05, -0.0002, 0.0001]]) 
 
chebyshev_reaction(“HOOOOH => 2 HO2”, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   coeffs=[[2.6929, 2.3508, -0.2621], 
                           [6.1780, -0.2502, 0.1562], 
                           [-0.3134, -0.2973, -0.0018], 
                           [0.1076, -0.1369, -0.0175], 
                           [0.1684, -0.0857, -0.0168], 
                           [0.0824, -0.0566, 0.0137], 
                           [0.0018, -0.0529, 0.0211], 
                           [-0.0376, -0.0481, 0.0258], 
                           [-0.031, -0.0437, 0.0259], 
                           [0.0081, -0.0518, 0.0129], 
                           [0.0262, -0.0435, 0.0225], 
                           [0.0435, -0.0477, 0.0097], 
                           [0.0228, -0.0214, 0.0234], 
                           [0.0192, -0.0165, 0.0054], 
                           [-0.0025, 0.0048, 0.0136]]) 
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chebyshev_reaction(“HO2 + HO2 => HOOOOH”, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   Coeffs= [[8.997, 2.352, -0.2627], 
                           [-1.2054, -0.2474, 0.15595], 
                           [0.1252, -0.2951, -0.0021], 
                           [0.2933, -0.1349, -0.0179], 
                           [0.2389, -0.0838, -0.0171], 
                           [0.1090, -0.0553, 0.0135], 
                           [0.0121, -0.0521, 0.0210], 
                           [-0.0332, -0.0476, 0.0258], 
                           [-0.02867, -0.0436, 0.0259], 
                           [0.0090, -0.0517, 0.0129], 
                           [0.0269, -0.0437, 0.0226], 
                           [0.0438, -0.0477, 0.0097], 
                           [0.0232, -0.0217, 0.0236], 
                           [0.0193, -0.0165, 0.0053], 
                           [-0.0022, 0.0047, 0.0137]]) 
 
chebyshev_reaction(“HO2 + OH <=> H2O + O2”, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   coeffs=[[13.6583], 
                           [-0.4066], 
                           [0.0383], 
                           [0.0818], 
                           [0.0573], 
                           [0.0299], 
                           [0.0129], 
                           [0.0039], 
                           [-0.0001], 
                           [-0.0009], 
                           [-0.0017], 
                           [-0.0008], 
                           [-0.0013], 
                           [-0.0002], 
                           [-0.0008]]) 
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chebyshev_reaction(“HO2 + OH <=> H2O + O2X”, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   coeffs=[[11.3250], 
                           [0.6841], 
                           [0.4131], 
                           [0.1552], 
                           [0.0633], 
                           [0.0285], 
                           [0.0130], 
                           [0.0058], 
                           [0.0025], 
                           [0.0011], 
                           [0.0004], 
                           [0.0002], 
                           [1.4968e-05], 
                           [6.2679e-05], 
                           [-9.8156e-05]]) 
 
chebyshev_reaction(“OH + OH <=> H2O + O”, 
                   Tmin=200.0, Tmax=3000.0, 
                   Pmin=(0.01, “atm”), Pmax=(100.0, “atm”), 
                   coeffs=[[12.2347], 
                           [0.0173], 
                           [0.3487], 
                           [0.1588], 
                           [0.0646], 
                           [0.0335], 
                           [0.0109], 
                           [0.0056], 
                           [0.0019], 
                           [-8.7600e-05], 
                           [0.0003], 
                           [-0.0008], 
                           [0.0018], 
                           [0.0006], 
                           [0.0028]]) 
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Arrhenius Fits 
 
Arrhenius fits are for 1 atm, maximum error of Arrhenius fits is ~10%.  
Units are cm, s, mol. 
 
reaction(“HO2 + HO2 <=> H2O2 + O2” , [7.93143247e+02, 2.85418458e+00, -9.229686e+02] ,  
options = ‘duplicate’) 
reaction(“HO2 + HO2 <=> H2O2 + O2”, [1.40287606e+15, -1.46599397e+00, -8.735761e+02] ,  
options = ‘duplicate’) 
 
reaction(“HO2 + HO2 <=> O2 + 2 OH”, [2.64940286e+17, -1.42708413e+00, 8.4919345e+03]) 
 
200 - 800 K  
reaction(“HOOOOH => 2 HO2”, [1.82077302e+38, -8.77288922e+00,  1.86827733e+04]) 
 
8000 - 2000 K 
reaction(“HOOOOH => 2 HO2”, [3.32757750e+03, 1.97317861e+00, 6.84335587e+03],  
options= ‘duplicate’) 
reaction(“HOOOOH => 2 HO2”, [.32760075e+03, 1.97320171e+00, 6.85308080e+03],  
options= “duplicate”) 
2000 - 2500 K 
reaction(“HOOOOH => 2 HO2” , [2.21586601e+37, -7.16781883e+00,  3.77423714e+04]) 
 
200 - 800 K  
reaction(“2 HO2 => HOOOOH”, [6.21428758e+26, -5.95332823e+00,  1.29950489e+03]) 
800 - 2000  K 
reaction(“2 HO2 => HOOOOH”, [1.71944917e+23 -3.57732688e+00,  1.88652135e+04],  
options= “duplicate”) 
reaction(“2 HO2 => HOOOOH”, [2.78869216e+7, 1.04062375e-04, -6.20644076e+03] ],  
options= “duplicate”) 
2000 - 2500 K 
reaction(“2 HO2 => HOOOOH”, [5.67514847e+28 -5.09187197e+00  2.34279998e+04]) 
 
reaction(“HO2 + OH <=> H2O + O2”, [1.23646897e+09, 1.22686493e+00, -2.90970210e+03] ,  
options = “duplicate’) 
reaction(“HO2 + OH <=> H2O + O2”, [-5.75989229e+07, 1.42858415e+00, -3.771099e+03] ,   
options = “duplicate”) 
 
reaction(“HO2 + OH <=> H2O + O2X”, [2111.33923045, 2.67589343, -1297.31029924]) 
 
reaction(“2 OH <=> H2O + O”, [8.81776798e+03, 2.51974969e+00, -2.57540034e+03]) 
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falloff_reaction(“2 OH (+M) <=> H2O2 (+M) ”, 
        kf = [3.49105E+12, 0.2048623456878356, 1503.0003607276622], 
        kf0   = [3.93967E+25, -3.2111376543121644, 2713.0003607276617], 
        efficiencies = "CO2:3.0  H2O:10.0  HE:0.4  N2:2.0", 
        falloff = Troe(A = 0.55, T3 = 1e-30, T1 = 1.0000000000000002e+30, T2 = 1e+30)) 
 
 

(d) Additional Reactions Included in the Mechanism 
 
Reactions From IUPAC: 
 

1. Cl + CH3OH = HCl + CH2OH 
2. Cl + H2O2 = HCl + HO2 
3. Cl + CH2O=HCl+HCO 
4. Cl + O2 (+M) = ClOO (+M) 
5. Cl + ClOO = Cl2+O2 
6. Cl + ClOO = ClO + ClO 
7. Cl + CH2OH = HCl+CH2O  
8. OH + Cl2 = HOCl + Cl 
9. Cl + HO2 = ClO + OH 
10. Cl + HO2 = HCl + O2 
11. HO2 + ClO = HOCl + O2 
12. OH + ClO = Cl + HO2 
13. OH + ClO = HCl + O2 
14. OH + HCl = H2O + Cl 
15. ClO + ClO= 2Cl + O2 
16. ClO + ClO= ClOO + Cl 
17. ClO + ClO (+M) = Cl2O2 (+M) 

 
Reactions From Konnov: 
 

1. O3 + O = O2X + O2              
2. O + O + M = O2X + M 
3. O2X + M = O2 + M                      
4. O2X + O = O2 + O                      
5. O2X + H = O2 + H                      
6. O2X + O + M = O + O2 + M                  
7. O2X + O3 = O2 + O2 + O                  
8. OX + O2X = O + O2                     
9. OX + O2 = O + O2X                     
10. OX + O2 = O + O2                      
11. OX + M = O + M                        
12. OX + N2 = O + N2                       
13. OX + O3 = O2 + O + O  
14. OX + O3 = O2 + O2                
15. H2 + O2X = H + HO2                    



 

 S47 

16. H + O2X = OH + O                      
17. H + O2X + M = HO2 + M                   
18. HO2 + OH = H2O + O2X                  
19. OH + O2X = O + HO2                    
20. O3 + H = OH + O2                      
21. O3 + OH = HO2 + O2                     
22. O3 + HO2 = OH + O2 + O2 
23. H + HO2 = H2O+ OX  
24. OX + H2 = OH + H                      
25. OX + H2O = OH+ OH                    
26. O + H + M = OHX + M                     
27. OHX + O2 = OH + O2                    
28. OHX + N2 = OH + N2                    
29. OHX + H2O = OH + H2O                  
30. OHX + H2 = OH + H2                    
31. OHX + OH= OH + OH                    
32. OHX + H= OH + H                      
33. OHX + O = OH + O                      
34. OHX + AR = OH + AR                    
35. OHX + H2= H2O + H                
36. OHX + O2 = O3 + H                      
37. OHX + O2 = HO2 + O                    
38. OHX + H2O = H2O2 + H                  
39. OHX = OH + hv                       

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 S48 

(e) References  
 
S1. Z. Hong, R. D. Cook, D. F. Davidson, R. K. Hanson, A shock tube study of OH + H2O2 = 
H2O + HO2 and HO2 + M = 2OH + M using laser absorption of H2O and OH, J. Phys. Chem. A 
114 (2010) 5718–5727. 
 
S2. Z. Hong, A. Farooq, E. A. Barbour, D. F. Davidson, R. K. Hanson, Hydrogen peroxide 
decomposition rate: a shock tube study using tunable laser absorption of H2O near 2.5 micro 
meters, J. Phys. Chem. A 113 (2009) 12919–12925. 
 
S3.  Z. Hong, S. S. Vasu, D. F. Davidson, R. K. Hanson, Experimental study of the rate of OH + 
HO2 = H2O + O2 at high temperatures using the reverse reaction, J. Phys. Chem. A 114 (2010) 
5520–5525. 
 
S4. C. Kappel, K. Luther, J. Troe, Shock wave study of the unimolecular dissociation of H2O2 in 
its falloff range and of its secondary reactions, Phys. Chem. Chem. Phys. 4 
(2002) 4392–4398. 
 
 
S5. Z. Hong, K-Y. Lam, R. Sur, S. Wang, D. Davidson, R. Hanson, On the rate constants of OH 
+ HO2 and HO2 + HO2: A comprehensive study of H2O2 thermal decomposition using 
multispecies laser absorption, Proc. Combust. Inst. 34 (2013) 565–571. 
 
S6. C. C. Kircher, S. P. Sander, Kinetics and the mechanism of HO2 and DO2 
disproportionations, J. Phys. Chem. 88 (1984) 2082-2091.  
 
S7. U.C. Sridharan, B. Reimann, F. Kaufman, Kinetics of the reaction OH + H2O2 = HO2+ H2O, 
J. Chem. Phys. 73 (1980) 1286–1293. 
 
S8. L.F. Keyser, Absolute rate constant of the reaction OH + H2O2 = HO2 + H2O from 245 to 423 
K, J. Phys. Chem. 84 (1980) 1659–1663. 
 
S9.  J.J. Lamb, L. Moiina, C.A. Smith, M.J. Molina, Rate constant of the OH + H2O2 = HO2 + 
H2O Reaction, J. Phys. Chem. 87 (1983) 4467-4470. 
 
S10.  A.B. Vakhtin, D.C. McCabe, A.R. Ravishankara, S.R. Leone, Low-temperature kinetics of 
the reaction of the OH radical with hydrogen peroxide, J. Phys. Chem. A 107 (2003) 10642-
10647. 
 
S11. W.B. DeMore, Reaction of HO2 radicals with O3 and the effect of water vapor on HO2 
kinetics, J. Phys. Chem. 83 (1979) 1113-1118. 
 
S12.  W.B. DeMore, Rate constant and possible pressure dependence of the reaction OH + HO2, 
J. Phys. Chem. 86 (1982) 121–126. 
 



 

 S49 

S13.  L.F. Keyser, Absolute rate constant of the reaction OH + H2O2 = HO2 + H2O from 245 to 
423 K, J. Chem. Phys. 84 (1980) 1659–1663. 
 
S14. R.R. Lii, R.A. Gorse, M.C. Sauer, S. Gordon, Temperature dependence of the gas-phase 
self-reaction of hydroperoxo radicals in the presence of ammonia, J. Phys. Chem. 84 (1980) 813–
817. 
 
S15.  R.A. Cox, J.P. Burrows, T.J. Wallington, Rate coefficient for the reaction OH + HO2= H2O 
+  O2 at 1 atmosphere pressure and 308 K, Chem. Phys. Lett. 84 (1981) 217–221. 
 
S16. M.J. Kurylo, O. Klais, A.H. Laufer, Mechanistic investigation of the OH + HO2 reaction, J. 
Phys. Chem. 85 (1981) 3674–3678. 
 
S17. M. Braun, A. Hofzumahaus, F. Stuhl, Ber. Bunsenges, VUV Flash Photolysis Study of the 
Reaction of HO with HO2 at 1 atm and 298 K, J. Phys. Chem. 86 (1982) 597–602. 
 
S18. N.K. Srinivasan, M.C. Su, J.W. Sutherland, J.V.Michael, B. Ruscic, Reflected shock tube 
studies of high-temperature rate constants for OH + NO2 = HO2 + NO and OH + HO2 = H2O + 
O2, J. Phys. Chem. A 110 (2006) 6602–6607. 
 
S19. M.K. Bahng, R.G. Macdonald, Determination of the Rate Constant for the OH (X2Π) + OH 
(X2Π) = O (3P) + H2O Reaction over the Temperature Range 293− 373 K, J. Phys. Chem. A 111 
(2007) 3850–3861. 
 
S20. Y. Bedjanian, G. Le Bras, G. Poulet, Kinetic study of OH + OH and OD + OD reactions., J. 
Phys. Chem. A 103 (1999) 7017–7025. 
 
S21. M.S. Wooldridge, R.K. Hanson, C.T. Bowman, A shock tube study of the OH + OH = H2O 
+ O reaction, Int. J. Chem. Kinet. 26 (1994) 389–401. 
 
S22.  J.W. Sutherland, P.M. Patterson, R.B. Klemm, Rate constants for the reaction, O (3P) + 
H2O¶ OH + OH, over the temperature range 1053 K to 2033 K using two direct techniques, Proc. 
Combust. Inst. 23 (1990) 51–57. 
 
S23. A. Lifshitz, J.V. Michael, Rate constants for the reaction, O + H2O = OH + OH, over the 
temperature range, 1500–2400 K, by the flash photolysis-shock tube technique: A further 
consideration of the back reaction, Proc. Combust. Inst. 23 (1991) 59-67. 
 
S24. H. Hippler, J. Troe, J. Willner, Shock wave study of the reaction, HO2 + HO2 = H2O2 + O2, 
Confirmation of a rate constant minimum near 700 K, J. Chem. Phys. 93 (1990) 1755-1760. 
 
S25. M.B. Sajid, Et. Es-Seebar, T. Javed, C. Fittschen, A. Farooq, Measurement of the Rate of 
Peroxide Thermal decomposition in a Shock Tube Using Quantum Cascade Laser Absorption 
Near 7.7 micro meters, Int. J. Chem. Kinet. 46 (2014) 275-284. 
 



 

 S50 

S26. X. Yang, X. Shen, P. Zhao, C.K. Law, Statistical Analysis on Rate Parameters of the H2-O2 
Reaction System, J. Phys. Chem. A. 125 (2021) 10223-10234. 
 
S27. T Varga, T. Nagy, C. Olm, I.Gy. Zsely, R. Palvolgyi, E. Valko, G. Vincze, M. Cserhati, 
H.J. Curran, T. Turanyi, Optimization of a hydrogen combustion mechanism using both direct 
and indirect measurements, Proc. Combust. Inst. 35 (2015) 589-596. 


