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ABSTRACT Attackers attempt to create successful phishing campaigns by sending out trustworthy-looking
emails with a range of variations, such as adding the recipient name in the subject line or changing URLs in
email body. These tactics are used to bypass filters and make it difficult for the information system teams
to block all emails even when they are aware of an ongoing attack. Little is done about grouping emails
into campaigns with the goal of better supporting staff who mitigate phishing using reported phishing. This
paper explores the feasibility of using clustering algorithms to group emails into campaigns that IT staff
would interpret as being similar. First, we applied Meanshift and DBSCAN algorithms with seven feature
sets. Then, we evaluated the solutions with the Silhouette coefficient and homogeneity score and find that
Mean Shift outperforms DBSCAN with email origin and URLs based features. We then run a user study to
validate our clustering solution and find that clustering is a promising approach for campaign identification.

INDEX TERMS Phishing, incident response handling, phishing campaign, email clustering, phishing
clustering, clustering.

I. INTRODUCTION
Fraudulent emails aim to deceive employees and customers
into clicking on malicious links, downloading malware,
exposing sensitive information, or transferring money to the
attacker, all of which can put organisations and their cus-
tomers at risk. Supporting and teaching end-users to identify
and report phishing emails has been extensively researched;
however, detecting the phishing is only the first step to
actively protect others. It is necessary that Information Tech-
nology (IT) staff can quickly learn about the phishing emails
and take actions such as updating blacklists, deleting emails
from inboxes, and managing compromised accounts [1], [2].
In order to succeed to apply remediations, IT staff need to
process large numbers of reported phishing quickly [1], [3]
to find the ones that are new or cases where implemented
mitigations are not working. However, this procedure is not
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easy because typically, a large number of reports come in, and
these need to be handled quickly before end users click links
or otherwise engage with the phishing email.

To increase the chance of successfully compromisingmany
people, attackers rely on campaigns where they send several
standard phishing emails to random people or semi-targeted
phishing to a group of users who are similar in some way,
such as working for the same organisation. To evade being
blocked by spam filters, attackers may send several versions
of the same email, such as creating a unique subject for every
recipient or sending the email from several different email
servers. The tactic is used to maximise the odds that some
of the emails may make it through the automated filters and
make it harder for IT defenders to find and delete all the
phishing emails [4].

Organisation IT teams rely on users to report phishing
that makes it through filters and into inboxes. These reported
phish are then used to update the automated filters and remove
the phish from inboxes using specific parameters such as date
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received, sender, and email subject [1]. However, because the
incoming phish have variations, it is necessary to consider
all the reported phish to ensure that the revised filters cover
all variations. The problem is that reviewing reports is a
manual activity that is time expensive andmultiple campaigns
can be happening at the same time. So in practice only a
few sample reports are used when refining filter rules [1].
While this tactic saves time, it also means that some phishing
variations are reported but not accounted for in revised pro-
tections and therefore users are not fully protected from that
specific campaign. To make full use of all reported phishing,
IT teams need an efficient way of grouping reported phish so
they can easily consider all similar reports when improving
protections.

In this paper, we investigate whether it is feasible to group
potential phishing emails into meaningful clusters. Such clus-
ters might then help IT teams analyse potential phishing
emails in terms of campaigns, and reduce the effort spent
on manually checking each email individually. A successful
cluster-based system should result in largely homogeneous
clusters where all phishing emails in the same cluster belong
to the same phishing campaign and where the number of
clusters generated is substantially lower than the original
number of individual emails. To this end, we compared seven
feature sets and two clustering algorithms, Mean Shift [5]
and DBSCAN [6]. Both algorithms are robust to outliers and
sparse data.

We applied the algorithms, to two slices of ≈60K emails
taken from a significantly larger dataset of reported phishing
provided by a security services company. Clustering solutions
were assessed using an internal validation metrics, Silhouette
and a homogeneity metric based on 10 manually identified
campaigns in the dataset. We found that the Mean Shift
algorithm with the email origin and URL features can reduce
the original set of 60K emails to<6K relatively homogeneous
clusters, which are potentially much faster for the IT teams to
check.

We also conducted an online study to examine whether the
clustering solution of Mean Shift with the email origin and
URL features can work well in an organisational environ-
ment.The study aims at understanding whether users agree
with the clustering or not by showing them a pair of emails
and asking them whether they belong to the same cluster or
not. We presented 60 pairs of emails from the same clusters
and another 60 pairs of emails from different clusters to
the participants and found that clustering results are likely
accurate when there is a common feature between pairs of
emails such as the same email address, email subject or even
email date. Similarly, if emails from different clusters have at
most one similar value of the aforementioned features, they
are unlikely to be marked as being from the same campaign.
We discuss how our findings can be used to design a tool
that might allow IT staff automatically identify and act on
phishing campaigns.

The rest of this paper is structured as follows. First,
we summarise previous work on organisational handling of

phishing emails and phishing clustering (Section II). We then
describe the dataset and rationale, design, and methodol-
ogy of our study (Sections III and IV). Our results are
organised based on the internal and external validity of the
algorithms and feature sets (Section V) and the experts’ eval-
uation of the selected parameters (section VI). We discuss
the implications of this result for further work on detect-
ing phishing campaigns in Section VII and conclude with
limitation, a plan of future work and summary of the work
in Sections VIII and IX.

II. BACKGROUND
A. ORGANIZATIONAL PHISHING MANAGEMENT
Phishing is one of the most common and most disruptive
types of attacks organisations face [7], [8]. It is also a gate-
way attack from which an attacker gains basic level access
by tricking staff into revealing their login credentials, and
then uses those credentials to launch another more damaging
attack [8]. So even if the initial compromise seems small, the
final impact on an organisation can be quite large. Conse-
quently, organisations take phishing very seriously and use
a range of methods to mitigate its impact, with one of the
challenges being identifying and removing phishing emails.

Organisations have procedures to prevent phishing emails
from reaching their mail servers, and ultimately the system
end-users, by using preventive measures such as automated
scanning of incoming emails. Although this approach is
important and used in every organisation, it does allow some
phish through [9] because attackers usually adjust their tactics
for the new defences. Therefore, as a best practice, organi-
sations follow reactive measures to ensure that IT teams can
contain the attack with minimal damage even if attackers suc-
ceeded to reach the system-end users. Responding to phishing
attacks in a timely manner helps the IT reduce the number of
victims and any potential organisational damage [10], [11],
[12]. To be able to react to attacks successfully, IT teams need
to learn about ongoing attacks through several sources such as
security monitoring of abnormal behaviour, users’ reporting,
or external reports from other organisations [13], [14], [15];
though, the most common and valuable source is the users’
reports [1] because phishers design their phishing emails to
be devious with subtle differences between them to ensure
a percent of the emails can bypass the filters; therefore, if all
users reported phishing emails they receive, the IT staff would
be able to catch all the variations in a campaign to develop
a full picture of that campaign and understand its impact,
sophistication and volume [1], [3], [15], [16], [17]. This
action may require multiple teams in an organisation because
phishing mitigation often requires configuration changes to
a range of systems. Althobaiti et al. found that several teams
deal with phishing reports including teams that manage user
communication (Help Desk), Security, Accounts, Firewalls,
Mail Relay, and Mail Storage [1].

In a typical phishing incident, users submit phishing
reports to the IT general ticketing system. The reports are
manually read through by the Help Desk or by a Security
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team to ensure they are actually phishing [14], [18], [19].
One important procedure is to deal with phishing emails as
campaigns because each campaign will have its own reactive
measures that suits its impact and ramification factors [1].
In this procedural context, IT teams identify campaigns as the
set of emails that were sent by the same attacker or a group of
attackers whomade an effort to create one sophisticated email
but made many versions of that email while altering some
aspects of of sender id, email body, or email subject to bypass
any blocks added and allow the campaign to last longer and
harvest many victims [1], [16], [20]. Because of campaign
variations, it is important that IT staff have access to a range
of examples that covers all the variations. Therefore, the Help
Desk staff collect sample emails of a phishing campaign that
is meant to be representative of all the variations; however, the
volume of reports the IT staff receive simultaneously about
the same incident making it challenging to do so due to a lack
of appropriate tools and the manual effort required in a timely
manner [1] resulting in escalating unrepresentative sample
which ends up in a partial remediation of the attack. There-
fore, applying security remediation does not work always due
to missing some of the variations. What the Help Desk staff
need is an automatic approach to group the emails from the
same campaign, so they can learn about the attack and easily
find the common features in that campaign for a successful
response.

B. EMAIL CLUSTERING
There has been substantial work on clustering emails. Appli-
cations include managing the email overloading problem
by grouping emails into meaningful groups [21], [22],
[23] such as subject-based folders [24] or personalised
prioritisation [25].
In the context of phishing, clustering can form the basis

of tools that support staff handling the problem mentioned
in II-A by grouping reported phish into semi-campaigns so
that staff can handle reports efficiently. We argue that, apart
from classifying phishing emails into phishing versus benign
decision [26], [27], [28], Help Desk staff would benefit from
being presented with number of reported emails only. Once
these reports have been manually labelled as phishing or
benign, the remaining emails in that cluster can be automat-
ically clustered into campaigns and flagged as phishing or
benign. Themethod here aims to reduce the number of reports
the Help Desk staff deal with and also help the other teams
apply scripts to extract common features of the clusters.

In previous work, phishing emails have been clustered by
profile [29], [30], [31], [32] where the approach attempts
to group phishing emails written by a single individual or
group [30], [33]. Work on phishing profiling was aimed to
understand and observe attacker activities to better predict
phishing emails [30], while some studies [34], [35] use it
as a first step to improve the accuracy of a phishing/benign
classifier. Seifollahi et al. [36] focused more on the author-
ship analysis and identifying the cybercriminal groups, while
Zawoad et al. clustered emails in order to identify phishing

TABLE 1. Example of pair of emails that belong to the same campaign
with different labels.

attacks generated by off-the-shelf phishing kits [37].
Approaches have also looked at using semi-supervised phish-
ing profiling to predict new spear phishing campaigns [38].
However, profiling is usedmainly to identify phish authors,

not campaigns. The distinction matters, because attackers can
initiate several campaigns, each with different characteristics.
We focus on clustering emails for identifying campaigns to
help the IT staff with post-attack practices.

III. DATASET
A dataset of n = 781, 740 emails was obtained from a
major security services company located in the UK under a
nondisclosure data sharing agreement. Emails in this dataset
had been automatically labelled as phishing or left unlabelled
based on comparisons with blacklists. Because campaigns
often aim to confuse automated systems by using variations,
there are definitely cases where some emails in a campaign
are labelled as ‘‘phishing’’ while others are left as ‘‘unla-
belled’’. The emails in Table 1 show how two emails from
the same campaign can get different safety labels.

To keep the number of emails small enough for partial
human processing, we extracted two data slices (DS), each
covering a time period of about six months. The first was
from September 7th, 2019, to February 3rd, 2020. The second
was from April 11th, 2019 to September 6th, 2019. Exist-
ing research shows that 50% of phishing campaigns last for
4months and 25% last for 5months [16], therefore, these time
periods should be long enough to observe several variations
of a phishing campaign.

We excluded emails that were missing mandatory headers,
with the exception of the TO header as most of the emails had
this information redacted for users’ privacy.We also excluded
emails with parsing errors as they were likely corrupted dur-
ing the redaction or transmission process. Table 2 shows the
number of emails in both data slices, and the number of emails
after the exclusions in every slice.

TABLE 2. Size of data slices (DS) used in experiments.

IV. CLUSTERING
In this study we examine whether emails can be grouped
into campaign-based clusters. Since campaigns change
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dynamically over time, and we do not have access to a
sufficiently large database of clusters with verified campaign
labels, we use unsupervised clustering methods. We com-
pared two clustering algorithms that have proven to be
comparatively resilient to outliers (see Section IV-A) and
tested them with seven different feature sets, defined in
Section IV-B. For each algorithm, we also systematically
varied a parameter that controls cluster size. Algorithms were
tested on both data slices. For each algorithm, we system-
atically varied cluster size and feature sets. This results in
532 different solutions (i.e., 19 values of cluster size × 7 fea-
ture sets × 2 data slices × 2 algorithms). The Scikit-learn
library [39] was used for all experiments.

A. ALGORITHMS
We identified two candidate algorithms, Mean Shift [5] and
DBSCAN [6], [40]. Both algorithms can automatically opti-
mise the number of clusters generated. This is important,
because the number of campaigns running at the same time
varies. Both algorithms can handle numerical, categorical,
and binary features as well as single features that can consist
of a vector of values. Finally, both algorithms can deal with
outliers, such as spear phishing attacks, where there may be
only a single email. However, there is an important tradeoff
between algorithms: While DBSCAN is faster, Mean Shift
can identify clusters of varying size and may thus lead to
more homogeneous clusters. Given that we use Mean Shift
and DBSCAN without any changes, we only give a general
outline below. We refer the readers to the original papers and
the documentation of their implementation in Scikit-learn.

1) MEAN SHIFT
The Mean Shift [5] algorithm models each dataset as a
combination of probability distribution. Each distribution is
described by a kernel with a given bandwidth that is situated
around a centre point. The number of kernels corresponds
to the number of clusters, and data points are assigned to
the nearest kernel. It is also possible to mark outliers as
noise [41], [42]. The size of clusters in Mean Shift clus-
tering is affected by a kernel bandwidth parameter which
governs the spatial extent of the kernel’s influence. A smaller
bandwidth results in a tighter kernel that weighs nearby
points more heavily, whereas a larger bandwidth leads to
a broader kernel that encompasses a wider range of data
points. Unfortunately, Mean Shift is computationally expen-
sive (O(N2)) to run on large data, which means that there
is a trade-off between computational complexity and per-
formance. To increase the algorithm speed, we set the bin
seeding to true, which allocates discretised version of ker-
nel points location with fewer seeds. We also allowed the
algorithm to use all processors. For outliers, we did not cluster
all the points to the nearest kernel so orphan emails (outliers)
is labelled −1.

In the context of clustering, Mean Shift works by updating
candidates for centroids to be the mean of the points within

a given region. The position of the centroids is iteratively
adjusted to eliminate near-duplicates and finalise the final
centroids. Through successive iterations, data points shift
towards regions of higher density within the feature space.
This shifting process continues until convergence, at which
point data points have gravitated towards the local maxima
of the underlying distribution. For more details onMean Shift
procedure, please see [5], Section II.

2) DBSCAN
Unlike Mean Shift, Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) [6], [40] follows several
steps to generate clusters. The algorithm starts by determining
core data points with a neighbourhood that includes at least n
points that are less than ϵ apart from the core data point. These
core data points serve as the seeds for cluster formation.
If non-core data points are < ϵ away from a core data point,
they are assigned to the cluster represented by this core data
point by using euclidean distance function. The euclidean
distance between a pair of row vector x and y is computed
as:

dist(x, y) =
√
dot(x, x) − 2 ∗ dot(x, y) + dot(y, y) (1)

If they are further away from all core data points, they are
labelled as noise. This ability to detect noise makes DBSCAN
particularly suitable for identifying outliers [42]. It does not
require a predefined set of clusters, so it can identify clusters
that have different shapes, making it especially useful for
datasets with complex structures. However, since the distance
parameter ϵ is fixed, DBSCAN does not cope will with
datasets where clusters can have varying similarity levels.
For full pseudocode, please see [40], Algorithm 1. DBSCAN
was chosen because it is computationally effective and has
shown promising results for target recognition to find clusters
of phishing web pages that mimic a legitimate webpage [28],
[43]. Similar to Mean Shift, we used all the processors when
running the algorithm.

The number of clusters generated by each algorithm
depends on a single parameter that controls cluster sizes.
For Mean Shift, this is the bandwidth parameter, while for
DBSCAN, it is the distance ϵ parameter. After experiment-
ing with random values on a smaller dataset, we examined
performance for a total of 19 values, first values between
[0.001,. . .,0.009] increasing in steps of 0.001, and then
[0.01 . . . 0.1], increasing in steps of 0.01.

B. FEATURES
Influenced by previous research on phishing detection and
profiling [38], [44], [45], [46]—as well as our observation
of several campaigns found in the dataset, six categories of
mixed type features were used: time features (n = 7); subject
features (n = 3); body features (n = 16); attachment features
(n = 4); origin features (n = 11); recipient features (n = 2);
and URL features (n = 28). These six groups of features were
combined into seven feature sets summarised in Table 3.

VOLUME 11, 2023 96505



K. Althobaiti et al.: Using Clustering Algorithms to Automatically Identify Phishing Campaigns

1) TIME-BASED FEATURES
This feature category covers the time in which the phish-
ing email was received. Phishing campaigns tend to be sent
to organisation email addresses in batches within a short
time frame [1], [16] making time-based features valuable
for identification. Features are taken from the DATE header
of the email. They are: date sent [38], time, day, month,
year, weekday, and a derived binary feature (work day / non-
work day). We added this feature since phishers might target
working days as it is likely victims read the message before
it is deleted [38].

2) SUBJECT-BASED FEATURES
This feature category is extracted from the email SUBJECT
header. It covers number of characters [38], number of white
spaces, and the vector of Term Frequency - Inverse Document
Frequency (TF-IDF) values of all words in the subject.

3) BODY-BASED FEATURES
This feature category was derived from the plain text part and
the HTML part of the email object. In order to check the
web technology used, we computed the types and numbers
of email elements, presence and number of images, presence
and number of URLs, and presence of HTML tags, scripts,
and CSS specifications [45], [46], [47]. We then removed all
HTML tags and other scripts as well as links to obtain the
pure body text. The text was converted into a bag of words.
We used Latent Semantic Analysis to extract the top ten terms
describing the email’s content [38], [45]. We also computed
the number of lines, number of words, and average word
length [38].While prior research focused onwhether an email
contain a greeting line or not [47], from our observations
we found that several campaigns follow the same greeting
type. Therefore, we added a feature describing the greeting
type (style of greeting, such as hi, hello, and dear; checking
whether greeting is followed by recipient name, username or
email address).

4) ATTACHMENT-BASED FEATURES
This feature category concerns the email attachments.
We determined whether the email has an attachment, how
many attachments the email has [38], [46], and attachment
size and type [38]. This information indicates if the attacker
distributes the same files within a campaign.

5) ORIGIN-BASED FEATURES
The origin feature category is mostly about the sender of
the email. This can be either the attacker themselves or the
compromised accounts.We extracted name and email address
from both the FROM header and the RECEIVED header.
We also checked whether the email from the RECEIVED
header matches the one in the FROM header in order to
detect spoofed FROM addresses. This information can indi-
cate the impersonated identity and details on the origin of
phishing campaign. We extracted the sender IP [38] and

relevant domain information such as the domain from both
headers [38], domain registrar, domain registration date and
the registrar location [38]. This provides information about
the attacker origin and whether they used a public service or
compromised accounts to send the email.

6) RECIPIENT-BASED FEATURES
Recipient features concern the target users which only
includes recipient names and recipient counts. Other infor-
mation that has been shown to be effective at identifying the
target characteristics [38] was excluded as most of the infor-
mation we have about recipients was redacted for anonymity
reasons.

7) URL-BASED FEATURES
URL-based features are one of the most important features in
phishing detection [48], [49], [50]. In this work we excluded
any feature that requires visiting the link, because it takes
a long time, and for older emails, the links probably were
taken down or changed. Features in the URL category include
the domain names, hostnames, domain categories, location
of domain registrar, subdomain count, and hyphen count.
We also computed binary features that reflect whether at least
one URL in the email has an Extended Validation Certifi-
cate (EV) that validates the owner of the domain, an extra http
and Top-Level Domain (TLD), a web-host domain, a ‘‘@’’
symbol, non-ASCII characters, whether it has typos compar-
ing to top 10,000 popular domains, whether it is similar to
top targeted domains on PhishTank and whether one of the
subdomains contains a popular domain on PhishTank [51].
For emails with several URLs, we counted the number of

URLs with an IP address, the number of different domains,
number of short URLs, and number of blacklisted links.
In the case of hyperlinks, we checked whether the visual link
presented in the email directed to the sameURL [46], [47] and
checked whether there was a link under a text such as click
here. For the domain information, we collect the registration
dates of the oldest and the most recent domains, the minimum
PageRank and popularity, and the maximum PageRank and
Popularity for the list of URLs.

8) FEATURE SETS
We then combined the six feature categories into seven fea-
ture sets (FS) as shown in Table 3 to examine which set better
contributes to the algorithm performance [47]. FS1 includes
all the features while FS2 and FS7 consist of features that
appeared to be particularly relevant based on examination of
a small sample of the dataset. FS3 focuses on URL based
features because they are one the most common indicators
of phishing emails [52] and most used features in phishing
detection research [53], [54]. To ensure we can catch as much
of the campaign variations as possible, we also include the
origin features which also would help capture campaigns
without URLs. Text features showed promising results in
phishing detection [45]; thus we have two categories of the
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TABLE 3. Summary of features in every feature set (FS).

textual features FS4 and FS5. FS5 has all the textual features,
whereas FS4 has fewer number of features to explore its
effectiveness without consuming memory and time. For FS6
we considered numeric and categorical features in case the
algorithms work better with smaller dimensionality.

Due to the size of the features, we reduced dimensionality
of the feature vectors using Singular Value Decomposition.

C. EVALUATION
Cluster solutions were evaluated using twometrics, silhouette
and homogeneity.

1) SILHOUETTE COEFFICIENT SCORE
The silhouette index is an internal validation metric for mea-
suring how the clusters are formed with respect to their
compactness and separation. Silhouette metric determines for
each data point whether it is more similar to the cluster Cj it
has been assigned to than to the clusters Ci̸=j.
For each data point i ∈ Ci, a(i) is defined as:

a(i) =
1

|CI | − 1

∑
j∈CI ,i̸=j

d(i, j) (2)

For each data point i ∈ CI , b(i) is defined as:

b(i) = minJ ̸=I
1
CJ

∑
j∈CJ

d(i, j) (3)

Silhouette value of one data point i is defined as:

s(i) =
b(i) − a(i)

max{a(i), b(i)}
, if CI > 1 (4)

The index value varies between [−1,1]. A value close
to 1 indicates a goodmatchwhile a value close to−1 indicates
that data points are badly matched to clusters. Silhouette is
a standard metric for evaluating the quality of a clustering
solution.

2) HOMOGENEITY SCORE
The homogeneity score is an external validation metric to
measure how the cluster labels match externally provided

labels [55]. A clustering solution is homogeneous if all of
its clusters contain only samples belonging to a single class.
Therefore, more homogeneous cluster solutions are more
likely to be useful to human users. Ideally, clusters should
either contain only benign emails or emails that are part of
the same phishing campaign. We did not penalise solutions
where campaigns were spread over several clusters. The score
ranges between [0.0, 1.0], where 1.0 stands for perfectly
homogeneous labelling.

For homogeneity score, we need labelled data. It was not
possible to assign each of the 10K+ putative phishing emails
to campaigns; therefore, we manually identified 10 cam-
paigns which were used to establish homogeneity. We first
identified five random candidate emails per data slice. For
each of these candidate emails, we found at least four further
emails with similar characteristics. Then, we searched the
dataset to find more emails that shares the sender names,
sender emails, email subjects or topic features for each of
the 2× 5 = 10 campaigns and manually determined whether
these emails were part of the campaign or not. The campaigns
identified are summarised in Table 4. Each campaign has
variations in one or many features, and 6 of the 10 campaigns
stretched across both data slices.

TABLE 4. Summary of the manually labelled campaigns. The first column
indicates the campaign impersonated authority or its main topic, whereas
the second column indicates the number of emails per data slice and the
third indicates the common features in each campaign.

V. EXPERIMENTAL EVALUATION
Using Silhouette and Homogeneity scores, we detail the pro-
cess of finding the most effective algorithm and parameters
to better group emails into campaigns in order to fulfil the
purpose of this study.

A. CHOICE OF ALGORITHM
We applied DBSCAN andMean Shift to all seven feature sets
and both data slices. The resulting silhouette scores are found
in Fig. 1, while the homogeneity scores against the labelled
subset are shown in Fig. 2.
We clearly see that Mean Shift performs consistently well,

while some combinations of feature sets lead to very poor
performance with DBSCAN. On the silhouette score, Mean
Shift outperformed DBSCAN with values ranging between
0.30 and 0.67 (Mean = 0.40, Median = 0.36), whereas
DBSCAN’s values range between −0.63 and 0.42 (Mean =

−0.16, Median = −0.35). Looking at the homogeneity
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score, we find that for Mean Shift, the distribution of homo-
geneity was (Min = 0.67, Max = 0.94, Mean = 0.81,
Median = 0.80), whereas for DBSCAN, we saw much
wider variation (Min = 0.31, Max = 0.93, Mean = 0.63,
Median = 0.52). Overall, across all combinations of feature
and datasets, Mean Shift consistently produces better results
than DBSCAN. This might be due to the variation in cam-
paign similarity demonstrated in Table 4. Since DBSCAN
uses a fixed threshold ϵ to determine cluster boundaries, it is
less well equipped to deal with such variation. Therefore,
in the remainder of this paper, we will only report Mean Shift
results.

B. PERFORMANCE OF FEATURE SETS
We summarise the evaluation of the cluster models for each
data slice in Table 5. Homogeneity scores are high, which
indicates that each cluster is likely to only contain data points
from a single phishing campaign. The silhouette score, on the
other hand, assesses the separation of clusters. However, most
silhouette scores are substantially lower. This suggests that
most feature sets result in clusters that are not well separated
in the space defined by the feature set. FS3 has the best
Silhouette score 0.65 and 0.67 for DS1 and DS2 respectively,
followed by FS7. FS7 and FS3 both have the highest homo-
geneity score 0.94 for DS1, followed by FS4 (0.86), and FS7
has the highest score for DS2 (0.88), followed by FS3 (0.87).

Overall, FS3 performs well on silhouette and homogene-
ity scores. FS7 also performs acceptably on both measures.
Of the three feature sets, FS3 is the smallest and is also closest
to the features used in phishing detection. In contrast, FS7 is
larger, more complex, and more expensive to compute, as it
requires Latent Semantic Analysis of the email body and/or
TF-IDF vectorization of the email subject. Therefore, in the
remainder of this paper, we will use the optimal Mean Shift
solution for feature set F3.

TABLE 5. Silhouette and Homogeneity Scores for Mean Shift algorithm
for every feature set. Best value for each data slice in bold and second
best value in italic.

C. ANALYSIS OF BEST SOLUTION
We explored the clustering solution for FS3 for both data
slices to get a sense of how potentially helpful they might
be to IT staff.

We identified 2720 clusters with varying size (Mean =

22.83,Median = 8,Max = 1108) for DS1 and 3380 clusters
for DS2 (Mean = 18.71, Median = 6, Max = 943). In other
words, this approach can cluster ≈ 60K emails into ≈ 6K

FIGURE 1. The distribution of Silhouette scores based on the clustering
algorithm used.

FIGURE 2. The distribution of Homogeneity scores based on the
clustering algorithm used.

clusters. If the clusters are embedded in a system that requires
IT staff to only need to check one or two representative emails
per cluster, the time needed to identify phishing emails and
associated campaigns can be reduced by 80–90%. The range
in cluster size also suggests that even a few well chosen
clusters, such as the 10-20 largest, could greatly save staff
time, since some clusters appear to be long-running and large.

The silhouette and homogeneity scores tell us that the
resulting clusters are well formed. Interestingly FS3 does
not include subject line which we know is often used by
IT teams to quickly judge if phishing reports are from the
same campaign or not along with other user-visible data like
from addresses which do appear in FS3 [1], [18]. To better
understand how these clusters might look to IT staff we
analysed subject line and FROM address variations in the
clusters.

We find that subject lines do indeed often vary within
clusters. Only DS1 = 322 (11.84%) and DS2 = 491
(14.53%) clusters contained a single subject line meaning ≈

70% of clusters contain subject line variations. To understand
the amount of subject line variation we computed the number
of duplicated subject lines per cluster (count of unique subject
lines subtracted from total number of emails) and then nor-
malised by dividing the total number of emails in that cluster.
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This results in a number between 0 and 1 where 0 means that
no two emails in a cluster had the same subject and 1 means
that the whole cluster had the same subject.We find amean of
0.47 (DS1, σ = 0.41) and 0.49 (DS2, σ = 0.42) suggesting
that there is indeed a wide variation between clusters as
shown by the standard deviations of nearly a half.

The FROM address is also used by IT staff to quickly
determine if phishing reports are likely from the same cam-
paign. Since FS3 includes email origin features like FROM,
it is somewhat surprising that only ≈ 20% of clusters (DS1,
n=582, 21.40% and DS2, n=805, 23.82%) contain only
one sender name and email. We computed the number of
duplicated FROM addresses in a cluster divided by the total
number of emails in that cluster.We found that a mean of 0.67
(DS1, σ = 0.38) and 0.68 (DS2, σ = 0.38) suggesting fewer
unique FROM addresses within clusters compared to subject
lines. This makes some sense given that FS3 uses FROM
address as a clustering feature.

VI. EXPERT EVALUATION
Silhouette and Homogeneity scores are excellent metrics
to validate the consistency within the clusters but we need
another method to evaluate the clusters against whether IT
teams can consider each cluster a phishing campaign or a
subset of a phishing campaign. We used a questionnaire
structure where each participant sees a pair of emails from
the same cluster and decides whether they belong to the same
campaign or not.

A. STUDY DESIGN
We used an online questionnaire structure that started with
the study description and a definition of a phishing cam-
paign. We explained that a campaign is a series of phishing
attacks that are likely performed by a phishing group who is
impersonating a specific authority or random people while
following a similar set of tactics within a short period of
time [38], [56], [57]. We also highlighted that the emails
in the survey may or may not be phishing emails as our
dataset includes some real emails that have been reported
such as advertising emails and newsletters. To make sure
they perceived the concept accurately, we showed them three
examples of pair of emails that belong to the same cam-
paign and explained why they belong to the same campaign.
The first pair of emails has the same sender name, email
address, and subject but were delivered on two different
days in the same week. In the second example, we showed
them two emails with the same email address but different
sender names, subjects and bodies with common phrases
such as ‘‘important spam report’’. In the third example, they
were shown two dissimilar emails that clearly belong to the
same campaign as they both spoofed the same authority, had
tax-related topics and contained similar keywords.

We showed participants 120 pairs of emails selected as
described below. For each pair, we asked them whether the
two emails belong to the same campaign or not. Each email
contained the: sender name, from address, email delivery

date, email subject, and the first 300 characters of the email
body. Pair of emails were shown to participants in a random
order.

We selected the pairs for human labelling from the clus-
tering solution generated by the Mean Shift cluster with
Feature set FS3. We then randomly selected email pairs using
a 2 × 3 sampling design based on if they were from the
same cluster or not and if they were very similar, moder-
ately similar, or dissimilar. Consequently 60 email pairs were
selected where both emails were from the same cluster, and
60 where they were from different clusters. Within those
60, we sampled such that 20 were from each of the three
levels of similarity. To identify the similarity levels, we used
the three variables: sender, email subject, and date. These
were chosen because IT teams are known to use them when
reviewing reports [1]. Very similar emails differed in only one
variable; moderately similar emails differed in two variables;
and dissimilar emails had all three variables different. Email
pairs were randomly selected from all possible emails such
that these constraints were matched.

B. SURVEY RESULTS
Due to the NDA agreement, we recruited 5 participants from
our lab for a one-hour study on phishing campaigns. All of the
participants have previously seen talks about our study that
explained what phishing campaigns are and three of them are
phishing experts who work on similar projects. The type of
participants selected in this study reflects the type of staff in
the IT Help Desk. They have enough knowledge of phishing
and aware of the organisational phishing handling proce-
dures. In practice, any senior Help Desk staff can identify any
set of groups as a campaign [1]; which is represented in this
study by recruiting 5 annotators with a reasonable agreement
between them.

All the participants were asked to classify all of the 120 pair
of emails as being from the same campaign or not. We com-
puted the agreement between the participants using Fleiss’
Kappa and found that they strongly agreed with a kappa value
of 0.87.

We computed the final labels based on what the majority
of annotators agreed on as seen in Table 6. For within cluster
emails, we found that participants always agree with the
identified clusters when the emails are very similar and mod-
erately similar for the 20 emails in each group. For dissimilar
emails, participants disagreed with the clustering for about
half of the emails (11/20). Our findings suggest that very
similar and moderately similar emails from within the cluster
are likely to be from the same campaign.

For the 60 between cluster emails, emails were picked from
two different clusters. Participants labelled all the very similar
emails as being from the same campaign, i.e. even if emails
are not grouped in the same cluster, they can be from the
same campaign. For moderately similar emails, they labelled
few as being from the same campaign (3/20) and all the
dissimilar emails were correctly labelled as not from the same
campaign (0/20), i.e. similar emails are likely to be from the
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TABLE 6. The confusion matrix to summarise the clustering performance
based on participants decisions. Each table represents a level of
similarity.

same campaign, whereas moderately similar and dissimilar
emails from between clusters are unlikely to be from the same
campaign.

The true positive and true negative values were computed.
We found that the true positive is 49 out of 60. i.e. total num-
ber of agreement with the algorithm decision of assigning the
two emails to the same cluster. The false positive of assigning
two emails from different campaigns to the same cluster
was 11 out of 60. We then computed the precision (0.82),
recall (0.57) and F-score (0.68) indicating that the algorithm
correctly predictedmost of the within cluster emails andmore
than the half of the between cluster emails were correctly
predicted.

VII. DISCUSSION
This paper investigated the feasibility of grouping reported
phishing emails into clusters as a first step to designing a
tool that helps IT staff identify campaigns. To the best of
our knowledge, this is the first study that leverages unsu-
pervised clustering to help identify campaigns. This study is
therefore complementary to the clustering work discussed in
Section II-B, which focuses more on identifying attackers.
We find that Mean Shift with a feature set consisting

of URL-based features and origin-based features (FS3) and
a small kernel bandwidth is the most effective setting for
identifying potential campaigns. It produced well-separated
and homogeneous clusters. One possible reason is that email
and URL domains are expensive to obtain at scale making
phishers attempt to manipulate them instead of registering
new ones [58].

The small bandwidth resulted in a larger number of clusters
compared to the findings from other studies [30] because,
in line with our goal to identify campaigns, we prioritised
homogeneity. Larger clusters make sense when the goal is
to identify and profile prolific phishers but in our case we
identify campaigns that may be originated by the same group.

A. FEASIBILITY OF CLUSTERING FOR CAMPAIGN
IDENTIFICATION
Currently, Help Desk staff handle every phishing report indi-
vidually and once they identify a phishing email, they remove

all the emails with the same sender, subject and date which
does not remove all the emails in that campaign. In our work,
we found that our clusters contain variations in the either the
subject, sender and delivery date.

In a separate user study with expert annotators
(Section VI), we studied whether our result can be feasible in
an organisational environment or not. The goal of this study
is to examine whether the clustered emails are seen to be from
the same campaign or not.

Although the study analysed the true and false positive and
negative in the clustering result, our proposed solution only
focuses on the true positive and negative as the goal is to
reduce the work load on the IT staff. It is well tolerated for
our solution to split a campaign into two or many clusters
but not to add two campaigns in one cluster. Therefore, for
the true positive and negative, our result found that similar
and moderately-similar emails (judging by date, subject, and
sender) from the same cluster are most likely to belong to the
same campaign. This result shows that the clusters identified
by our best performing solution fit well with criteria that IT
staff are using.

B. IMPLICATIONS FOR DESIGN
Clustering incoming phishing reports has the potential to
greatly help the many different IT-related teams across an
organisation coordinate their response to identified attacks.
Unlike issues such as firewall misconfigurations, phishing
touches on many aspects of an organisation and is an example
of a distributed cognition process [1] where many people
work together to solve a problem. To give an example, users
might first report to a Help Desk who review reports and then
escalate them to various email server teams to remove the
email from inboxes as well as stop it from coming in across
the mail servers. Firewall teams may identify any malicious
URLs or IP addresses in the email and update firewall rules
to block them. Account management teams may also need
to scan for potential compromise and reset passwords. Each
team needs slightly different information about the campaign,
and each team has a different set of responsibilities. A current
common practice to help handle the scale of reports is for the
help desk to identify a couple of useful looking reports early
on and escalate them for the other teams to use [1] which
facilitates fast action and response. But it prevents the various
teams from being able to understand the full variation range of
the campaign they are addressing, including variations which
may be added later.

Automating the process can be very helpful to the dis-
tributed teams working on a phishing campaign case. The
proposed solution can be useful in a tool that automatically
added new reports to an escalated ticket as they came in and
scanned them for potential new variations, such as sending
from a new mail server or using a new URL domain.

Because clustering is rarely completely accurate, we antic-
ipate that IT staff will have to handle some cases where emails
are not clustered correctly. However, based on our user study,
we can see that these errors are not random and are much
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more likely to occur in cases where several key variables
differ between emails. Automatically removing such emails
from a cluster is a poor idea, because they are also potentially
the emails exhibiting the widest variations and are therefore
they are most helpful in making sure that the whole cluster is
mitigated against. Using this observation, it may be possible
to design an interface for staff that highlights the emails that
are most likely to be incorrectly categorised in a way that
allows them to judge if the email is miscategorised or if it
is an example of an unexpected variation that needs more
attention. Such a feature would both greatly help IT staff as
well as potentially provide training data back to a clustering
system. It is therefore worth potentially exploring in future
work.

VIII. LIMITATIONS AND FUTURE WORK
There are several limitations to our study, which need to be
addressed in future work.

First, the dataset was collected from a specific organisation
over two somewhat short time frames. While the data is
designed to be fairly representative of what current phishing
looks like, we note that it was collected using a sinkhole
type approach by collecting data from email addresses that
are no longer used. The organisation that gave us the data
ran automated scripts to filter out spam and non-phishing
but these filters were not 100% accurate. Depending on the
quality of the spam filter, this approach might also have
caught some phishing attempts. Thus, our approach needs
to be replicated within an organisation on actual data during
several different time frames. Though we do note that the
mix of phishing and non-phishing is also representative of our
goal use case where users are unlikely to be 100% accurate
in their reporting of phishing.

Second, in order to assess its effectiveness in practice, clus-
tering needs to be integrated meaningfully into the workflow
of IT teams. For example, our proposed approach can be
integrated into the current reporting systems to automatically
generate one report of verified clusters instead of showing all
the user reports individually. The report then can summarise
variations based on what each IT team needs. For example,
it can show a list of sender IPs to the team in charge of the
mail server so they can update the spam filters accordingly,
or a list of email addresses, subjects and dates for the team
managing the Exchange server to delete the emails based on.
The list of variations will also help Incident Response teams
to understand the range of a campaign’s variations and react
to it according to the deceptiveness level of the campaign [16]
and the scale of variation [1].
In this context, the choice of clustering algorithm used

should be revisited to see whether less computationally
expensive approaches can be used instead of Mean Shift.
Acceptable processing speed needs to be investigated in the
context of deployment in an actual solution, with a better
understanding of which reaction times to campaigns are con-
sidered timely [1].

Integration of our clustering approach with a classifier that
distinguishes between phishing and benign emails is crucial
for successful deployment. Since we focus on small, homo-
geneous clusters, we suggest that all emails in a cluster are
likely to share the same label. Unlike content based features,
the features in our top-performing dataset, FS3, are strong
and hard to mimic by the attacker such as the sender IP, URL
domain, and domain registrar. Second, similar features have
been used in several research projects to recognise phishing
emails [59] with accuracy of up to 96%.

Finally, due to the size of the dataset, it is not possible
to annotate all emails with ground truth phishing / benign
and campaign labels. In addition, Our data does not have
verified benign emails but only verified blacklisted emails;
thus, we cannot measure how accurate our approach would be
with the safety labels. We suggest that future labelling efforts
should focus on edge cases. In a larger user study, where
unsupervised clustering is combined with a phishing/benign
classifier, the emails at the centre of large clusters can be
investigated to see whether they might be good indicators of
potential campaigns.

IX. CONCLUSION
We explored the feasibility of using clustering to identify
phishing campaigns using reported phishing emails from a
large security company. We applied two algorithms with
different sets of features on two datasets. We found that Mean
Shift algorithm outperformed DBSCAN for clustering phish-
ing campaigns with the feature set that composes of the email
sender, subject, body, and URL based features. Using two
validation metrics and experts evaluation, the results indicate
the potential for assisting IT teams in handling the com-
plexity and large scale of phishing reporting associated with
attacks.
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