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ABSTRACT

We introduce the initial developments of PlanArt, a
modular platform for testing different computational
modeling approaches for speech articulation plan-
ning. The impetus for building this software comes
from theoretical debates in the fields of Phonol-
ogy and Phonetics which have led to vastly differ-
ent modelling architectures, proposed mechanisms,
as well fundamentally different dynamic models of
speech articulatory trajectories. One way to address
these debates is to test different models using a com-
mon platform for model testing in different con-
texts. In this paper, we present the platform archi-
tecture, designed to initially compare two Optimal
Control Theory approaches: (1) Šimko & Cummins’
Embodied Task Dynamics based on Articulatory
Phonology, and (2) Turk & Shattuck-Hufnagel’s
XT/3C approach based on symbolic phonological
planning. In addition, we discuss some of the chal-
lenges of this type of modelling task.

Keywords: speech articulation, articulatory mod-
eling, speech production, planning, phonetics and
phonology

1. INTRODUCTION

The creation of PlanArt is inspired by debates in the
theoretical literature about the nature of representa-
tions and processes in planning speech articulations.
Our hope is to contribute to this debate by provid-
ing a single modular platform for the comparison
of models used for predicting articulatory patterns
in different segmental and prosodic contexts. These
comparisons will allow us to better understand dif-
ferent computational approaches to speech produc-
tion planning as well as identify the interdependen-
cies inherent within each approach. We believe that
the comparative platform will ultimately lead to a
fair evaluation of different theoretical approaches to
speech motor control.

Here we first introduce the theoretical issues that
motivate the development of PlanArt, followed by
the goals of our system and the general architec-

ture of the modular platform. We will illustrate the
platform by the current partial implementation de-
signed to compare the architectures and components
required for two existing approaches to speech artic-
ulation modelling:
(1) ETD: A development of Articulatory Phonology
called Embodied Task Dynamics [1, 2], and
(2) XT/3C: Turk & Shattuck-Hufnagel’s Phonolo-
gy-extrinsic Timing/3-Component approach [3, 4].

These two approaches both subscribe to the prin-
ciples of Optimality Control Theory (OCT) which
assume that speech articulation patterns arise as an
optimal solution to both production and perceptual
constraints (see Section 3).

Some of the differences between the two ap-
proaches that will be addressed by the PlanArt plat-
form include (1) a symbolic planning component in
XT/3C that is not used in ETD; (2) speech produc-
tion goals defined in terms of acoustic cues in XT/3C
vs. articulatory constriction goals in ETD, and (3)
different dynamic models for trajectory planning:
second order dynamics for ETD and Lee’s General
Tau Theory control [5] for XT/3C.

2. THEORETICAL BACKGROUND

This section provides a general discussion of differ-
ent theoretical issues and their implications for com-
putational models of speech articulation, to be ad-
dressed by a complete version of PlanArt.

2.1. Systematic phonetic variability

Words that speakers consider ‘the same’ (phonolog-
ically equivalent) are nevertheless pronounced sys-
tematically differently in different contexts (often
referred to as systematic phonetic variability). Al-
though there is strong agreement that all words that
sound the same must share sub-lexical phonological
representations, there is lack of agreement about the
nature of these representations (spatiotemporal vs.
symbolic). These different types of proposed repre-
sentations lead to different system architectures that
relate these representations to produced speech that
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includes appropriate variability in surface articula-
tory patterns. Models assuming symbolic phonolog-
ical representations traditionally separate phonolog-
ical and phonetic planning in the speech production
process and require mapping the Phonological (sym-
bolic) representations to the Phonetic (articulatory)
space [3].

An alternative approach assuming a spatiotempo-
ral (gestural) nature of phonological units [6, 1] pro-
vides a way of unifying the planning process into a
single Phonological planning component.

While there is growing appreciation for the influ-
ence of multiple phonological and stylistic factors
on the phonetic form of particular utterances, there
are different ways of modelling this, e.g. Optimal
Control Theory (e.g. [7] and Dynamic Field theory
[8]).

2.2. The underlying dynamics of speech movements
and the nature of speech goals

Most speech movements exhibit the hallmarks of
practiced, purposeful movement, that is, single-
peaked, and (often but not always) symmetrical ve-
locity profiles. Modifications of damped oscillator-
based systems have been previously used to gener-
ate speech movement trajectories in several articula-
tory models [9, 10, 11]. Lee’s General Tau theory
[5] (see also below) addresses the issue of targeted
motor action more generally. It controls the time-
course of movement (movement acceleration and
deceleration over time) via a single parameter in a
relatively simple equation. Most importantly, this
equation presents a better fit to articulatory measure-
ments than oscillator-based systems [12].

A closely related issue is the nature of the
goals of speech movements. Models with context-
independent articulatory goals (such as most
damped oscillator-based ones) require accounts of
contextual differences in spatial positions at move-
ment endpoints, e.g. via undershoot from shorter
activation intervals, gestural blending, or sensitivity
to feedback about target achievement. Models with
context-dependent goals–such as those using Gen-
eral Tau theory that require full spatial and tempo-
ral specification of the realized movement targets–
require ways of determining these goals.

While models with articulatory goals (where
sound is the result of motor action and does not
need to be explicitly specified) are arguably simpler,
acoustic goals may be required to account for the
equivalence of different motor actions that result in
similar sounds [13]. Approaches relying on acous-
tic speech targets need a mechanism for solving the
acoustic-to-articulation inversion problem [14].

2.3. The nature of coordination and speech timing
patterns

Speech involves the skilled, efficient coordination
of sets of articulators. However, how coordination
works is still unclear. Possibilities include coordi-
nation based on the time of movement onset, the
time of target achievement, and based on feedback
about particular spatial or spectral states (e.g. asso-
ciated with target achievement). Different dynamic
models of speech movement trajectories have im-
plications for modelling coordination. Because tar-
gets are never reached in damped oscillator-based
systems, these appear to require either coordina-
tion based on movement onsets [15], or coordina-
tion based on feedback about target achievement in
articulatory or acoustic space [14, 16, 17]. In con-
trast, Lee’s Tau Theory equation provides a mech-
anism for coordination based on the time of target
achievement.

Debates relate to whether speech timing patterns
emerge from adjustments of default activation inter-
vals of spatiotemporal phonological representations
[6], from sensitivity to feedback about when speech
targets are achieved [16, 17], or if they are explicitly
specified, as part of a Phonetic Planning process [3],
via optimization procedures [2], [1].

3. MODELING OBJECTIVES

Our overall goal is to develop a flexible and modu-
lar modelling platform allowing for parallel imple-
mentation, testing and comparison of sets of com-
peting theoretical comparisons, such as those intro-
duced above.

In the initial stages of development, our focus
is on creating a platform architecture that allows
a comparison of two theories–ETD and XT/3C–
that share a common Optimal Control Theory ap-
proach in which trade-offs between competing re-
quirements of production efficiency and perceptual
efficacy are satisfied [18, 3].

The modularity of the platform assumes that the
transformation of the input to the model–expressed
in a form of a gestural score (for ETD) or a sequence
of symbolic phonemic units with associated acoustic
cues, for XT/3C–to the output (articulatory trajecto-
ries) proceeds in identifiable discrete steps, and that
each step can be computationally implemented as an
independent module with its own inputs and outputs.
The platform will be flexible in the sense that indi-
vidual modules can be replaced by other modules
with essentially the same functionality albeit using
different theoretical underpinnings.

Briefly, the competing requirements are concep-
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tualized in the form of a multi-objective cost func-
tion, combining an articulatory effort E, linked to the
forces applied to embodied speech articulators dur-
ing speech, requirements of perceptual distinctive-
ness expressed as a parsing cost, denoted P, and the
cost of time it takes to produced the entire utterance,
denoted D. The composite cost function can then be
expressed as a weighted average of these partial cost
components

(1) C = αEE +αPP+αDD,

where αE , αP, αD are weights assigned to individual
components within the trade-off.

The weights of these components and, poten-
tially, other parameters of the cost function (opti-
mization parameters) quantify the relative priorities
of task requirements, including context-dependent
constraints, as well as costs of movement (e.g. ef-
fort). The task requirements are assumed to be pro-
vided to the optimization procedure (conceptualized
as part of dynamic planning) through prior phono-
logical processing. For a given intended utterance,
the optimal timing and kinematic characteristics of
speech movements that minimize the value of the
combined cost function reflect the requirements en-
coded by the optimization parameters. Increasing
the weight αD, for example, imposes a greater pre-
mium (cost) on time, and the optimal trajectories
can be expected to correspond to articulation at a
faster speaking rate; this type of adjustment can be
imposed globally or locally, eliciting global or local
articulation rate changes.

4. PLATFORM ARCHITECTURE

The modular PlanArt architecture is illustrated in
Fig. 1. The Symbolic Planning Component, required
only for XT/3C (corresponding to its Phonologi-
cal Planning Component) provides the parameters
for the task requirements (context-dependent con-
straints) to be used in the objective function.

The Dynamic Planning module is the component
implementing the optimization procedure discussed
above. This processing step leads to generation of
a detailed articulatory plan in the form of a vector
of static and dynamic articulatory parameters that
can be executed during a speech production event
by the Motor-Sensory Implementation module. Dur-
ing the optimization process itself, the Articulatory
trajectory module (potentially a copy of the Motor-
Sensory Implementation one) computes the artic-
ulatory trajectories (given a static and a dynamic
model) and returns a cost C to the dynamic plan
following Eq. (1). The optimization procedure con-
sists of finding the articulatory plan for which the

Articulatory
plan

Optimization
parameters

Acoustic
model

Dynamic
articulatory

model

Symbolic
planning

Cost C

Dynamic
planning

Static
articulatory

model

Articulatory 
trajectoryIntelligibility

model

Articulatory parameters

XT/3C

AP/TD, ETD

Task
requirements

Acoustic signal

Motor-sensory
implementation

Optimal dynamic vocal tract configuration

Figure 1: Architecture of the PlanArt software for
comparing ETD and XT/3C. Elements in green
and elements in blue are module inputs and out-
puts, respectively. Modules names are in red fonts.

articulatory trajectory component returns a minimal
cost. Within ETD this thus corresponds to a gestural
score formed during phonological planning (cf. Ar-
ticulatory Phonology), where the gestural score is a
phonological representation of an utterance. The dy-
namical planning stage corresponds to the Phonetic
Planning Component within XT/3C theory. The
optimal articulatory trajectories are then fed to the
motor-sensory implementation which computes the
acoustic signal given a user-defined acoustic model.

The modular architecture can also capture other
key differences between the two approaches, such
as different dynamic models for trajectory planning.

As a development of the Task Dynamics imple-
mentation of AP [19, 20], ETD uses a (mutually
coupled system of) second order critically damped
dynamics to model the time-course of articulatory
movement and task realization. While this choice
does not yield the best fitting articulatory move-
ments, it reflects the theoretical commitment of the
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approach, namely seeing the task oriented articula-
tory action (a gesture) as a phonological primitive.
As in Articulatory Phonology, systematic phonetic
variability results from the properties of the dynam-
ics. For example, the phonological target concep-
tualized as a parameter of dynamical description is
never reached, and variability in ETD arises partly
from a degree of undershooting the target. The de-
gree of undershoot in turn depends on other dynam-
ical parameters, such as stiffness and activation in-
terval, that are within ETD computed as a part of the
phonological planning step as optimal solutions of
the objective function.

On the other hand, XT/3C proposes the time be-
tween acoustic landmarks, as well as General Tau
Theory and its equations of movement as underlying
sources of timing and articulatory dynamics which
are used in its Phonetic Planning Component. Un-
like damped mass-spring dynamics, the Tau Guide
equation assumes a pre-specified movement dura-
tion and a reached target of the movement.

Another difference between the XT/3C and ETD
approaches is related to speech production goals de-
fined in terms of acoustic cues for the former vs. ar-
ticulatory constriction goals for the latter. Within the
Optimal Control driven PlanArt architecture, the ap-
propriate degree of proximity to the target is eval-
uated within the parsing cost part of the objec-
tive function. Consequently, this modeling decision
(acoustic or articulatory targets) can be to a large de-
gree implemented as part of the mathematical defini-
tion of the cost component and does not necessarily
influence the remaining parts of the implementation.

In this way (and leaving aside some theoretical
assumptions), the modular architecture of PlanArt
platform will thus allow testing various setups by,
for example, swapping the dynamic models used for
trajectory planning or the nature of targets between
two approaches. This possibility will allow us to
test the practical relevance and importance of vari-
ous modelling commitments (although see some po-
tential challenges to the modular approach below).

5. MODELING CHALLENGES

The optimization approach facilitates the modular
architecture of the PlanArt system by allowing in-
clusion of alternatives in terms of dynamic models
of articulation (tau-guided vs. damped attractor dy-
namics), or in terms of the nature of targets. The
details of the implementation might, however, differ
quite dramatically depending on the choice, in par-
ticular in terms of the overall number of optimized
parameters.

The AP approach (including ETD) assumes
context-independent phonological targets (in the
task space) implemented as target parameters of the
dynamical description; each possible gesture within
the given language repertoire has one such target.
The contextual variation arises through the context-
dependent nature of realization of the movement to-
wards this target, determined by other dynamical pa-
rameters (such as stiffness) and by the activation pat-
terns. For a given utterance, the parameters to be op-
timized are thus limited to this relatively small “con-
text dependent” subset.

On the other hand, an assumption of context de-
pendent targets (articulatory or acoustic) implies a
need to optimize much higher number of parame-
ters. For a Tau-guided movement, for example, ev-
ery articulatory movement has to be fully specified
in terms of its (achieved) end-point and duration of
the movement. That means that in addition to the dy-
namical parameters of the context-dependent move-
ment dynamics (a Tau-coupling constant in case of
the Tau-guided movement), the optimization process
needs to find appropriate context-dependent targets
for each individual articulator for each allophonic
token within the utterance.

As argued above, thanks to the optimization ap-
proach this is not a problem in principle, but may
have practical (and, possibly, theoretical) implica-
tions regarding the potential efficacy of the system.

Another modelling challenge will be the appro-
priate implementation of acoustic (rather that artic-
ulatory) targets of speech production that will es-
sentially require an explicit inverse mapping from
acoustic to articulatory space. The team developing
the PlanArt software are currently exploring proba-
bilistic models specially designed for this task.

6. DISCUSSION

Model comparison via a common platform is a
promising way of assessing the benefits and com-
putational challenges of theoretical alternatives.
Our hope is that PlanArt can be used by the re-
search community to compare different modeling
approaches reflecting different theoretical assump-
tions (beyond the presently discussed ETD and
XT/3C). The software is intended to be an open-
source software. For the sake of anonymity, the link
to a public repository, where the source codes of the
software are freely available, will be provided only
in the final version of the paper. PlanArt is in its
beginning stages; we anticipate many insights will
come of this project.
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