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ORGANIZATION OF REPORT 

This Catalog of Functions for Computer-Based Traffic Signal 
Syatema ls baaed on the principle that all signal systems contain 
a ba~1c set or functions plus various options. The basic 
functions are necessary in all signal systems, but the optional 
functional modules are required only if the functions they 
provide are to be included in the specific control system. 

Traffic control functions may be distributed to area computers or 
may be exercised by a single central computer (a "centralized" 
control system). Cost and rel1ab111ty may be affected by the 
choice or distributed or central control, but the functions or a 
traffic control system can be considered independently of how the 
intelligence ls distributed. Note. however, that the control 
distribution may affect how any given function 1o actually 
implemented. 

There are two principal parts to this report: (A) Catalog of 
Functions, and (B) Specifications. Part A, defines a "Basic 
System" 1n terms of those functional modules which are normally 
required in all traffic control systems. Part A also contains 
other general introductory remarks such as definitions and 
examples. 

Part B contains descriptions of all functions which might 
reasonably be included in a traffic signal system. Each 
description is given as a "functional module" which describes the 
function and its general characteristics, the input required for 
the function, and the output from the module. A short 
description or how the function works is included. A discussion 
ot how the functional module interacts w1th centralized control 
system and with two or three level distributed systems is also 
included. 

This report will be of interest to all persons concerned with 
computerized traf.f1c control; in particular, system designers 
will want to study it before drawing up bid specifications. Thia 
report ls the essential document for determining how various 
functions interact with one another and with the degree of system 
decentralization. 
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PART A: CATALOG OF FUNCTIONS 

CHAPTER l 

SYSTEM FUNCTIONAL SPECIFICATIONS 

1.1 DEFINITIONS 

Baud: The maximum rate of transmiasion of signal elements, 
refer:ted to the shortest signal ele1nent used. 

Coordination: A definite timing relationship between traffic 
signals. 

Digital Timing: The technique of adding relatively small and 
accurate segments of time to total the desired time period. 

Downloadi~g: Transmission of data from a higher level system 
element to a lower level system element. 

Interconnect: A means of remotely controlling some or all of 
the functions of a traffic signal. 

Local Control Unit: A microprocessor based system element 
that can control the operation of several local intersection 
controllers. Sometimes referred to as a Local Master. 

Local Intersection Controller: The unit that controls the 
operation of traffic signals at an individual intersection, 
consisting of a controller unit, and all auxiliary equipment. 

Measures of Effectiveness (MOE): Calculations based on 
information supplied by system sensors. Included are the 
number of stops made by vehicles approaching each 
instrumented intersection, average delay experienced by 
vehicles within each system section, average speed of 
vehicles over each sensor, and volume and occupancy at each 
sensor. 

Offset: The percentage of the time cycle that the beginning 
of the major street green interval on a controller differs 
from a certain instant used as a time reference base. 

Phase: A traffic movement or movements receiving 
simultaneous right-of-way during one or more intervals. 

RAH: Originally defined as Random Access Memory, now defined 
a3 Read and Alter Memory to more properly refer to its 
property to quickly store and recall d.gital contents. 

Section: A group of signalized intersections which are 
interconnected and have some time relationship between them. 
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Sequence: The order of appearance of signal indications 
during successive intervals of the time cycle. 

Split: The percent of a time cycle allocated to a particular 
traffic phase. 

System Sensors: Vehicle detectors placed within the 
controlled roadway for the measurement of free-flow traffic. 
Data can be returned to a central computer, a local control 
unit, or to an appropriately instrumented local intersection 
controller for MOE evaluation and traffic responsive control. 

Timing Parameters: Cycle length, split, and offset. 

Timing Pl3n: A selected set of timing para~eters. 

TOD/DOY: Time-of-Day/Day-of-Year criteria for selection of 
signal timing plans. 

1.2 INTRODUCTION 

Traffic control system users have differing requirements that 
are not necessarily related to the number of intersections 
that the system controls. Some small jurisdictions may have 
more available resources and technical sophistication than 
large jurisdictions; some small jurisdictions may need more 
complex systems because of complex jurisdictional problems 
within the area (for example, two or more maintaining 
agencies); and, finally some small jurisdictions may be more 
willing to accept a more sophisticated approach than a larger 
jurisdiction. 

While system sizes may range from very few intersections to 
as many as several thousand intersections, the number of 
intersections has little, or no, relationship to the 
sophistication oi the system. Also, in configuring 
distributed multilevel control systems, where functions are 
assigned away from central to intermediate and local levels, 
the number of levels of control which can be practically 
assigned has little relationship to the sophistication of the 
system. 

Three types of major system types are considered: 
centralized, two-level distributed, and three-level 
distributed systems. 

In the centralized system, all forms of command, monitor, 
display, and control are resident within the central 
subsystem. This implies that a highl¥ reliable 
communications system be implemented 1n order to permit 
second-by-second control and monitoring of the intersection 
controllers and detectors. Each controller must receive its 
command sigr,als at least once per second and must return its 
status monitor signals back to the central computer at the 
same rate in order to determine the reliability of control. 
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The amount of data transfer required limits the number of 
intersections which can be assigned to a communications 
channel, and is therefore an important factor in the cost of 
the communications cabling, either leased or owned. 

In a two-level distributed system, the command, monitor, 
display, and control functions are distributed between the 
central subsystem and intelligent programmable local 
intersection controllers, or programmable local control units 
and intelligent programmable local intersection controllers. 
This may mean that the communications requirements are 
somewhat reduced as long as full advantage is taken of the 
self contained control and monitor capabilities of the second 
level system elements. Since timing plans, event scheduling 
tables and the like may be "downloaded" to the second level 
of intelligence, and accumulated monitor data (controller 
status and detector data) "uploaded" periodically to the 
central subsystem some savings in conununications cost may be 
realizeJ. The communicatior.s requirements are reduced and, 
therefore, communications subsystem costs reduced only if the 
number of bits per unit of time is reduced. In other words, 
if 1000 bits per second are transferred to and from the 
central computer under second-by-second control and 600,000 
bits per ten minutes are required to be transferred under 
"downloading, uploading" techniques, then the rates are equal 
and the communications cost savings will be nil. 

In a three-level distributed system, the command, monitor, 
control, and display functions are distributed among three 
programmable, intelligent units. The central subsystem would 
have the primary control and display responsibilities and be 
the repository for all timing and signal plans and all event 
scheduling. Each local control unit would contain all of the 
timing and signal plan as well as event scheduling 
information for the group of intersections under its control 
as updated by the central subsystem. Each local intersection 
controller would contain its particular set of timing and 
signal plans as well as the event scheduler as updated by the 
local control unit. Periodically, control data would be 
downloaded to the local control unit and monitor data 
uploaded to the central subsystem. Likewise, similar data 
transfer between the local control unit and the programmable, 
intelligent local intersection co~troller would take place. 
Generally, command data (timing or signal plan data, or event 
scheduling data) need only be transferred between subsystems 
when changes are made. Monitor data (equipment status and 
detector data) should be made at more frequent intervals, but 
five or ten minute detector data accumulations and equi~ment 
status data reported "up the line" only to report abnormal 
coneitions may be reasonable in order to reduce the 
cormnunications load. 

It must be remembered that the only way to reduce the overall 
colllllunications subsystem cost is to reduce the amount of data 
transferred per unit of time. Even in the highest level of 
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distributed aystem, if the requi~ement exists for monitor 
data to be returned to central for reporting or display 
purpose• on a near real-time basis, then the supposed 
communications coat advantages of a distributed system are 
negated. 

The functional specifications which follow are not intended 
to describe any specific existing or planned systems. 
Further, they do not describe any system which is available 
from any particular vendor. Rather, it is intended that the 
user will determine the features described herein which will 
be beneficial in his system and use these ~pecifications as a 
guide in preparing formal system specifications. 

1.3 FUNCTIONAL SPECIFICATIONS 

1,3.l Basic System 

For the purposes of this report, the Basic system is d~fined 
as one which provides: 

o Coordination of traffic signals 

o Monitoring of the intersection controllers to insure 
proper operation 

o Central control of timing plan data entry and 
modification 

o Unattended operation 

o Failure reporting capability 

o user friendly operator interf~ce at two levels 

Detailed menu-driven data entr.y via CRT 

Menu override capability for e~~erienced 
operators 

o Monitoring of sya~em elements 

on-site local control unit 

System sensors 

Coffl'llunications 
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Optional Features 

Options available for inclusion into any system include: 

o Detector data accumulation 

o Traffic responsive operation 

o Determination of Measures of Effectiveness 

o Expanded detection malfunction capability 

o Display capabilities (maps or graphic displays) 

o Preemption detection and recovery 

o Critical Intersection Control 

o Remote terminals 

o Portable terminals 

o Operator interface via control console 

o Flow trend prediction 

o Emergency vehicle detection 

o Database generation 

a Expanded detec~or processing and error-checking 

o Special Functions 

o sectio, locking 

o Unintercuptible power source 

O Timing ~!an development (PASSER, TRANSYT-7F, etc.) 

o Data downloading to local on command from field sit~ 

o Data uploading to central from local intersection 

1.3.3 System Configuration Requirements 

In order for the prospective vendor to supply a system to 
suit the particular requirements, certain items must be 
known. The following lists items which must be specified for 
a basic system. 

o Number of pretimed controllers 

o Number of actuated controllers 
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o Number of system traffic control sections 

o Number of timing plans per section 

o Number of detectors at each intersection 

o Method of control for pret~.med controllers - interval 
advance or phase advance (dial superviftion of electro• 
mechanical controllers) 

o Will free operation be the desired mode of operation 
for actuated controllers when off-line? 

o Number of controllers requiring more than one siqnal 
plan a~d number of signal plans required by these 
contx'lllers 

o Types of preemption (emergency vehicle, railroad, 
etc.) 

o Number of intersections to have Critical Intersection 
Control imposed 

o Type of interconnect 

1.4 PLANNING CONSIDERATIONS 

several items must be quantified by the prospective system 
owner in the initial planning period. These are: 

o Initial system requirements 

o System expansion requirements 

o Time periods for each incremental expansion 

These can be described through the use of examples: 

Example 1: Limited Expansion of Initial System 

The most fundamental version of the Basic system may be 
specified with no plans to expand the system beyond adding a 
number of intersections to the system over a ten year period. 
In this situation the total number of intersections to be 
placed under comptater control will never exceed the upper 
limit of the system's capacity, and the sophistication of the 
control strategy will r.ot be increased. 

This approach insures the lowest hardware and software costs, 
although not necessarily the lowest construction costs. The 
computer and communications hardware- are minimized since 
drastic system expansion capabilities need not be 
incorporated into the initial design. 

The software costs are minimal since only database updates 
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are required to acd intersections for the expected life of 
the system. 

The construction costs may not be affected to any appreciable 
degree, especially if user-owned communications cable is to 
be installed, since wire installation is labor intensive and 
costs are therefore relatively independent of the size of the 
cable. 

Example 2: Expansion of Initial System 

If the fundamental Basic system is specified for initial 
installation but it is expected that the capability to 
accumulate detector data will be added within five years and 
traffic responsive control will be added within seven years. 
The total number of intersections to be brought under 
computer control will not exceed the upper limit of the 
specified system's capacity. 

The capability of the ultimate system must be provided for in 
the initial system specifications, either as guaranteed 
modular expansion or as a part of the initial system 
purchase. The conaunication subsystem should be specified to 
be capable of handling all expected communications 
requirements in order to avoid the need to replace part or 
all of the initial subsystem or to add a second 
connunications subsystem. 

The software initia~ly provided should contain all control 
algorithms and database requirements desired for the expanded 
system and should be fully tested before system acceptance in 
order to avoid costly reprogramming later. 

These initially unused algorithms and database elements may 
be deactivated until needed. Adequate documentation must be 
supplied to permit activation without supplier intervention. 

With this approach, construction costs may be delayed until 
required to implement the optional features, but extensive 
and.,expensive core system modifications are avoided. 

Example 3: !x~an■ ion of the Initial System to a Higher Level 
of System Comp exity 

In thi• example the fundamental Basic system attributes are 
de■ ired to initially control the intersections, but the 
de■ ired final system capabilities extend into the domain 
defined by a more complex system. 

If the time period in which ■ystem expansion is estimated to 
take place i• leas than five years, consideration of the 
Ba■ ic ■y■tem for initial implementation is unwise. Again, 
the core computer and colmlunications subsystems should be 
configured to al~ow for the ultimate expansion. 
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CHAPTER 2 

PERFORMANCE CHARACTERISTICS 

2.1 INTRODUCTION 

In this section traffic performance characteristics are 
examined. Also, for each option available for all system 
configurations, expected utilities and associated cost 
factors are examined, including maintenance, operation, and 
construction considerations. 

2.2 TRAFFIC SYSTEM PERFORMANCE 

2.2.1 Basic System 

While traffic performance is not a direct function of the 
type of signal system, it is nevertheless a function of 
the timing plan which is currently being imposed on the 
street. Studies have shown that large improvements in 
traffic performance ate achieved in going trom noncoordinated 
to coordinated operation, and larger improvements achieved in 
going from noncoordinated to computer-based operation. 

A standard feature of the Basic system is the control of 
local intersections from a small mini or microcomputer 
using stored timing plans which are selected according to 
time-of-day, day-of-week, and week-of-year. Traffic 
performance is highly dependent on the quality of the timing 
plans. Thus, a major responsibility of the maintaining 
agency is to modify timing plans to reflect traffic pattern 
changes in its locality. Timing plans are installed and 
updated off-line. Temporary fine-tuning changes can be made 
to a number of intersections with the system on-line~ 
however, timing plan changes which are to become perm~nent 
are made during database updates. 

Traffic performance is also increased when provisions are 
made for malfunction detection and diagnosis capability. This 
capability is a standard feature of the Basic system. 
Malfunction detection and diagnosis and automatic status 
logging minimize• the time-to-repair of local hardware. 

The Basic system is intended to operate 24 hours per day, 
unattended, with operator attention required only 
periodically. Operator intervention is limited to modifying 
timing plans, responding to malfunction alarms or indicators, 
and man~ally "fine-tuning" current timing pla~s. 

Operator interface occurc at two levels: first, a detailed 
CRT menu-driven data entry process; and second, a menu• 
override capability for experienced operators. 

User-friendliness ia a major feature of the Basic system. 
Meaningful system-generated prompting messages allow for 

8 



uncomplicated operator interface. Off-line supp~ • software 
assists the traffic engineer in identifying the n~ed for, and 
implementing, new timing plans. CRT displays and hardcopy 
reports monitor and record system operation. carefully 
prepared documentation should provide the user step-by-step 
examples and procedures for system operation and maintenance. 

System performance is also increased by expanded 
maintainability. This is achieved by sys~em self-diagnostic 
capability, system modularity, utilizing fewer printed 
circuit boards and more plug connected equipment, 
minimization of preventative maintenance activities, 
inclusion of self-training courses, and use of standardized 
schematic and flow chart documentation symbols. 

A major design feature of the Basic system is a provision for 
~xpandability. The system must be expandable in order to 
allow addition of a greater number of intersections and to 
allow incorporation of a larger number of features. 

2.2.2 Optional Features 

Features not included in the Basic system, but which should 
be available as options are: 

Detector Data Accumulation 

Detector data, in the form of volume and occupancy values for 
each detector instrumented, are used for Measures of 
Effectiveness (MOE) calculations, traffic responsive control, 
and for inputs to timing plan development programs. The 
system software error checking routines determine the 
acceptability of the input data by comparison with threshold 
values for high or low volume counts, low-occupancy values or 
by comfarison with historical data. In order to remove short~ 
term fluctuations from incorrectly influencing such 
operations as traffic responsive control or critical 
intersection control, detector data smoothing techniques are 
employed. Current volume and occupancy time period counts 
may be reduced by a system wide weighting factor and 
algebraically added to the prior count to effect the 
smoothing. 

Traffic Responsive Operation 

Because the value of the traffic responsive feature of any 
system varies from jurisdiction to jurisdiction, and also 
because, when activated, it is not always fully utilised, it 
is not provided as a standard Basic system feature, but is 
available as an option. This option will provide for 
proces•ing data from system sensors and then matching stored 
timing plans with identified traffic patterns. 
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Nea■ure• of lffectivenes• 

Si■ilarly, the value of a measures of effectiveness feature 
varle• with using agencies, and when implemented, la often 
not fully utilised. However, this feature is normally 
available aa an Gption of the Basic system. 

Additional Malfunction Detection Capability 

Although lo~al controller and conaunications malfunction 
detection la provided aa a standard Basic system feature, 
detector malfunction detection and processing is optional. 
It may be included, however, as part of the optional traffic 
re■ponaive module. 

Display capabilities 

Display maps are not a standard feature of the Basic system. 
However, three display options are provided: one is the 
traditional, large display map (wall-mounted or free 
standing); second, is the TV projection display; and third, 
the colorgraphic CRT display. Colorgraphic displays are less 
expensive and have supplanted maps in new systems. 

Storage and Implementation of Signal Plans 

Installation of microprocessor controllers at the local 
intersection level has made ie possible for the user to 
change not only the timing plan (by manual, time•of-day, or 
traffic responsive methods) but also the local signal plan 
(pha•e sequence}. (Previously, phases could be length~ned, 
shortened, or skipped: current microprocessor capabilities, 
however, allow the order of the phase sequence to be 
changed.) various signal plans may now be stored and 
implemented locally. 

Preemption Capability 

A major option is preemption capability. Peatures may be 
added for fire, police, railroad, and bridge preemption 
events. 

Critical Intersection Control 

Critical Intersection Control (CIC) is imposed on certain 
intersections with variable demanda on intersecting 
approaches. Most co1111\0nly used algorithms adjust the signal 
split at the CIC location according to traffic volumes on 
each approach to the intersection, while still maintaining 
the same cycle length aa adjacent intersections in the 
section. 

Remote Terminal Interface 

The,capability to add remote terminals (CRTs and/or 
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keyboard/printers) will be provided as an optional feature. 
Remote terminals can be installed at other traffic 
engineering offices for system analy&is and monitoring, or at 
signal maintenance shops for use by maintenance personnel. 

Control Console 

The Basic system's primary operator interface is ~la the 
system CRT. Optionally, an operator console may be added to 
enable the operator to perform all required traffic control 
&ystem functions, generate reports, control the map, etc. 

Flow Trend Prediction 

Optional software modules will enable the traffic et:'\gi·neer to 
process stored detector data for traffic pattern analysis, 
traffic plan development, 24 hour, weekly or monthly traffic 
counts, etc. 

Emergency Vehicle Detection 

Capability for adding emergency vehicle detection is included 
as an option. This feature will enable the system operator 
to track emergency vehicles and/or implement emergency 
vehicle routin~ through use of special timing plans or 
preemption. 

Database Generator 

Optional database features will include on-line database 
changes and on-line timing plan modifications. 

Increased Detector Processing 

A more advanced surveillance capability will include as 
options: determination of individual vehicle speeds 
and detection of emergency and transit vehicles. 

Special Functions 

This optional system ~eature provides for issuing special 
function signals to t~e intersection controllers. These 
signals can be used for phase skipping, flash operation, 
controller test couaaand, maximum timer selection, actuation 
of variable message Pigna, etc. 

Section Locking 

This feature permit~ coordination between adjacent control 
sections by imposing the same cycle length en each selected 
section. 

Uninterruptible Power source 

This optional feature insures a continuous supply of power lo 
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the centrdl system equipment during periods of primary power 
loss. 

2.3 UTlLITY CHARACTERISTICS AND COST FACTORS 

The .following identifies expected utilities and associated 
cost factors when adding optional features in order to 
incr.ease the level of system sophistication. 

Appended to each function title which follows is the 
Functional Module (FM) number or numbers which apply to these 
Basic system optional features. The Functional Modules along 
with a description of their composition and use are located 
in Part B: "Specifications". 

Store and Implement several Different Signal Plans - FM 2.3 

with the advent of microprocessor controllers it has become 
possible to change not only the timing plan at the 
intersection on a manual, time-of-day or traffic responsive 
basis, but now also the signal plan, or phase sequence. 

This capability can be very useful. For example, it may be 
desirable to change the order in which left turn phases 
appear to improve progression in one direction along a street 
during a certain time of the day. At a three phase 
intersection it may be desirable to reverse the order of two 
of the phases during certain times. Many times an improvement 
in progression can be realiz~1 that would have been 
impossihle when it was necessary to choose between one 
sequence or th~ other for all time periods. 

The capability to change phase sequence did not e~ist with 
electromechanical controllers but is design~~ into the 
softwale of many microprocessor controllers. Therefore when 
microprocessors are used in the system, the capability may 
already exist in the controller. Additional manpower is 
required to program the equipment to utilize this feature 
and, because more timing plans will be used during the day, 
additional manpower will be required to develop them. 

Store Many Different Timing Plans - FM 2.1, 2.3 

system architecture will determine where in the system timing 
plans will be stored. In centralized systems tim!ng plans 
are stored in the central computer's memory or on disc. In 
two level systems with slave controlt~rs plans are stored 
with the area master. 

In two level and three level systems with intelligent 
local intersection controllers, timing plans are downloaded 
from central, or the local control units, into RAH at each 
intersection. In this case there is storage at two or three 
levels; long term in the central computer and/or local 
control unit and short term at the intersection. 
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compute Timing Plans on~Line - FM 2.4.1.1 

First generation systems use a table look-up technique to 
match existing traffic patterns with prastored patterns to 
select the best timing plan. Second generation techniques 
compute timing plans on•line. 

One and one-half generation systems compute timing plans in 
the background while the system is on-line and controlling 
traffic with one of the previously stored plans. Current 
traffic data, as supplied by the system sensors, is used in 
the design of the pla,, and, when complete, is stored on disc. 
MOE's for the new plan, using the current traffic conditions, 
are compared with the MOE's for the plan actually in control. 
If there is an improvement, the operator can place the new 
plan on-line the next day. 

Additional costo ass)ciated with computing timing plans on
line using the one and one-half generation approach are: 

1. Cost of purchasing and installing many additional 
detectors (up to one per lane per approach, 
plus detectors o.n selected lE"ft turn bays). 

2. Cost of purchasing additional computer hardware (e.g. 
memory, larger discs etc.) and software 

3. Cost of maintenance associated with additional 
hardware and detectors 

Fallback Operation - FM 1.5 

Va~ious types of fallback operation can be achieved: 

1. Minimal 

a. With electromechanical pretimed controllers -- a 
second dial with a standby timing plan takes over 
command of the i,1tersection when communications 
is lost. 

b. With solid state. pretimed controllers -- the 
intersection operates as an isolated pretimed 
intersection when communications is lost. 

c. With actuated controllers -- The intersection 
operates as an actuated noncoordinated intersection 
when conanunications is lost. 

2. Medium 

a. Pretimed controller (electromechanical or solid 
state) -- time-based coordinators, or 
interconnection, is provided at each intersection to 
maintain synchronization in the event that 

13 



communications is lost. sever.al dials may be 
provided with timing plans for various times of day. 

b. Actuated controller -- an auxiliary timing device 
(which could be a time based coordinator) is 
provided to maintain coordination. It may also 
include several standby timing plans. 

3. Redundant central control -- a redundant computer or 
standby master is provided. 

Time-based coordinators are now available which can be used 
as backup systems. One unit is located in each controller 
cabinet or programmed within the controller. This will 
provide the equivalent of a multi-dial, multi~offset backup 
system. 

Large systems often have a second computer to take over when 
the main computer is off-line. This second computer may not 
be as large as the main computer and will therefore provide a 
degraded level of traffic service and operator interface 
capability. Also the display map may not be available to the 
operator during this time, as well as other noncritical 
functions. 

When the backup computer is not controlling the system it can 
be used to develop new timing plans or for any other off-line 
application. 

The cost of providing a backup timing system can range from 
relatively inexpensive to very costly, depending upon the 
complexity of the system. 

Critical Intersection control (CIC) ~ FM 2.5 

It is desirable to apportion green times at critical 
intersections where major intersecting roadways each have 
variable traffic demands. 

Most software algorithms adjust the signal split at the CIC 
controlled intersection according to traffic volumes on each 
approach while still maintaining the same cycle length as the 
other intersections in the section. Coordination is 
therefore maintained with adjacent intersections. This may 
somewhat degrade true responsive control, wherein the length 
of the green i• determined solely by the ratio of the volumes 
on the various approaches. On the other hand, if 
coordination were not maintained, serious traffic problems 
could result. 

Instrumenting an intersection for CIC control requires 
detector■ be placed on all approaches to the intersection, 
additional communication■ equipment to send the detector data 
bact to central, and more complex software. 

u 



Constants must also be selected to determine the volume 
and/or occupancy level at which CIC control will be 
instituted at the intersection as well as other weighting and 
smoothing factors to be used durin~ CIC operation. These 
factors are usually selected by intuition and trial and error 
in trying to find a combination which will be most effective. 
This can be a very time consuming process which may, or may 
not, prove to be successful or worthwhile. 

Detector Data Accumulation and Processing - FM 3.1, 3.2 

For systems with detectors the detector data must be 
collected, processed in some form, and handled and stored by 
the computer. Preprocessing some data in the field before it 
reaches the computer can be cost effective. rinal processing 
must be done at the central site or local control unit 
location. 

Detector data are final-processed in the computer for use in 
calculating measurement of effectiveness parameters and for 
developing reports on short term traffic flow trends, daily 
operational reports, etc. 

During final processing, volume, occupancy, and speed data 
will be averaged over specified time periods. Some of the 
data will be weighted and smoothed for use in the traffic 
responsive mode of operation, to update historical data 
lists, etc. 

Traffic Responsive Timing Plan Selection - FM 2.3.3 

The capability to select timing plans in traffic responsive 
mode of operation requires that: software becomes more 
complex: detectors and coamnunications equipment must be 
installed in the street to send traffic data to central or 
the local control unit; and operating parameters-~ detector 
weighting constants and smoothing factors~- must be selected 
and placed in the data base. Selection of these parameters, 
system calibration, and system eval~ation are time consuming 
tasks. Additional funds for maintenance of the many 
additional detectors must also be provided. 

It has been observed that even these systems which have 
traffic responsive operation are not routinely operated in 
this mode. Either the maintaining agency doea not have the 
time to select operating parameter& and evaluate their 
effectiveness, or an insufficient number of detectors are in 
proper operating condition, as required by the system. 

Cost factors associated with traffic responsive operation and 
storage of selection parameters include: 

1. Additional cost of purchase and installation of 
■y■ tem detector■ 
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2. Additional central hardware and software 

3. Engineering costs associated with sysh-.m 
calibration, and selection of weighting conetants 
and smoothing factors 

Section Locking - FM 2.3.3.l 

When operating in the traffic responsive mode, it may prove 
advantages to implement •section locking• for adjacent 
traffic control sections (or groups of intersections 
operating .under the same cycle length) when those sections 
are operating close to the same cycle length (determined by 
previously established threshold limits).· Those adjacent 
sections for which cycle-locking is permitted will then 
operate under a common crcle length, insuring a smoother 
traffic flow across sect on boundaries. 

Cost factors for implementation of section locking involve 
relatively minor software additions. These are: 

1. Inclusion of a database array relating specific 
sections to cycle-locking (yes or no), and specific 
thresholds for cycle length comparisons with adjacent 
sections. 

2. Software logic to compare cycle lengths and cycle~ 
locking thresholds, and logic to :mplement section 
locking. 

Storage of Detector Data~ FM 3.1 

Storage of detector data is required in systems which have 
the ability to operate in the traffic responsive mode-and in 
ayst•• where storage of traffic data is requir~~ for studies 
involving short term and long term traffic t,·-,nds. 

For traffic responsive operation it is necessary to maintain 
historical record files for each detector. Thia information 
la continually updated when the associated detector ls 
functioning properly and is stored for use as backup 
information when the system is to ope~ate traffic 
responsively but the particular detector has malfunctioned 
and cannot provide valid data on current traffic conditions. 

Cost factors associated with storing detector data include 
the extra memory required, tape or disk equipment- for long 
term storage and additional hardware and software 
requirements. 

Determine Vehicle volume/Occupancy• FM 3.1 1 3.3 

The capability to determine volume and occupancy at the site 
of each ■ystem detector i• neces■ary for traffic responsive 
operation and for traffic studies. It is also necessary in 
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systems where these parameters are to be used in reports and 
in calculating measures of effectiveness. 

Volume and occupancy are the two parameters most frequently 
used to determine the effectiveness of timing plans which are 
in oervice. Without this information the operat.:>r has no 
method of determining how well a particular timing plan is 
responding to traffic requirements except to manually monitor 
the operation in the field. 

Cost factors associated with determining volume and occupancy 
include: 

1. Cost to purchase and install detectors 

2. Cost of additional central hardware and software 

?. Cost of detector maintenance 

Measures of Effectiveness - FM 3.4 

Determining measures of effectiveness requires direct 
measurements of volume and occupancy from each system sensor 
and calculation of delay, speed, number of stops, spacial 
averages, fuel consumption, and other parameters. This data 
is useful for evaluation of system performance, developing 
cost/benefit information, and identifying areas requiring 
particular attention by timing engineers. 

The information ia used in preparation of many of the reports 
produced by the system and can also ue included in the End-ofu 
Day report, if desired, and filed for future reference. 

Cost factors associated with calculati.19 measures of 
effectiveness include: 

1. Cost to purchase and install system detectors 

2. Additional hardware and software 

3. Cost of detector maintenance 

Predict Short-Term Traffic Trends - FM 3.5 

Short term traffic trends can be predicted through an 
analysis of detector data ovP.r a time period of several 
weeks or months. This information can be used to predict 
inminent traffic conditions for purposes of selecting a 
timing plan. It can also be used to review volum~ counts 
from a previous special event, to estimate the traffic for a 
similar upcoming special event. 

Short term traffic trends are also useful in estimating 
8easonal variations in traffic flow. This will allow the 
system operator to be more responsive to the additional 
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traffic asa<.•ciated with the Christmas season, for ex•ple. 

If the system already has detectors there la no real coat 
involved with predicting short tera traffic trends except for 
the manpower required to analyze the information which will 
be available and the cost of implementing changes that are 
developed as a result of the analysis. 

Preemptian - PM 2.2 

Signal preemption for purposes of railroad and bridge 
activities and emergency vehicle (police, fire, ambulance) 
routes increase safety for the public as well as for 
personnel responding to emergencies. Post-preemption 
recovery timing plans are introduced on the street to return 
traffic flow to normal as quickly as possible. 

The additional coat factors associated with preemption ar~: 

1. Special identification equipment mounted on the 
emergency vehicle or special equipment located at 
the bridge, rail crossing site or fire station 

2. Possible preemption equipment located in the 
controller cabinet 

3. Possible customization of local and central software 
and local hardware 

4. Additional communications equipment 

s. Additional central hardware and software 

6. Development of preemption patterns and preemption 
recovery patterns 

7. Additional equipment maintenance 

Storage of Special Event Plans - PM 2.1 

Storage of timing plans for special events is a low~cost and 
effective option. In its simplest form, it means only that 
several specialapurpose timing plans have been created to 
accommodate traffic arriving at and leaving special events 
such as sports activities, activities at convention centers, 
and recreation areas, etc. 

These speciftl plans can be placed into operation manually by 
the system operator, scheduled automatically vift the system, 
or can be triggered at the site of the special event. 

The cost of storing and implementing special event patterns 
is relatively minor. The patterns are merely added to the 
system database and implemented on a manual or time~of-day 
basis. There are, of course, the engineering coats 
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associated with pattern devP-lopment and evaluation. 

Determine Individual Vehicle Speeds - FM 3.6 

Individual vehicle speeds can be determined by locating two 
detectors longitudinally in a traffic lane spaced four to six 
feet apart. Speed is calculated using detector spacing and 
the time difference between detection at the two detectors. 

A second and more commonly used method is to calculate speed 
based upon an assumed vehicle length and the length of time 
that a vehicle occupies a single zone of detection. This 
method requires only one detector. However, since the 
calculation is based or. an assumed vehicle length, it is not 
accurate. With this method the data are usually averaged 
over a number of vehicles to obtain average speed within the 
zone of detection during a certain period of time. 

The two detector method is naturally more costly to implement 
and maintain. The accuracy of the Rpeed information which is 
provided is not necessary for purposes of evaluating system 
or timing plan performance. Therefore, most systems use tha 
single detector m~thod. Average vehicle speed is sufficient 
when used with other ~easures of effectiveness such as 
volume, occupancy, number of stops, etc. 

Additional cost W~P.n two detectors are used to determine 
individual vehicle speed includes: 

1. Cost of the additional detectors 

2. Cost of aJditional communications equipment 

3. Cost of additional maintenance 

Detect Emergency and Transit vehicles - FM 3.7 

Emergency vehicles are detected by radio or optical signals 
which are emitted from units mounted on the emergency 
vehicles themselves. The signals are received by sensors 
mounted near the controller cabinets. Preemption equipment 
located in th~ controller cabinet is activated to take 
control of the signals, or a signal can be aent to the 
computer to initiate preemption. 

Transit vehicles can be detected using radio or optical 
methods, or with transponders or passive detectors mounted on 
the transit vehicle. The signal is received by an antenna 
buried in the roadway. A vehicle identification number is 
included in the transponder message so that each vehicle can 
be uniquely identified. It can then be determined if the 
vehicle is operating on schedule. 

Vehicle identification may be required for bus scheduling 
syst•s and bu• priority systems. A bus priority system, for 

19 



example, may give signal priority to a bus which is behind 
schedule but not to one which is on schedule. 

The cost per vehicle for emergency vehicle and transit 
vehicle detection include: 

1. Equipment Cost 

2. Additional central hardware and software 

3. Additional equipment maintenance 

.Q.!_splay and Reporting Subsystems - FM 4.1, 4.3, ~.2, 5.4 

Display maps (either wall-mounted or free-standing), TV 
projection systems and colorgraphic CRT's are effective 
public relations devices, and may also be useful tools for 
the system operator. They provid~ a "snapshot" of what is 
happening in the system at any particular moment. They also 
can provide the first indicat!on to the operator of trouble 
which has developed. 

Wall maps are difficult to change as the system grows and 
intersections are added to the system or unforeseen roadway 
changes take place. Sometimes jurisdictional boundary 
changes occur which require e~tensive modifications to the 
artwork. Nonetheless, wall map displays have been used in 
the past for many large systems and have proven to be a very 
valuable tool to the system operator. 

Projection type display maps are coming into use. There has 
been little experience using them in traffic control systems. 
Their future should be promising, however, and they have many 
advantages over the larger, more bulky, wall-type map. 

Color graphic CRT's are becoming a popular and effective 
tool. The system operator can cause the geometrics of any 
intersection in the system to be reproduced, in color, on the 
screen. The current signal display, sensors, and display 
changes can be seen as they occur and current traffic volumes 
can be shown for that particular intersectiora along with any 
other group of parameters which may be desi r,ad. 

Projection TV systems are currently the costliest display 
systems to implement, followed by the wall-mounted or free
standing units and color CRT's. Aside from the actual 
hardware, both TV projection and colorgraphics systems have 
associated software costs. In addition, memory requirements 
in the host computer are much greater for the TV projection 
and colorgraphi~s systems. 

Printed reports and CRT status displays are a vital element 
in the analysis of system performance. Failure alarms, 
displays and reports provide maintenance personnel with the 
capability to react more quickly to field hardware 
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malfunctions and then minimize component down-time. 
Measures of effectiveness reports prov!de an analysis of data 
collected over a period of time. System status reports and 
displays provide the traffic engineer with the system's 
current operational 3tatus. summary reports present 
historical records of system operations. Database reports 
list actual database entries of all traffic control 
parameters. 

Cost factors for the CRT displays and reporting subsystems 
include c~st of the hardware and software required to 
generate displays and reports. 

Remote Terminals - FM 5.1.3 

Terminals installed at sites other than the central control 
room can aad to the system's utility. These terminals are 
either CRTs or keyboard/printers and may be installed at 
maintenance shops for use by maintenance personnel, or at 
other traffic engineering offices for analysis and monitoring 
of system performance. 

Costs associated with installation of remote terminals are: 

1. cost of terminal 

2. C~mputer hardware -- Enough I/0 multiplexor ports must 
be available to allow interconnection between the 
remote site terminal and processor. The addition of 
one or two ports is usually a relatively small cost 
compared to overall computer hardware costs. 

3. Conanunications media -- For a remote site (i.e. 
another building, another part of the city, etc.) two 
modens will be required per terminal, as well as a 
leased or dial-up telephone line per terminal. If· the 
"remote" site is as close as the office next to the 
processor, a long cable between the processor I/0 port 
and the terminal may suffice. 

Traffic Control Console - FM 5.1.2 

The Basic system's primary operator interface is via the 
system CRT. Optionally, an operator's console may be 
incorporated into the system tc enable the operator to 
perform all ~equired traffic control functions. The console 
consists of a desk-like frame which houses the traffic 
control panels. A control console may be as simple as a 
table or desk with a table-top elevated panel containing the 
required ~ushbuttons. Or, it may be a complex command post
type console, with the control panels an integral part of the 
frame. 

The control panels for the most sophisticated systems includ• 
the following functions: traffic system control: map 
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di ■play■ control; malfunction indicatorsJ status display■• 

Lighted pushbutton indicators confirm operator action. 
Lighted bulb• display malfunctions statue or indicate 
■elected traffic parameters. Audible alarms also notify the 
operator of system malfunctions. 

Cost factor■ are directly related to the desired level of 
control coneole complexity, console size, and quality of 
furniture. 

The most basic console consists of a simple ·table or desk 
large enough to accomm~date a CRT and/or keyboard/printer, 
plus a ■mall table-top console with limited system control 
and mar control functions. The most sophisticated console 
model ncludes enough apace for two or more CRTs and 
keyboard/printers, and built-in control panels which contain 
all system traffic control and map control functions, as well 
as malfunction indicators and status displays. 

Database Generator - FM 2.4 

The system database is where all intersection and system 
timing information is stored, as well as the definition of 
the physical characteristics of the street network. The 
database is periodically accessed by the traffic control 
software for application of the required timing plans. Since 
traffic performance is highly dependent on the quality of 
timing plans, these must be ~riodically updated to reflect 
changes in local traffic patterns. 

In the Basic system all timing plan information, as well as 
the geometric features of the street network, are initially 
entered with the system offi.line. Permanent timing plan 
changes, and other system dat~base updates are also performed 
off•line. Sophisticated database management programs allow 
for permanent timing plan and other changes to be performed 
with the system on-line. 

The major cost factors associated with development of a 
database generator is the degree of "user~friendliness• 
desired. An interactive data entry process may involve many 
level ■ of operator/machine dialog. Each level will 
incorporate data entry errorachecking, with appropriate error 
me■■age■ printed and/or displayed. ror reasons o( safe 
■yatem operation, the database checking program <•editor•) 
mu■t validate all data entered into the database for 
~ea•onabler.ess before actual implementation. 

Special Function•~ PM 2.6 

Special functions which may be controlled at the local 
controller by the system include phase skipping, alternate 
pha■e sequence selection, selection of maximum timers, and 
■ignal fla■h operation, as well as actuation of illuminated 
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signs, blank-'out signs, and variable message signs. 

Coat factors associated with inclusion of special function 
features in a system are: 

1. Additional hardware coats at each intersection where a 
special function may be implefflented 

2. Additional communications costs, because of more 
conmand bits sent to the local controller, as well as 
status information returned to the central site or 
local control unit 

3. Additional software costs because of expanded database 
requirements and additional processing by applications 
software to implement the special function 
requirements 

Uninterruptible Power Source~ FM 1.5.3 

An uninterruptible power source (UPS) protects critical 
computer system elements from not only power outages, but the 
surges, sags, and spikes experienced on all utility power 
lines. 

A full time UPS that constantly powers the computer system 
offers the best protection. The standby type of UPS system 
that only supplies power upon detection of a power failure 
does not offer the protection from power line noise that can 
degrade data transfer. 

The cost factors associated with the inclusion of a UPS 
system involves the hardware cost of the system itself and 
the installation and maintenance costs. 
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CHAPTER 3 

< ROSS• RBl!"ERENCB CHARTS 

The required (R) and optional (0) features for the Basic 
system configuration are crosau1eferenced to the Functional 
Modules (specifications) of Part Baa follows: 

1.9 Provide for System 
Operational ~eatures 

1.1 

1.2 

1.3 

1.4 

1..4.l 

Pro·-1ide for 
Initial Startup 

Provide for 
System Restart 

Provide for 
Unattended Operation 

Provide for 
System Shutdown 

Provide for 
Planned Shutdown 

Provide for 
Emergency Shutdown 

1.5 Provide for 
Falloack Operation 

1.s.1 

l.5.2 

l.5.3 

1.6 

Provide for Transfer 
to on-line Operation 

P~ovide for Transfer 
to Fallback Operation 

Provide for uninter~ 
ruptitl~ Power Source 

Provide for 
Demarcation Points 
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.JL -2... 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 



BASIC SYSTEM 

L.JL 
2.e Time Signals 

2.1 Provide for Special X 
Event Timing Plans 

2.2 Provide for X 
Preemption 

2.3 Select Signal X 
and Timing Plans 

2.3,l Provide for X 
7ransition Timing 

2.3.2 Provide for Manual X 
and TOD Modes 

2.3.3 Provide for X 
TRSP Operation 

2.3.3.l Provide for X 
Section tocking 

2.4 Provide for Database X 
Management 

2.4.1 Provide for X 
Origination and 
Updating of Database 

2.4.1.1 Compute Timing Plans X 

2.s Provide for Critical X 
Intersection Control 

2.6 Provide for X 
Special Functions 

2.7 Provide for 
Conaand and Monitor 
Communications 

2.1.1 Provide for X 
Comnunicationa 
Brror Detection 

2.7.2 Provide for Various X 
Control Methods 

2.8 Provide for Street X 
Operation Verification 
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BASIC SYSTEM 

_!L _Q_ 

3.1 Process Detector Data 

3.1 Provide for X 

Data Logging 

3.2 Provide for X 

Error Checking 

3.3 Provide for X 
Data Smoothing 

3.4 Compute Measureo X 

of Effectiveness 

3.5 Predict Flow Trends X 

3.6 Provide for Vehicle X 
Classification 

3.7 Provide for Emergency X 
Vehicle Detection 

4.1 Generate Reports 

4.1 Generate Measures of X 
Effectiveness Reports 

4.2 Generate Status X 
Reports 

4.3 Generate Summary X 
Reports 

4.4 Generate Database X 
Reports 
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BASIC SYSTEM 

_!__Q._ 

5.0 Provir.e Controls 
and Displays 

5.1 Provide for Primary X 
Operator Interface 

5.1.1 Provide for CRT X 
Menu Override 

5.1.2 Provide ior Interface X 
with Operator Console 

5.1.3 Provide for Interface X 
with Remote CRT 

5.2 Provide Map Display X 

s.2.1 Colllllunicate with X 

Map Display 

5.3 Provide Hardcopy X 
Logging 

5.3.l Provide an X 
Activity Log 

5.3.2 Provide Failure X 
Logging 

5.4 Provide Graphics X 
Capability 

s.,.1 Provide a Color CRT X 

s.,.2 Provide Graphics X 

s. "· 3 Provide Projection X 
Displays 
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PART 81 SPICIPICATIONS 

INTR~DUCTION 

The •~•cifications are presented in a structured format 
■ l■ilar to the Hierarchical Input 0 Process~output (HIPO) 
format u■ed in structured computer programming. The HIPO 
format va■ rearranged to more adequately suit t~e 
requirement■ of this task. Each item within the structure la 
referred to as a Functional Module (FM) to further 
particularize this application of the HIPO philosophy. 

Thia trpe of structured format was chosen to provi~e a 
logic■ flow of specification detail in the form of an 
inverted tree. The main element, or tree trunk, is termed 
Functional Module •1.0 Control Traffic" and serves to 
introduce the five major branches of the treei 1.0, 2.0, 3.0, 
4.1, and 5.1~ Each of these five major branches, or major 
Functional Modules, serve to introduce their subordinate 
Functional Moduias which are the actual functicaal 
specifications. Figures l through 9 "Functional Modole 
Diagram■• illustrate the order and linking of the Functional 
Modules. The shaded blocks on the figures indicate the 
options which may be selected for Basic system expansion. 

lach of the subordinate Functional Modules are divided into 
five aections. Immediately aft~r the title (example: "1.1 
Provide for Initial Startup•) is at least one paragraph of 
descriptive material pertaining to that Functional Module. 
It is included in order to minimi~e the need to refer to 
other sections or other documents. 

The next three sections are the specifications themselves, 
divided into INPUT, OUTPUT, and PROCESS segments. The Input 
■agment details. the input data, signals, or operator actions 
required to satisfy the requirements of the module. The 
Output segment describes the results of the implementation of 
the module. The Process segment d~9cribes what has to be 
implemented in order to satisfy the Output requi~ements, 
given the Input parameters. In order to maintain the 
functional nature of the specifications, the Prucess segment 
only states the requirements of the task, not how to 
instrument it. 

The final section deals with system type considerations and 
is ao titled. There are three types of systems wh~ch may be 
implemented. The centralized system consists of a central 
c011puter and comunications network which issues command 
■ lgnals and requires controller status and, optionally, 
detector data monitor signals on at least a second-by-second 
basi■ in order to properly control the intersections. The 
intersection controllers may be of any type, but are normally 
considered to conform to the NEMA standard interface. 
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The two level distributed system may take two forms. The 
first type consists of a central computer and a field located 
microprocessor type local control unit that exercises direct 
control over the intersection controllers. The second type 
of two level distributed system retains the central computer, 
but is instrumented with programmable microprocessor 
controllers programmed to act as both local control units as 
well as intersection controllers. 

The three level distributed system consists of a central 
computer which supervises the activity of microprocessor 
bayed local control units, which, in turn, supervise the 
activity of the microprocessor•based intelligent, 
programmable, local intersection controllers. 

The terms •intelligent local intersection controller", or 
"programmable intersection controller" used throughout the 
Functional Modules refer to any type of accepted 
microprocessor based unit that can be programmed to provide 
the intent of the specifications. This implies the 
capability to store several timing ar.d signal plans, a time 
of day/day of week scheduler, a time- based coordination 
implementation and the capability to accept and confirm 
"downloaded" data and generate "uploaded" data from and to 
the next higher level of intelligence (the central conputer 
or the local control unit). 

The items detailed in the System Type Considerations section 
of the Functional Modules are intended to provide insights 
into the problems and solutions of implementing the various 
types of systems. Once the type of system is selected, the 
appropciate items detailed in the System Type Considerations 
section should be added to the Process segment of the 
specifications. 

As an example of the use of these Functional Modules, a 
traffic engineer desires a basic system that can operate 
unattended with an uninterruptible power source to 
accommodate the frequent utility power outages experienced in 
the area. The high school and State college athletic 
programs are highly supported by the population of the 
surrounding area, creating severe traffic problems before and 
after these eventA. A railroad's main line runs through che 
center of town, interrupting vehicular traffic on several 
main routes. The industries which sµpport most of the area's 
population all start and end daily operations within minutes 
of each other. A centralized system using leased 
coffll'llunications lines is considered appropriate for this 
installation. Although over fifty percent of the 
intersection controllers are actuated, the installation of 
additional •systemw detectors is not considered economically 
feasible for a rather predictable traffic flow. A remote CRT 
terminal at the Maintenance Facility is warranted. There is 
no requirement for a map display or CRT graphics. 
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In addition to Punctional Module I.I• Control Traffic•, 
thf'following set of modules is required 1n order to provide fll nf the 
features desired for the example system: 

1.1 
1.1 
1.2 
1.3 
1.4 
1.4.1 
1.4.2 
1.5 
1.5.l 
1.s.2 
1.6 2., 
2.3 
2.3.l 
~.3.2 
2.4 
2.4.l 

2.4.1.1 
2.7 
2.7.l 
2.7.2 
2.8 
4.8 
4.2 

4.4 
5 .• 1 
5.1 
s.1.1 
5.3 
5.3.2 

Provide for System Operational ~eaturea 
Provide for Initial Startup 
Provide for System Restart 
Provide for Unattended Operation 
Provide for System Shutdown 
Provide for Planned Shutdown 
Provide for Emergency Shutdown 
Provide for Fallback Operation 
Provide for Transfer to on~Line Operation 
Provide for Transfer to Fallback Operation 
Provide for Demarcation Points 
Time Signals 
Select Signal and Timing Plans 
Provide for Transition Timing 
Provide for Manual and Time"of-Day Modes 
Provide for Database Management 
Provide for the Origination and Updating of the 
Database 
Compute Timing Plans 
Provide for Command and Monitor Communications 
Provide for Colllllunlcationa Error Detection 
Provide for Various Control Methods 
Provide for Street Operation Verification 
Generate Reports 
Generate Status Reports 

(All but the detector status report) 
Generate Database Reports 
Provide controls and Displays 
Provide for Primary Operator Interface 
Provide for CRt Menu Override 
Provide Hardcopy Loggin,J 
Provide Failure togging 

The traffic engineer would also choose the following optional 
Functi~nal Modules to particularize the system to suit the 
municipality's requirements: 

1.5.3 
2.1 
2.2 
2.6 
4.3 

S.1.3 

Provide for uninterruptible Power source 
Provide for Special Event Timing Plans 
Provide for Preemption 
Provide for Special Func~ions 
Generate Summary qeports 

(All but the vehicular flow report) 
Provide for Interface with Remote CRT 

(Failure data and repair information 
only,password protEcted) 

Using this shopping list of requirements and alternatives, a 
viable system can be specified for any municipality. 
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I.I Control Traffic 

A coaputerised traffic control system may be implemented ln 
■any way■ , but ■till accomplish the same function: control 
and regulation of traffic in a manner that will optimize 
availablo roadway usage. Although the end result may be the 
same (illU1Dinate the traffic signal lamps in an orderly and 
aafe progression), and the monitor data input may be the same 
(vehicular detector and traffic signal monitor data as a 
mini•um), the process of data manipulation and system control 
may vary radically without obvious impact upon the motoring 
public, but with radical differences in overall system 
implementation cost. 

The Functional Modules which contribute to' e.e •control 
Traffic• are gtouped into five major areas: 

1.1 Provide for System Operational Features 

2.1 Time Signals 

3.1 Process Detector Data 

4.1 Generate Reports 

5.1 Provide Controls and Displays 

All of these Functional Modules follow the format describe~ 
in the Introduction section of this report. 
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1.8 Provide for System Operational Features 

System operational features are those items of ayatem dealgn 
that indirectly affecta traffic signal control and directly 
affects system operability and maintainability. These items 
include provision for: 

A. Orderly startup, restart, and shutdown of the ■yatem 

B. Unattended operation 

C. Fallback operation 

o. Demarcation points 

These items are described in detail in the modules which 
contribute to Item 1.0, "Provide for System Operalional 
Features": 

1.1 Provide for Initial Startup 

1.2 Provide for system Restart 

1.3 Provide for Unattended Operation 

1.4 Provide for System Shutdown 

1.4.1 Provide for Planned Shutdown 

1.4.2 Pt:ovide fot: Emergency Shutdown 

1.5 Provide for Fallback Operation 

1.5.l Provide for Transfer to OOl'Line Operation 

1.5. 2 Provide for Transfer to Fallback Operation 

1.5.3 Provide for Uninterruptible Power Source 

1.6 Provide for Demarcation Points 

All of these Functional Modules follow the format described 
in the Introduction section of this report. 

1.1 Provide for Initial Startup 

The computer•controlled traffic control system shall provide 
for the initial startup of the system by initializing all 
operational and failure arrays within the aoftwaxe data 
arrays. The initial startup routines shall be used not only 
at the true initial startup of the system, but whenever it ia 
desired to restart the system without prior status 
information. This startup mode is particularly effective 
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when massive power failures or communications interruption• 
have caused extensive entries into failure tables and it i• 
desired to eliminate all such entries by res.tarting the 
system. 

INPUT: 

Operator entry at the computer console device. 

OUTPUT: 

System startup. Sensor data is collected and traffic 
controllers are monitored in preparation for being placed on
line. 

PROCESS: 

Following the required operations imposed by the computer 
operating system, minimal operator actions shall be required 
to startup the traffic control program. Only the program 
name in abbre•1iated form shall be entered following the 
necessary computer operating system entries. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All initial startup logic shall be included in the central 
computer software. 

Two~Level Distributed Systems: 

The local control unit shall be programmed to accept initial 
startup commands from the central system. 

Three~Level Distributed Systems: 

The local control unit and the intelligent local controller 
shall be programmed to accept initial startup commands from 
the central system. 

1.2 Provide for System Restart 

Restarting the system becomes necessary after a power 
failure, off~line processing or system maintenance efforts 
require it. This process differs from initial system start~ 
up in that the previously accumulated operation and failure 
data is loaded into the applicable data arra,ys ra.ther than 
initializing them. 

INPUT: 

Power failure, automatic restart interrupts and operator 
inputs via the computer console device. 
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OUTPUT: 

Reloaded and restarted traffic control applications program 
using pre~ahutdown operational data. 

PROCESS: 

Upon restoration of power or operator selection of the 
restart mode, the traffic control applications program shall 
be placed into execution using the last used operational and 
equipment failure data. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All system restart hardware/software logic is contained 
within the central computer system. 

Two~tevel Distributed Systems: 

The local control unit(s) shall contain the ~~wer failure, 
automatic restart logic and all of the features shall be 
resident within the central system. 

Three~Level Distributed Systems: 

The local intersection controller shall contain the power 
failure, automatic restart logic and all of the 
features shall be resident within the local control unit(s) 
and the central system as defined for the two~level 
distributed system. 

1.3 Provide for Unattended Operation 

All traffic control systems should have the capability of 
unattended operation. The capability for scheduling all 
modes of operation including the capability for accepting 
emergency or transit preemption or priority should require no 
real time operator interaction. 

INPUT: 

Power failure automatic restart hardware/software, long-term 
(eight day) scheduling capability of operational modes and 
special events. 

OUTPUT: 

Power failure/power restoration interrupts, scheduling of all 
operational modes and methods of control. 
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PROCESS: 

The operator shall be capable of entering all usual and 
special events into an all~purpose scheduler. This scheduler 
shall have an eight day (one day for special events), 24-
event~per-day~per~section capacity. Power failure, automatic 
restart hardware/software features shail be included to 
permit additional unattended operational features. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All provisions for unattended operation are resident in the 
central hardware and software. 

TwoaLevel Distributed Systems: 

Time~cf•day and special event scheduling can be downloaded to 
the local control unit. Traffic responsive, emergency 
vehicle and transit preemption (or priority) may also be 
included in the local control unit, but usually should remain 
within the province of the central computer in order to 
maintain coordination across local control unit boundarius. 
Power failure, automatic restart features should be included 
in the requirements of all levels of control. 

Three-Level Distributed Systems: 

The same guidelines as described for two-level distributed 
systems apply, with the additional possibility of periodi~ 
downloading of time-of~day and special event scheduli~g to 
the intelligent intersection controller. 

1.4 Provide for System Shutdown 

The system must be periodically shutdown for a variety of 
reasons. Preventative or corrective maintenance of the 
various components (hardware or software) of the system are 
some of the reasons. 

There are two ways to shutdown a traffic control system (stop 
execution of the traffic control program). 

The most agreeable manner to shutdown a traffic control 
system, or component part of the system (in t~e case of a 
distributed system) is to permit operation to a point of 
neutrality-~ a point where minimum disturbance to the 
traffic flow is reached-~ before allowing reversion to a 
fallback operation state. (The point of neutrality is, most 
often, the start of main phase green.) This type of shutdown 
is generally termed a "planned" or "graceful" shutdown. 

Occasionally, a hardware or software fault observed by the 
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operator or sensed by fault detection systems requires an 
immediate shutdown process. Even a few seconds wait for a 
point of neutrality for all or some of the intersection 
controllers is more than can be tolerated. This is termed an 
"emergency" shutdown procedure. 

INPUT: 

Power failure, auto restart monitors; applications pr<>gram 
stall monitors, operator input, maintenance considerations. 

OUTPUT: 

Stopping of the execution of the traffic control program and 
control signal comunications outputs in an emergency or 
planned (graceful) manner. 

PROCESS: 

Proper processing of the input monitor states and proper 
reaction to the monitor inputs. Refer to subordinate 
Functional Modules 1.4.1 and 1.4.2. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All shutdown logic shall be included in the central 
software/hardware implementation. 

Two-Level Distributed Systems: 
Three-Level Distribute~ r ems: 

Shutdown logic shall L 
local control unit(s). 

,~stributed between centrol and the 

1.4.1 Provide for Planned Shutdown 

The traffic control system must accommodate the planned 
shutdown of the primary components for scheduled preventive 
ii•aintenance, data base modification (some systems), or system 
hardware/soft~are modification. 

The invocation of a planned shutdown routine requires that 
the intersection controllers receive computer control signals 
until the release point is reached (normally main phase 
green). After a predefined time has expired at the release 
point, the local controller is allowed to revert to fallback 
operation. 

INPUT: 

Operator input of planned ("graceful•) shutdown. 
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OUTPUT: 

Storage of traffic flow and failure data onto the mass 
storage devh:e. 

Exiting of the traffic control program in an organized 
manner. 

PROCESS: 

Upon operator entry (via control panel pushbutton switch or 
operator terminal keyboard) the traffic control program shall 
continue timing plan control of the intersection controllers 
until the release point (predefined) of each intersection 
controller is reached. The release point is generally "main 
phase green". After a predefined amount of time (generall~•, 
minimum green time) each individual controller is released to 
fallback operation (refer to Functional Module l.S and its 
subordinate functional modules). 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All planned shutdown logic shall be included in the central 
computer software program. 

Two~Level Distributed systems: 
Three~Level Distributed systems: 

Planned shutdown logic may be distributed between central and 
the local control unit. A local control unit may be·shutdown 
from central control (the local control unit's intersection 
controllers will revert to fallback operation) without 
affecting the remainder of the local control units or the 
operation of central. 

1.4.2 Provide for Emergency Shutdown 

Three types of emergencies must be accommodated by the 
traffic control system: 

A. Power failure 

B. Unplanned stopping of program execution 

c. Operator observation of improper operation 

Computer equip•~nt should be equipped with a power hilure 
detection, automatic restart circuit. Impending power 
failures can be detected within one quarter cycle of the AC 
supply, providing sufficient time to store volatile register 
information in nonvolatile memory. Upon restoration of 
power, the automatic restart circuit instigates the start of 
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a program to restart the traffic control applications 
program. 

Periodically, any applications program can suddenly stop 
execution for any number of hardware or software reasons. 
Depending on the hardware/software corifiguration, this sudden 
ceasing of program execution co~ld cause unsafe interse~tion 
controller operation. In any event, alarms should be enabled 
to alert the operator as to the problem and circuitry should 
insure that the communications subsystem cannot transmit 
erroneous data. In a one~computer configuration, this 
detection and alarm circuit must be external to the computer 
and separately powered. Outputs from the computer, such as 
toggling signals, are sampled by 'the detection and alarm 
circuit ("Watch Dog Timer•) and its outputs control the alarm 
and cor'munications disable circuit. In a dual ( redundant) 
computer configuration, exchange of data between computers on 
a periodic basis can accomplish the same results, with the 
added benefit that the "standby" computer can be constantly 
updated with the latest control strategies applied, as well 
as the necessary traffic flow and failure data. 

The operator may notice improper operation of the system to 
the point that immediate interruption of control of the 
intersections is necessary. A method for cessation of 
control must be implemented that will, upon activation, 
prevent any further transmissi~~ of control data to the 
street. Suitable hardware (swltc;h hood) or software 
(password) protection should be provided to prevent 
inadvertent operation of this teature. 

INPUT: 

Power failure, automatic restart circuitry output signals; 
program execution stop detection implementation; operator 
input via protected switch or password protected terminal 
entry. 

OUTPUT: 

Complete stoppage of the execution of the applications 
program. 

Complete cessation of communications control signal outputs. 

PROCESS: 

Once a power failure or applications program cessation is 
detected, or an appropriate operator entry is completed, the 
system shall shut down and all computer control output 
signals to the cotl'lllunicatlons subsystem shall be inhibited. 

SYSTEMS TYPE CONSIDERATIONS: 
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Centralized Systa11s: 

The emergency shutdown implementation is confined to the 
~•ntral hardware/software system c011plement. 

Two-Level Di ■tributed SyRtems: 

The central ay■ tem would contain all of the above described 
emergency shutdown procedures. The local control unit would 
contain the power failure, automatic restart, and program 
execution atop (watchdog timer) features described above. 
The operator1lnstigated command to atop transmission of 
control signals to the intersection controller• relies on 
intact comlllunicationa from central to the local control unit. 

Three•Level Distributed Systems: 

The same distribution of features as described for the two* 
level distributed system is applicable for the three-level 
distributed system. The power failure, automatic restart 
feature as well as the program stop (watchdog timer) function 
should be added to the local controller as well. 

1.5 Provide for Fallback Operation 

Every traffic control system must provide for some sort of 
f~llback operation in cases of failure of the main elements 
of the system (central or local control unit, coamunicationa 
circuits, etc.). The level of fallback operation chosen 
depends upon the local traffic conditions, the importance of 
full-time coordination of traffic signals and the coat 
restrictions. 

There are th:cee levels of fallback operation: 

A. Minimal fallback provisions 

A.l. Pretimed controllers 

Providing a "second" dial with standby timings and 
the circuitry necessary to switch to that dial if 
cOlll!llunicationa are lost. 

A.2. Actuated controllers 

Operation as standard uncoordin•ted actuated 
controllers when comunicationa are lost. 

B. Medium level fallback provisions 

B.l. Pretimed controllers 

A Time-Based Coordination unit coupled with time• 
of-day switching of saveral· dials when 



communications are lost. 

B.2. Actuated controllers 

A Time-Based Coordination unit and/or an auxiliary 
timing unit which can p~ovide several timeLof•day 
selectable timing plans. 

c. Maximum fallback provisions 

INPUT: 

In addition to the fallback provisions described 
above, redundancy of central equipments such as 
the primary computer equipments (computer itself 
and prime peripherals such as the operator 
interface and mass storage elements) and the 
central conanunications subsystem must be 
considered. 

An Uninterruptible Power Source (UPS) should be 
considered a necessity to not only provide a 
source of power to override utility power outages, 
but to minimize the failure rate of the computer 
and the prime peripherals as well as the 
communications subsystem by providing effective 
isolation from the surges, sags, and spikes 
present on all utility power. 

A planned, operatorainstigated, or emergency, 
hardware/software-instigated drop to fallback operation. 
Also, an operator•instigated or automatic method of attaining 
onijline operation. 

OUTPUT: 

Transfer of traffic signals from on~line control to fallback 
operation and the reverse. 

PROCESS: 

Any of the methods and implementations described above and in 
subordinate Functional Modules 1.s.1, 1.s.2, and 1.5.3. 

SYSTIM TYPE CONSIDERATIONS: 

Centralized Systems: 

Maximum fallback operation provisions are normally required 
to insure maximum operability of the system. 

Two~L•vel Distributed Systems: 

Pallback operation provisions must be distributed between the 
central syst• components as well as the local control unit 
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and the intersection controller. 

Three-Level Distributed Systems: 

The same considerati~ns as described for the two-level 
distributed system applies, but the inclusion of an 
intelligent local controller permits a higher level of 
fallback operation at the local intersection controller and 
thereby permits less sophistication at the local control unit 
and the central system. 

1.5.1 Provide for Transfer to on~Line Operation 

The system shall provide for an orderly transition from 
fallback oparation to computer control to minimize any 
disturbing effect on the traffic flow. 

INPUT: 

Controller status data 

OUTPUT: 

Computer~selected controller timings 

PROCESS: 

The intersection controllers shall be transferred to computer 
control at the start of main phase green. Once the 
controller is "captured" in main phase green, the process of 
transitioning shall take place. The number of cycles taken 
to achieve the transition from fallback to on-line computer 
control depends on the number of seconds difference between 
the actual and desired offset time settings and the 
particu!ar method chosen to accomplish the transition ("brute 
force", "n" cycles, etc.). (Refer to Functional Module 
2.3.1) 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

The central processor controls all of the processes involved 
in providing for the transfer for intersection controllers to 
onaline (computer control) operation. Regardless of the 
option chosen for transition, the central computer shall 
control the entire operation. 

Two~Level oiotributed Systems: 

The central processor shall issue the command to the local 
control units to transfer the local intersection controllers 
to the on-line condition. 
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Three-level Distributed Systems: 

The process is the same as for the two~level distributed 
system described above. 

1.5.2 Provide for Transfer to Fallback Operation 

When any part (or all) of the system is to be placed off-line 
(not under computer control), a graceful transition to the 
fallback operation shall be provided to insure minimal 
disturbance to traffic flow. 

INPUT: 

A nonemergency, operator~instigated, command to cease 
computer control for an intersection, a series of 
intersections <•sections") or the entire system. 

OUTPUT: 

A programmed removal of computer control signals from the 
selected units. 

PROCESS: 

The computer software shall continue t~ provide computer 
control signals under the current signal timing plan(s) 
imposed until the start of coordinated phase green is 
detected by the computer for any of the intersection 
controllers to be returned to the fallback operation 
condition. The computer shall then remove those computer 
control signals and petmit the intersection controller, to 
revert to their previ~usly entered local timings. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All fallback logic shall be included in the central computer 
software program. 

Two-Level Distributed Systems: 

For the twoclevel distributed systems that involve only the 
usually instrumented NEMA controllers, fallback logic muat be 
distributed between the central computer and the local 
control unit. One intersection controller under eontrol by a 
local control unit may btt commanded to be placed into the 
fallback operation condition for any number of reasons 
(maintenance, local control, time of day schedule). The 
local control unit, having been issued the co11111and(s} to 
place intersection(s) under fallback control by the central 
computer shall proceed with the aame preprogramned operation 
aa de•cribed in PROCESS above. 
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If the central computer issues the command to place an entire 
local control unit'• complement of_interaections under 
fallback control, then the entire set of intersections bging 
controlled by the local control unit shall revert to the 
fallback control conditions as described in the PROCESS 
aection above. 

Three~Level Distributed Systems: 

Por the three-level distributed system, fallback logic can be 
distributed between the central computer, the local control 
unit and the intelligent controller. The one main difference 
between thiJ type system and the two~level distributed system 
la that the intersection controller may have its own, 
internal, time~based coordination hardware and/or software. 

1.5.3 Provide for Uninterruptible Power Source (OPTIONAL) 

An uninterruptible power source (UPS) protects critical 
cOlllputer system elements from not only power outages, but the 
surges, sags, and spikes experienced on all utility power 
lines. 

An uninterruptible power source subsystem, where the utility 
AC power is converted to DC, with batteries "floated" across 
the DC output, and the DC inverted to AC, provides the best 
protection for the equipment placed across the inverted AC 
load terminals. Failure of the utility power will not 
influence the operation of the critical components of the 
computer subsystem connacted to the uninterruptible power 
source until the batteries fall below a certain charge level. 
The discharge time need not be be greater than 15 minutes to 
accommodate over 99 percent of the utility power outages in 
moat parts of the country. (At least 24 hours of recharge 
time must be allowed for each 15 minutes of discharge time.) 

INPUT: 

Utility power. 

OUTPUT: 

Protected AC power for predetermined period of total outages. 

PROCESS: 

The utility supplied AC power shall be converted to DC. The 
DC voltage shall be used to: 

l. Charge and maintain charge of the batteries. 

2. Provide input power to the AC inverter. 

The AC inverter ■hall change the DC input to the regulated AC 
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output power for the critical computer elements. 

The AC output power requirements shall include at least· all 
percent excess power requirement. 

The switchover time from utility to battery supply shall be 
less than se percent of the computer power failure detection 
circuitry detection level. 

The minimUIII battery capacity required for the uninterruptible 
power source shall provide 15 minutes of stable AC output 
power. The maximUIII battery recharge time shall not exceed 24 
hours. A diesel generator "extra backup" subsystem may have 
to be considered for locations where utility power outages 
are significantly greater than the battery capacity and its 
recharge time. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

The central processor(s) and the primary peripherals (disk 
storage unit(s), operator video display unit(s) and central 
communications equipments) must be considered for 
uninterruptible power source connection. Other central 
equipment may be considered for inclusion dependent upon the 
importance placed upon their operability under adverse 
conditions. 

Two&Level Distributed Systems: 

ThP. same considerations should be made as per the centralized 
systems described above. In addition, serious consideration 
should be paid to the inclusion of uninterruptible power 
systems to the local control unit also. In moRt cases, "on
board" rechargeable battery units to maintain memory contents 
will be sufficient for overall system operation. 

Three~Level Distributed Systems: 

The same comments as stated for the two-level distributed 
systems apply for the three~level distributed systems. The 
intelligent intersection controllers must have "on-board" 
battery installations for memory content protection. Any 
additional power interrupt protection must survive serious 
cost/utility/benefit ratio studies. 

1.6 Provide for Demarcation Points 

Demarcation points must be provided for utility company 
connections and other interfaces such as the police panel at 
the intersection controller and the communications lines. 

53 



INPUT: 

Results of a study to determine the optimm location for such 
demarcation points. 

OUTPUT: 

Specifications for the location of the demarcation points. 

PROCESS: 

Determine the optimwn points for the entry of utility power 
lines and the conaunications lines field wiring to permit 
necessary isolation, ease of maintenance, and minimm 
interference to operating personnel. 

When the communications lines are to be provided by the local 
utility, only the end pcints (connections at central and at 
the intersection} shall be considered. For customer~owned 
lines, intermediate interconnection points shall also be 
detailed. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Demarcation points must be defined for the control center as 
well as the intersection controller cabinets. 

Two~Level Distributed Systems: 

Demarcation points must be definet'I. for the control center, 
the local control units as well as the intersection 
controller cabinets. 

Three~Level Distributed systems: 

Same considerations as for the two-level distributed system. 

54 



2.1 Time Signals 

A very basic function of a computerized traffic control 
system is timing the intersection traffic control signals to 
properly control the flow of vehicular traffic throughout the 
controlled area. Many signal timing plans can be developed 
and entered into the system, via the database, to respond to 
changing traffic requirements throughout the day, week, and 
year. 

The following shall be required to be input to the system 
from the database: 

A. Time-of~Year/Day~of~Year (TOY) Clock 

B. Control Panel and/or Keyboard Commands 

c. Traffic Data for Traffic Responsive Operation 

o. Preemption Commands 

These items are described in detail in the modules which 
contribute to Item 2.0, "Time Signals": 

2.1 Provide for Special Event Timing Plans 

2.2 Provide for Preemption 

2.3 Select Signal and Timing Plans 

2.3.1 Provide for Transition Timing 

2.3.2 Provide for Manual and Time-of~oay Modes 

2.3.3 Provide for Traffic Responsive Operation 

2.3.3.l Provide for Section Locking 

2.4 Provide for Database Management 

2.4.l Provide for the origination and Updating of the 
Database 

2.4.l.l Compute Timing Plans 

2.s Provide for c=itical Intersection Control 

2.6 Provide for Special Functions 

2.7 Provide for Coaaand and Monitor Co11111unications 

2.7.1 Provide for Communications Error Detection 

2.7.2 Provide for Variou• Control Methods 
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2.8 Provide for Street Operation Verification 

All of these Functional Modules follow the format described 
in the Introduction section of thi9 report. 

2.1 Provide for Special Event Timing Plans (OPTION~L) 

Any municipality possessing a por,ular sports stadium, whether 
high school, college or professia~al, or a convention or 
exhibition hall of any importanc, may require special signal 
and/or timing plans to accommodale unusual traffic flow 
patterns during special events, parades, etc. 

INPUT: 

Inputs from various authorities requesting special event 
timing. 

OUTPUT: 

Special event signal and/or timing plans to accommodate the 
special event demands. 

PROCESS: 

Special event signal/timing plan changes shall be implementad 
by the system operator in accordance with a Time~of•Oay/Day
of Year schedule, or can be "triggered" by a contact closure 
(manual switch, or one or more detectors) at, or near, the 
site of the special event. A software call for the planned 
eignal/timing plan generated and stored for the particular 
special event, including a call for the transition routine, 
shall be scheduled. Upon completion of the special event, 
signal and/or timing plans that correct for the disrupted 
traffic flow shall be imposed by prior stored signal and/or 
timing plans. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Complete flexibility in all control and monitor situations 
exist since all control and monitor capabilities are 
concentrated within the central computer subsystem. 

Two~Level Distributed Systems: 

Careful consideration must be paid to the method of 
implementation of special event timing. The central computer 
subsystem must have time to download sufficient data to the 
local control units to appropriately implement the special 
event timings or provisions must be made to store the special 
event patterns in the local control unit. 
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Three-Level Distributed Systems: 

As per the comments recorded above for the two~level 
distributed ayatem, the degree of data distribution must 
extend to the intelligent local intersection controller. 

2.2 Provide for Preemption (OPTIONAL) 

Emergency vehicle preemption requirements are applicable to 
virtually every municipality. Bridge opening and railroad 
crossing preemption requirements are applicable to many, if 
not mofft, municipalities. 

INPUT: 

Preemption signals input to the traffic control system from 
any of the preemption sources. 

OUTPUT: 

Modification of the applied signal and timing plans to 
accommodate the type of preemption. 

PROCESS: 

The preemption input signals shall be sampled by the computer 
at a rate commensurate with the expected demand for signal 
and/or timing pl8n modification to accommodate the prbemption 
demand. Upon reception of the preemption connand, the 
traffic control system shall immediately transition to the 
preemption signal and/or timing plan previously implemented 
into the database for this pr~emption event. Upon completion 
of the preemption event, the system shall provide the 
capacicy for post preemption timing plans before returning to 
the pre~preemption or scheduled post~preemption mode -of 
operation. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

The process of system-wide preemption is somewhat simplified 
in a centralized systE!lll since all input/output data relative 
to the system operation becomes resident within the central 
computer subsystem. 

Two~Level Distributed Systems: 

AlthQugh some type of preemption activities may be localized 
to one local control unit's area of influence, the 
probability that more than one local control unit ■ay be 
required to react to the preemption demand la great enough to 
require coordination by the central computer resident 
pre•ption routine. 
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Three•Level Di ■tributed Sy■taa■: 

A■ per the entry above for th~ two~level distributed system, 
pre•ption ■ignal and/or timing plan■ mu■t be al ■o re■ ident 
within the intelligent local intersection controller in order 
to impl ... nt pre•ption plan■ with minlmum:data transfer. 

2.3 Select Signal and Timing Plans 

One of the basic function■ of a signal system ls to select 
the signal plan and timing plan which la to be implemented in 
each section ( integral group of intersection's) of the system. 
In many ■ystems the signal plan is fixed for each 
intersection by virtue of the intersection controller which 
is incapable of ·providing more than one sequence of phases. 
Newer microprocesaor controllers do provide this capability, 
however, thereby providing greater system flexibility. 

Timing plan selection is related to the entire section. Only 
one timing plan can be implemented in a section at one time. 
The timing plan can he selected by the operator (Manual 
mode), by time clock (Time~of~oay/Day~of~week mode), or by 
the system itself, when operating in the Traffic Responsive 
mode. 

INPUT: 

Operator, or system, input to determine the mode of operation 
for each section of the system. 

Monitor data (controller status and detector data) sufficient 
to dYtermlne the adequacy of control. 

OUTPIJT: 

A timing plan selected for each section, a signal plan 
selected for each intersection baaed on the selected timing 
plan, and both implemented in the street. 

Coaaand signals sufficient to effect the level of control 
desired. 

PROCBSS: 

The timing plan for each section of the system shaH be 
selected by referring to the database to determine first, in 
which mode of operation each section is scheduled to operate 
for the current Time~of~Day/Day~of-Year, and second, which 
timing plan la scheduled for each section for the current 
ti-. 

The scheduled mode of operation for each section for the 
current time ahall be Manual, Time1of•oay or Traffic 
Respon■ ive. If Manual, the operator must select the timing 
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plan for each section that is desired to be put into effect 
through the operators console or keyboard. If Time~of~oay 
operation is scheduled, the system shall automatically 
initiate the scheduled pattern. If the Traffic Responsive 
mode of operation is selected ~nd the system is initially 
brought on-line (or after particular equipment failure), a 
Time•of~Day plan shall be automatically initiated until 
sufficient detector data have been accumulated from each 
section. 

The database shall also contain the signal plan that is to be 
implemented at each intersection for each timing plan. Once 
the timing plan has been selected for each section the proper 
signal plan shall automatically be implemented at each 
intersection. 

SYSTEM TYPE CONSIDERATIONS: 

Centrali?ed Systems: 

Since all intelligence is concent~ated within the central 
computer subsystem, division of intersections into sections, 
preparation and storing of signal and timing plans for 
retrieval at appropriate times, as well as control mode 
implementation, are functions of the central subsystem alone. 

Two~Level Distributed Systems: 

In order to capitalize on the prime advantage of a 
distributed system, reduction of the communications loading 
between the central subsystem and the local control units, 
the signal and timing plans associated.with the group of 
intersections associated with each local control unit should 
be resident within the local control unit. Commands for 
change of operating mode from the central computer subsystem 
may then be an abbreviated code rather than detailed set of 
timing data. Database downloading capability must b~ 
included in the system specifications in order to ac~cffl.iaodate 
the capability for signal and/or timing plan data updates. 

Three~Level Distributed Systems: 

The signal and timing plans for each intersection controller 
should be resident in those particular intelligent 
intersection controllers. •copies• of these plans should be 
resident in the local control units as well as tne central 
computer subsystem in order· to provide adequate backup 
capabilities. 

2.3.l Provide for TranEition Timing 

Two trpes of transitioning methods may be employe~ when 
i■pos ng a new timing plan on an intersection controller. 
The first method can be termed the •brute force• method. Tbe 
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controller la held at the start of a phase (usually main 
phase green) until that point in time is coincident with that 
of the new timing plan. The second method type consists of 
changing the value of the current offset with respect to the 
cycle clock by increasing or decreasing the cycle length 
until the offset corresponds to that designated by the new 
timing plan. The number of cycles over which the transition 
is accomplished may vary according to the design of the 
system. This second method is the type generally employed in 
computerized control systems since it results in the least 
disruptive effects upon the vehicular flow, and is the 
transition timing method considered herein. 

INPUT: 

Indication of an impending timing plan change. 

Maximum and minimum cycle lengths allowable for each 
intersection controller. 

New offset point for each controller. 

OUTPUT: 

Control signals to each intersection controller which are 
timed by the transition algorithm within the restrictions as 
to minimum timings. 

PROCESS: 

Each transition cycle shall be either increased to the 
maximum allowable (system selectable) or decreased to the 
minimum allowable (the summation of the minimum timings) 
except for the final transition cycle, where the time 
increase or decrease is limited to that necessary to achieve 
the new offset. The decision to increase or decrease the 
intersection controller cycle length shall be made 
independently for each intersection controller. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All tr~nsition timing is made directly by the transition 
timing routine resident within the central computer. 

Two-Level Distributed systems: 

Transition timing algorithms should mo~t properly be resident 
within the local control units in order to minimize the 
communications load between the central computer and the 
local control unit. 
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Three•Level Distributtta Systems: 

Tran•ition timing algorithms should moat propetlI be resident 
within the intelligent local intersection contto lets in 
order to ainimize the communications load between the local 
control uni~ and the intersection controller as well as 
between the central computer and the local control unit. 

2.3.2 Provide fo~ Manual and Time~of~oay Modes 

The Manual mode of system operati~n allows the selection 
of the pattern tc be implemented in each section via the 
operator's console (pushbutton control panel or CRT 
keyboard). 

The Time~of•Day/DayGof•Year mode of system operation allows 
the advance f,ch•~ul mg of the signal plan and timing plan 
which is to b~ implemented in each section. 

INPUT: 

Manual Mode: 

Operator request for Manual mode of opetation for designated 
groups of intersections (sections). 

Operator request for particular timing plans to be applied to 
each group of intersections. 

Time~of~oay/Oay~of~week Mode: 

Database entry of timing plan event times and sections 
affected. 

Operator selection of the Time~ofcoay/oay-of~Week mode of 
opeEation. 

OUTP!JT: 

A signal plan and timing plan shall be selected for each 
section which is to ope"tate in Manual mode, or Time➔of~ 
oay/Day-of~Yea't mode, and shall be implemented in the stEeet. 
Transitioning from one timing plan to another shall occur in 
Manual mode only when commanded by the operator, and in Time& 
of1oay/Day~of•Yeai mode as scheduled in tbe database. 

PROCESS: 

Por Manual operation, the operator shall select the timing 
plan to be implemented for any section, O't all sections 
within the system, via the conaole or the keyboard. The 
•Y•tem then refers to the database to obtain the timing 
parameter ■ for that timing pl&n. 
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Por Time-of~Day/oay~of~Year operation, the aystem shall 
select the proper timing plan to be implemented in each 
section by noting the time from the Time~of~Year (TOY) clock 
and referring to the database to d~termine which plan has 
been scheduled fer that period. The timing parameters are 
then obtained from the database for the timing plan to be 
implemente~ in e~ch section. Timing plans may be selectable 
on a lS~minute interval with a resolution of one minute. 

A mixture of modes of operation among the sections which make 
up the controlled system shall be possible. The order of 
mode priority shall be: 11 Manual mode, t2 Time•of~oay 
mode. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Since all control and data elements reside within the central 
computer subsystem, implementation of these modes of 
operation are made somewhat easier. 

Two~Level Distributed Systems: 

In order to minimize the communications load between the 
central computer and the local control units, all timing 
plans and Time~of~Day/Day-of~week table content associated 
with each local control unit should be made resident within 
~ach local control unit. 

Three-Level Distributed system: 

In addition to the system considerations described for the 
two level distributed system, at least a subset of the local 
control unit's intersection specific timing plans and Time~ofa 
Day/Day~of~Week event tables should reside in each 
intelligent local intersection controller. 

2.3.3 Provide for Traffic Responsive Operation {OPTIONAL) 

The traffic responsive mode of system operation requires 
installation of system detectors throughout the system which 
will report traffic conditions that are representative of the 
traffic flow conditions throughout a particular area of 
control. This information is used by the system to select 
and impose the timing plan for each section that will be most 
responsive to traffic requirements in that section. 

INPUT: 

Inputs required from the database include: 

0 Timing plans that are candidates for selection in 
the traffic responsive mode for each section. 
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0 

0 

0 

0 

The smoothing factors, detector weighting constants 
and occupancy factors which have been selected for 
traffic responsive operation. 

The volume and occupancr thresholds which have been 
selected for changing t ming plans. Separate 
thresholds are required to enter a timing plan from a 
lower traffic level than from a higher traffic level. 
This provides hysteresis in the system which prevent■ 
oscillation from one pattern to another. 

The times of the day which have been defined for each 
section to operate in the traffic responsive mode. 

The selection of master and slave sections which 
have been defined for section locking. 

o Historical detector data, or the assignment of an 
alternate detector, for each detector which is to be 
used during traffic responsive operation, in lieu of 
actual detector data in the event of detector 
failure. 

OUTPUT: 

A signal plan and timing plan selected for each section which 
is t~ operate traffic responsively. Transitioning from one 
timing plan to another shall occur automatically as changes 
in traffic conditions develop and the predesignated 
thresholds are detected. 

PRO-::FSS: 

A timing plan for each section shall be selected by analyzing 
detector data inputs. The pattern of current traffic 
conditions, derived from the system detectors, is compared 
with prestored conditions. T~e traffic responsive strategy 
shall then select the timing plan that most closely matches 
the current traffic conditions. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized systems: 

System-wide traffic responsive operation is easier to 
implement since all data is resident within the central 
computer subsystem. 

Two~tevel Distributed Systems: 

The primary respoosibility for effective traffic responsive 
control must reside within the local control unit in order to 
preserve the minimal co111111unicatlona level to and from the 
central subsystem that makes the distributed system coat 
effective. The major intercommunication■ task must b4t 
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ll■ited to the coordination between local control units in 
order to provi~e ~oordination between local control units' 
areas of influence. 

Thrae~Level Distributed Systems: 

The primary responsibility for effective traffic responsive 
control must be divided between the intelligent intersection 
controllers and the local control units in order to preserve 
the minimal communications level to and from the central 
subsystem that makes the concept of a distributed system 
economically attractive. 

2.3.3.1 Provide for Section Locking (OPTIONAL) 

When operating in the traffic responsive mode, groups of 
intersections being controlled by a proscribed timing plan (a 
•section") may be operating within a few seconds of the cycle 
length of other adjacent or crossing sections. Once a 
specified threshold limit is reached, it may be operatioraally 
advantageous to have the applications program choose timing 
plans for the affected sections that have the same cycle 
length. 

INPUT: 

Software implemented "flags" for those sections operating in 
the traffic responsive mode of operation that are candidates 
for sectional locking, priority listing for sectional 
ordering, plus threshold values for section locking. 

OUTPUT: 

Timing plan changes for the selected sections providing that 
timing plans ·exist for the selected cycle length. 

PROCESS: 

At a specified time period (endPof cycle, start of master 
time period or end of lSqminute period~~ system design 
dependent) the sectional locking flags shall be examined and 
if •positive" (sectional locking is permissible), the section 
cycle time differences are compared with the threshold 
values. If the result is positive (sectional locking is 
desired, the threshold value is exceeded and appropriate 
cycle length timing plans exist for all designated" sections) 
then new timing plans shall be applied to the "slave• 
sections. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Since all control elements and database quantities are 
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re•ident within the central computer configuration, the 
degree of control throughout the system is relatively 
unlimited. 

Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

careful consideration must be paid to the communications 
timing between the central computer and the remote units in 
order to accoll\fflodate the data transfer required to accomplish 
timely sectional locking. 

2.4 Provide for Database Management 

The database is the mechanism by which all system activities, 
intersection timing information and the geometric 
characteristics of the street network are stored for use by 
the applications program. 

The database must be easily modified to incorporate system 
changes that will occur on a periodic basis. 

INPUT: 

Geometric and timing plan data. The capability shall exist 
to enter and process such data in the background mode of 
the computer operations and to incorporate such data into the 
permanent data base while the system remains in the on-line 
mode of operation. Examples of the type of data which must 
be entered are: 

o Signal plans for each controller 

o Timing plans for each section 

o Activity scheduler for each section 

o Historical data for each detector 

o Detector activity ~easonableness data 

o Parameters for Traffic Responsive operation 

o Display map indicator data 

o Street network geometrics 

o Reporting schedule 

OUTPUT: 

The database entri•• shall be packed into the many arrays 
xequixed and used by the applications program to control and 
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monitor the intersection controllers and any special 
equipment incorporated into the system. 

PROCESS: 

Each intersection and detector in the system shall be 
identified by a unique number. The reports and database 
opera~ions that are intersection~ or detector~specific ■hall 
also be identified with this number. Selected intersection 
reports shall include the intersection name in addition to 
its number. 

The database management system shall permit updating the 
database while the system is ope~ating. Database parameters 
may be specified to be loaded through any input device, but 
CRT keyboard entry shall be the prime input consideration. 
Database entry formats shall be designed for ease of data 
entry. 

Appropriate safeguards shall be incorporated to prevent 
dangerous or undesirable intersection operation. These 
safeguards shall include edit checking of input parameters 
requiring operator confirmation, and transferring of updated 
data only after verifying that all criteria have been met. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
TwohLevel Distributed Systems: 
Three~Level Distributed Systems: 

Sofficient main and mass storage memory space must be 
allocated for the database preparation program and the data~ 
base arrays themselves. 

2.4.1 Provide for the Origination and Updating of the 
Database 

The accuracy of the ~ontents of the database is the most 
important part of the system implementation. Each 
intersection's •geometric• characteristics must be er.tered 
along with the timing and signal plan data. Also, Time~of~ 
Day/Day-of~week event scheduler data must be entered. 
Special event data entry is also part of the database. 

Filling the database with the required entries must be made 
as •user friendly• as possible with data entry error cnecking 
at multiple points in the data entry program.· All clata entry 
values along with error mes&"ages inserted line;.bya.Une should 
be capable of being output as hard copy printout for off•line 
analysis. The error messages should be •ignorable• if, after 
data analysis, the data entry is determined to be valid for 
that intersect:i.on under particular circumstances. 
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INPUT: 

All data input shall be made by CRT keyboard entry. Punch 
card data entry shall not be used. The data entry values 
include: 

o Type of controller 

o Number of intervals (pretimed controller) 

o Number of phases (actuated controller) 

o Stop bar to stop bar distances between 
controlled intersections 

o Stop bar to detector location distances 

o Minimum or fixed interval (phase) timings 

o Timing plan data relative to the timing plan 
interval (phase) durations. 

o Historical detector data 

o CIC intersections 

o Special function commands 

OUTPUT: 

S~ftware applications program data arrays shall be filled 
with data relative to the geometrics and intersection timing 
and signal plans developed. 

PROCESS: 

The database editor shall validate all data entered into the 
database for reasonableness prior to implementation. The 
following checks shall be made: 

o All controller intervals shall be checked to 
itasur~ that their sum does not exceed the total 
cycle length. 

o The total of the •green• intervals for each phase of 
each controller shall be at least the minimum green 
time specified for the phase. 

o The total of intervals wh~ch are variable for 
transitioning purposes, plus the fixed green 
intervals, shall not violate minimum green times. 

o All controllers and detectors in the system shall be 
assigned a unique number, without duplication. 
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c Checks shall be made to assure proper forlllat, data 
field content, and that data are within allowable 
rangf!&. 

An edit report shall list all input data errors. The error 
message shall indicate the incorrect data field and the 
reason for the error. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Since all of the data base resides within the main and mass 
storage memory capacity of the central system, complete 
control of the data entry and storage is well controlled. 

Two~Level Distributed Systems: 
Threea.Level Distributed Systems: 

Consideration must be paid to the accurate dowr.loading of 
data to the remote locations. 

2.4.1.1 Compute Timing Plans (OPTIONAL) 

The computation of timing plans, if not done on a second 
computer, must be accommodated by any computerized traffic 
control system either in the off~line, background, or on~line 
modes of operation. In the off:.line mode, the h1tersection 
controllers are placed in the fallback mode of operation. 

In the background mode of operation, timing plan generation 
programs are loaded into areas of computer main memory that 
are not utilized by the traffic control pcogram from areas ?f 
mass memory that arec also not used by the applicr,.tions 
program. In this way, computation of new timing plans may be 
made while the old timing plans a~e being applied to the 
problem of intersection control. At some point in the system 
operation (outside of peak operation hours), the newly 
generated timing plans would be loaded into the database. 

In the on~line mode, new timing plans are generated and 
analyzed while the system is on-line, but the approved timing 
plans are placed into the on~line database without the need 
to placa any part of the system off-line. 

INPUT: 

Traffic flow data, both through flow and turning count data. 
Block lengths, number of lanes for each approach, etc., as 
required by the timing plan generation program. 

OUTPUT: 

The indivi,Jual inter ■ection timings required. 
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PROCESS: 

Traffic flow data ~~d geometric data shall be input to the 
chosen timing plan generation program. Th~ quantities and 
types of data shall be dependent upon the timing plan 
generation program chosen for the application. The output 
shall be timing data for timing plan database input. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

Regardless of the type of system employed, timing plans must 
be genetated and upaated periodically in order to accommodate 
the variations in traffic flow. Provisions must be made for 
the periodic inclusion of new timing plans into the database. 

2.s Provide for Critical Intersectjon Control (OPTIONAL) 

Critical intersection co~trol algorithms are by nature only 
suitable for those in~erse~tions that have relatively long 
term, but less than timing plan change interval, variable 
traffic demands on all approaches. The demand measured 
during one cycle is compensated for during the next cycle 
within the constraints of sectional offset and cycle length. 

Each approach to the intersection must be adequately 
instrumented with detectors to properly report the 
intersection approach demand to the computer. 

INPUT: 

The intersections shall be designated as qualified for 
critical intersection control by database entry. All 
approach detectors shall be, by software error detection 
routines, determined to be operable. Critical intersection 
control shall be implemented by either the TOD/DOY scheduler, 
or by operator command. 

OUTPUT: 

Each phase shall be given a time duration proportional to its 
green demand time as constrained by the minimum phase limits 
and the total cycle time. 

PROCESS: 

The green demand time for any approach shall be computed by 
factoring the vehicle release rate and the occupancy and 
volwne determined by the cycle~by~cycle smoothed detector 
data. The split times for the next cycle shall be c011puted 
and entered into the timing arrays. 
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SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All input data, critical intersection algorithm processing, 
and output control data ls under the same program control. 

Tvo•Level Distributed Systems: 

The command to initiate critical intersection control should 
originate from the central processor, but not necessarily in 
real time. The command may be transmitted from the central 
computer weeks or days ahead of the scheduled event. The 
local control unit must have the capability to store the 
commanded event• and implement them at the appropriate times. 

ThreekLevel Distributed Systems: 

Moat of the critical intersection control algorithm 
intelligence should be resident in the intelligent local 
intersection controller. This distribution of algorithm 
allocation must be carefully controlled in order to preserve 
overall system synchronization. 

2.6 Provide for Special Functions (OPTION~L) 

The •rstem should be capable of controlling special functions 
and d splays in the field. Possible special functions 
include: 

o control of illuminated signs, blankout signs, ~nd 
variable message signs 

o phase skip 

o maximum timer selection 

o signal flash 

o alternate phase sequence 

All special functions should be contrvllable by commands 
within TOD/DOY timing plans and by operator input. 

INPUT: 

Special function co111111ands shall be ir.corporated in the 
database and operator command input enabled from the ccnsole 
or keyboard. 

OUTPUT: 

Initiation of special functions with associated change in 
dl ■playa to the motorist or changes in signal timing and/or 
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phasing. 

PROCESS: 

Each timing plan shall provide for the automatic setting of 
the on/off state of each special function command at each 
controller. Once initiated, the special function(s) shall 
remain in effect until changed by a subsequent timing plan, 
TOD/DOY command, or operator command. 

Any special function command shall be set to the on, or off, 
state by operator command or a TOD/DOY command, irrespective 
of any other on/off state that may be defined by the current 
timing plan. The database shall, however, contain 
safeguards which shall prevent the operator or TOD/DOY 
commands from controlling certain restricted intersection 
specific special functions. Special function status monitor 
returns shall be monitored by the software and compared with 
the commanded status. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Rystems: 

The extent of the special functions implemented is limited by 
the time constraints and memory capacity of the central 
computer and by the communications message content capacity. 

Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

In addition to the considerations described for the 
centralized system, careful consideration must be paid to the 
time lapse between conmunications message transfer between 
the various intelligent components of the system. 

2.7 Provide for Co111t1and and Monitor Conanunications 

Reliable, continuous communications between all control 
components of a traffic control system is essential for 
proper, reliable system operation. The type and nature of 
the communications system chosen depends upon many factors, 
the most important of which are cost per unit and required 
performance. 

The two major types of communications techniques are: 

o Time Division Multiplexing (TOM) 

o Frequency Division Multiplexing (FDM) 

Time division multiplexing refers to the allocating of time 
•slots• for each unit to be communicate~ with. Frequency 
division multiplexing refers to the allocating of different 
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frequencies for each unit to be co•unicated with. To 
further confuse the issue, both technique■ can be coabined 
under certain circwnstancea. Under moat circumstances, TDM 
equipment requires far less physical apace than PDM equipment 
to accomplish the same functions. 

With~n the TOM and FDM communications domain, frequency shift 
keying (FSK) and phase shift keying (PSK) can be applied, but 
generally only PSK is used for PDM. In elemental terms, PSK 
means that one frequency is used to designate a digital •one• 
and another frequency is used to designate a digital •zero•. 
Also in elemental terms, PSK means that the phase of a 
particular frequency designates a digital •one" or •zero•. 

INPUT: 

Monitor data from each controlled intersection, system 
monitored detector and special function unit. 

OUTPUT: 

Command data to each controlled intersection and special 
function unit from the data base via the intersection control 
software algorith,s. 

PROCESS: 

Output data shall be accumulated from the various software 
arrays designated for the various control functions into 
message characters as designated by the system design. 

Input data shall be distributed to fill the designated 
software arrays with the various monitor functions as 
d~signated by the system design. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~Level Decentralized Systems: 
Three~Level Decentralized Systems: 

Regardless of the type of system chosen for installation, any 
type or mixture of communications types can be accommodated. 

2.7.l Provide for Communication Error Detection 

No communications subsystem of any extent can be considered 
error proof. There are many error de~ction schemes. some 
of the simpler, and therefore, least expensive are, 

o Parity 
o Framing 
o Overrun 
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which can generally be implemented within an integrated 
ch:cuit chip. A parity bi'-. is appended to each character 
whose state is dependent on the number of "one's" in the 
character. The receiving unit effectively counts the number 
of •one• bits in the received character and compares the 
count (even or odd number of one's) with the parity bit 
state. A framing error is generated if the stop bit ia in 
the start bit state. An overrun error is generated if the 
data string is greater than specified within the 
character. 

Of greater expense in communications time and equipment 
expense are other data security techniques, some of which 
are: 

o Data redundancy 
o Checksum characters 
o Errcr correction codes 

Data redundancy techniques involve the multiple transmission 
of the same data a specified number of t1mes with the 
receiver either selecting the majority match or, upon 
detection of data differences, rejecting the entire group and 
requesting another transmission. Checksum characters are 
generally referred to as longitudinal parity ~becking. A 
preceeding set of data characters are added and the truncated 
summation is transmitted as the last chardcter of a message. 
The receiver performs the same sunanation and compares its 
result with the transmitted value. An unequal result results 
in the rejection of the message. Error-correcting codes add 
enormously to the communication time overhead and have never 
been considered seriously for traffic control systems. 

INPUT: 

The error detection parameters. 

OUTPUT: 

Error detection "flags" to indicate the type and severity of 
the error and the number of occurrences per time period. 

PROCESS: 

The type of error detection chosen shall be resident in all 
of the devices in the system. Deviations from the chosen 
message format or error detection format shall result in the 
rejection of the entire message content. The number and type 
of errors shall be reported by the central computer in the 
following formats: 

o Immediate operator alarms and reports. 

o Tabulation for periodic reporting. 
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SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

The immediacy of communications error repoT.ting is one of the 
features of a centralized system. All of the error detection 
features are determined by the central ccmputer resident 
system design. 

Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

It is genP.rally more practical to preserve the same 
communications error detection scheme throughoyt a system. 
In a multilevel system, however, it is not required, or 
perhaps, not desired, if known conmunications media problems 
demand exotic error detection and/or correction schemes. In 
that case, the more elaborate error detection/correction 
schemes may be employed on only certain segments of the 
system. 

2.7.2 Provide for Various Control Methods 

The software should provide for direct computer control of 
several different types 0£ controllers. Major functions 
should includP. transferring a controller from fallback to on~ 
line, advancing the controller through predetermined 
intervals and phases, and transferring the controller from on• 
line to fallback. 

The software provided should differentiate between pretimed 
controller and actuated controller operation in all aspects, 
including physical and timing plan database entries. 

INPUT: 

Timing plan data containing interval (pretimed ~ontrollers) 
or phase (pretimed or actuated controllers) timings. 

OUTPUT: 

Interval or phase advance commands transmitted to each 
individual controller. 

PROCESS: 

Pretimed Controller• 

Either or both phase advance and interval advance control 
shall be provided as dictated by the user. 

Phase advance control controls the dial (either real or 
progra1m1ed) of pretimed controllers. The syat• issues an 
advance colllllland which allows the controller dial to cycle to 
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the next dwell point. Clearances are timed locally as 
the timing dial advances. 

Interval advance control is used for direct control of the 
(real or programmed) controller camshaft. With this 
method, advance commands are issued to advance the camshaft 
to each interval in the cycle. 

ActuateJ Contt~llers 

Actuated controllers shall be controlled by issuing hold~on~ 
line, yield and force~off commands. The hold~on-line coanand 
takes the conttoller c,ut of the fallback mode and places it 
on-line. 

Force,;off comniar-.ds terminate minor phases which h3ve been 
extended by vehicle actuations. Separate force~off coanand• 
shall be issued ty the software for each ring of dual ring 
controllers. 

The yield command, which may be a separate command or a 
momentary drop of the hold•on~line col'lllland, shall cause the 
controller to terminate the coordinated nonactuated phase 
providing there is a vehicle or pedestrian call on one of the 
actuated phases. The yield command creates a permissive 
period that allows the controller to yield to demand on an 
actuated phase, whether the demand occurred during, or before 
the beginning of the permissive period. 

For systems where the communications and controller hardware 
include the capability for phase omit commands, the software 
shall extend the permissive period by selectively inhibiting 
phaaes that shall not be serviced during the cycle. Thia 
capability shall also include a pedestrian service omit 
feature. 

The software shall provide for variable p:1ase sequencing, 
variable coordinated phases and preferred service. When 
demand exists for a preferred phase and sufficient time 
remains in the cycle, the software shall allow the controller 
to service that phase. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Careful attention must be paid to the capability and capacity 
of the central computer selected to insure that adequate main 
and maas memory capacity exists and that the processing power 
ts sufficient co accommodate all of the requirements within 
the time constraints imposed by the system design. 

TWOl!Level Distributed Syat•.s: 

The demands upon the central subsystem are somewhat reduced 
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becau•• of the •omewhat le•• constraining co•unicationa 
requirements. (The same amount of data must be transferred 
to th• local master, but the time allotted for that transfer 
aay have leas time dependent constraints.) The capacity and 
capability of the local control unit will ha•1e to be 
increased in order to accommodate a~y increase in control 
method capability. 

Three~Level Distributed Systems: 

The •ame loyic stated above for the two-level distributed 
ayatem appl ea to the three~level distribu~ed system, except 
that the required increase in capacity and capability of the 
local control unit is par~ially transferred to the 
intelligent intersection controller. 

2.8 Provide for Street Operation veri~ication 

Verification of system operation must bP. incorporated ln any 
computerized traffic control system. Operation of all street 
equipment must be monitored and malfunctions reported in ~eal
tima. 

Controller operati>n is checked by monitoring the phase 
returns from each controller to insure that the controller is 
remaining in step with the computer and the other signals in 
the system. Detector activity is checked tn determine if the 
data being reported are reasonable. Communication qecurity 
check■, such as byte parity bits and/or mess~ge checksum 
characters must be included in the overall communications 
design to insure integrity of the operation of the 
collllllunications equ1p•1Pr.t. 

INPUT: 

Input■ which shall be provided so that the system can monitor 
the operation of street equipment are as follows: 

o Current phas, info~mation from each controller 

o Current phase information from the stored database 
for the timing pattern being applied 

o Activity of each system sensor 

o Information from the database which in~icates the 
range of values that is considered to be reasonable 
activity for each system detector 

o Parity checkd, checksum tests and/or other provisions 
to insure accurate communications data transfer 
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OUTfUT: 

When malfunctions ar~ identified, the error condition shall 
be brought to the attention of the operator and logged in the 
daily log. 

PROCESS: 

Controllers, detectors, and communications equip~ent shall be 
monitored during on~line as well as stand-by operation. Any 
detected error condition shall be logged. Error conditions 
shall be stored in a coded form that specifies the type, 
date, and time of the error. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Since the central computer is in constant, second~by-second, 
conmunication with every item in the traffic control system. 
verification of field~installed equipment operation is real~ 
time accumulated and real~time accessible. 

Two~Level Decentralized Systems: 

~he real-time data accumulation and analysis should be 
incorporated into the design of the local control unit. 
Compacted data should be ttansmitted to the central computer 
on a •priority level" basis. For example, the failure of a 
detector may be relegated t . ., a scheduled inquiry by the 
central computer for status data. An intersection controller 
in the "flash• state becausE· of the conflict monitor 
determination of a failu~e should precipitate an immediate 
transmission of status data to the central C·,>ll\puter. 

Three~Level Decentralized Systems: 

The intelligent local controller should have the capability 
to determine the status of the field equipments connected to 
it. It should also have the capacity to deter~ine the need 
to institute the immediate request for status interrogation 
by the local control unit or to wait for the scheduled 
request. The local control unit design should incorporate 
the techniques stated for the two-level decentralized system 
above. 
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3.1 Process Detector Data 

Vehicular flow information is an important part of any 
traffic control system. It provides the •performance 
feedback• real-time type of information which can, if used 
properly, contribute to the success of the system. 

Provision■ should be made for the extended time logging of 
detector data, raw, smoothed, and/or combined with historical 
data. No detector and associated electronics can be expected 
to operate error free, therefore, error•detection algorltt.s 
must be incorporated into the system design. 

Although real-time•~ moment by moment•· detector data may 
be of interest, especially for the observer of a display map 
instrumented to display real~time detector actuations, this 
type of information is of minor importance for the overall 
improvement of traffic flow. Smoothed and/or averaged data 
are of far greater importance. 

These items are described in detail in the modules which 
contribute to Item 3.1, •process Detector Data•: 

3.1 Provide for Data Logging 

3.2 Provide for Error Checking 

3.3 Provide for Data smoothing 

3.4 Compute Measures of Effectiveness 

3.5 Predict Flow Trends 

3.6 Provide for Vehicle Classification 

3.7 Provide for Emergency Vehicle oet~ction 

All of these Functional Modules follow the format described 
in the Introduction section of this report. 

3.1 Provide for Data Logginq (OPTIONAL) 

For proper generation of new timing plans, detector data auat 
b~ accumulated and properly analyred. In order to 
accommodate this analysis, detector data must be logged in 
two types of data storage: 

o Disk storage for one or two .days data storage. 

o Magnetic Tape storage or high density floppy disks 
for archival purposes. 

Generally, because of the cost/benefit trade~off analysis, 
only one day's detector data storage is allowed on the on• 
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line disk data storage subsystem. This data is generally 
■tored a• 15-minute accumulated data. At the end of the d6y, 
midnight, the usually implemented process is to transfer the 
paat day'• data onto magnetic tape or high density floppy 
disk■ • 

INPUT: 

Detector data with appropriate •flags• set as to the 
algorithm'• determination of acceptability. 

OOTPUT: 

Storage of detector data in specified time increments 
(generally, lS•minute ■) in short-term main memory storage, 
each lS"mlnute accumulation onto disk file■, and each day's 
data onto magnetic tape storage or high density floppy disks. 

PROCISSs 

Detector data, in the for~ of volume and occupa~cy values for 
each detector in■trumented, shall be stored i~ the computer's 
■ain memory in the form of smoothed values covering a fifteen 
■inute period. Every quarter hour, this data shall be outpu~ 
to ■a•• (dlak) storage. At the midnight point of each day, 
the program ■hall have the capability to transfer this data 
to magnetic tape or high density floppy disks (if provided) 
for archival purposes. Thi• archival data storage capability 
■hall be operator selectable. Alao operator selectable, 
■hall be the capability to outp~t the day's detector data to 
the line printer. 

SYSTEM TYPI CONSIDERATIONS: 

Centralised System ■ : 

Since all detector data i ■ returned to the central c~mputer 
in real-ti .. , the accumulation of this data and its storage 
la merely a function of the computer and atorage capacity 
which can ba defined in the implementation specifications. 

Tvo•Level Decentralized Systems: 

The local control unit muat aaaume the responsibility for 
accuaulated detector data short~term storage. The amount and 
type of detector data to be tran■ferre4 to the cent1al 
c011puter auat be carefully considered in order to prevent 
overloading of the comDunications aubayatem thereby negating 
one of the 110at iaportant poaltive characteristics ~fa 
decentralised ■yst•. 

Three,Level Decentralized System■ : 

Tb• intelligent lnter■ection controller must accompliah the 
detector data accuaulation and data verification before data 
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transfer to the local control unit. The local control unit, 
in turn, further processes this data for d~ta compaction 
purposes before periodic data transfer to the central 
computer. 

3.2 Provide for Error Checking (OPTIONAL) 

Detector data may not always be representative of the true 
vehicular data flow. The most common error conditions are 
detector "chatter" whereby the detector output appears to be 
an extremely high volume with very low occupancy and detector 
"hang~up• whereby the detector output appears to be a vehicle 
parked over the detector (this is also the detector 
electronics failure condition). These are rather easy errors 
for a computer program to detect. Two threshold values are 
employed in the detector data analysis routine: too high a 
volume and too long an occupancy value. 

For more sophisticated srstems that employ historical data 
updating with actual veh cular flow data, appropriately 
smoothed, a comparison of real~time detector data with the 
appropriate time~ofQd~y interval historical data may be 
employed. Again, threshold values must be employed to 
discriminate between normal variations in traffic conditions 
and abnormal data. However, in this case, at least three 
threshold values must be employed and an additional error 
check added to the detector error check routine. using the 
UTCS Enhanced software specifications as an example, the 
threshold values are: 

o A systemwide proportionality constant for 
establishing the tolerance band of acceptability. 

o A systemwide ad5itive constant for ~stablishing the 
toletance band of acceptability. 

o A systemwide maximum volume count constant. 

These constants are additively and subtracti•rely combined 
with the realtime and historical detector data t~ produce the 
following three classifications: 

o Acceptable detector data. 

o Marginal detector data. 

o Failed detector data. 

(Refer to FHWA-TS~79-228 for the actual equations.) 

INPUT: 

Detector data 
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OUTPUT: 

Detector error data by unit numbex and time of failure. 

PROCESS: 

Input ~etector data shall be examined and compared to 
threshold values. The results shall be reported as 
acceptable, or unacceptable. 

SYSTEM TYPE CONSIDERATION: 

Centralized Systems: 

Since all detector data are directly input to the central 
computer system, all detector error determinations belong in 
the detector input software routines. 

TwokLevel Distributed Systems: 

The local control units should have the major detector error 
determination role. The detector data returned to the 
central computer must contain "flags" to indicate marginal or 
failed detector d~ta. 

Three~Level Distributed Systems: 

The intelligent local intersection controller serves ~s the 
first or only level of detector error determination. The 
loca: control unit may p~ovide a higher level of detector 
error determination basec upon comparison with historical or 
multiple intersection detector data analysis. The central 
computer may usurp part of the local control unit's software 
responsibilities, depending upon the co111Dunications data 
transfer rate and content. 

3.3 Provide for Data Smoothing (OPTIONAL) 

Detector data smoothing is generally required to prevent 
short term fluctuations from incorrectly influencing such 
operations· as traffic responsive and/or critical intersection 
control algorithms. Not only are the immediately derived 
detector data of volume and occupancy (vehicle count and time~ 
over-the~sensor) candidates for data smoothing, but the other 
Measures of Effectiveness (KOE's) as described in Functional 
Module 3.4. 

INPU~: 

Detector data with a resolution sufficient to determine 
volume,and occupancy within J.8 percent when standard sized 
vehicles are progressing at a speed of 45 miles per hour. 
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OUTPUT: 

Smoothed volume and occupancy values per specified time 
period. 

PROCESS: 

Detector data individu~l vehicle counts, or sbort~term 
accumulatt,d counts of volume and occupancy shall be 
introduced into the smoothing algorithms. Current time 
period coun~s shall be reduced by a systemwide factor and 
algebraically added to the prior count. 

SYSTEM TYPE CONSIDERATIONS: 

Centralize,\ systems: 

In a centralized system, since all data input is completely 
controlled by the central computer timing, restrictions as to 
data accum11lation and/or smoothing timings are minimal. 

Two11tLevel Distributed Systems: 
Three~Level Distributed Systems: 

Serious c•.>nsideration must be paid to the location (central 
or remote) at which partial, or all of the data smoothing is 
to take place. The consideration is dependent upon the data 
reporting schedule of the noncentral processors to the 
central computer system. 

3.4 Com~Jte Measures of Effectiveness (OPTIONAL) 

Measures of effectiveness (MOE) reports permit the traffic 
engineer to gauge the effectiveness of the system operation. 
The generally accepted MOE's include: 

0 

0 

0 

0 

0 

0 

Unsnoothed, 

Unsmoothed, 

Unsmoothed, 

Unsmoothed, 

Unsmoothed, 

Unsmoothed, 

smoothed, and 

smoothed, and 

smoothed, and 

smoothed, and 

smoothed, and 

smoothed, and 

accumulated volume 

averaged occupancy 

averaged calculated speed 

averaged queue estiaates 

accumulated calculated stops 

accumulated calculated delay 

o Unsmoothed and aver~ged calc~lated demand 

o Accumulated number of c~ngested cycles 

The uns1110othed occupancy (pres~nce time) ~f individual 
v~hicles is used to continually maintain an estimate of the 
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queue size. Queue size is estimated by the examination of 
the detected occupancy values of the vehicles entering a 
detector zone and is adjusted based on the unsmoothed speed 
determination. Steps and delay are dP.rived from the 
estimated queue size. 

An unsmoothed MOE data file should be maintained for each 
detector in the system for a 24~hour period. At the end of 
each 24~hour period, the option should be provided to unload 
this data onto a magnetic tape or high density floppy discs 
for a~chival sto~age. 

INPUT: 

Detector data with a resolution sufficient to determine 
volume and occupancy within 10 percent when standard &ized 
vehicles are progressing at 3 speed of 45 miles per hour. 

OUTPUT: 

Smoothed, unsmoothed, accumulated, and/or averaged measures 
of effectiveness. 

PROCESS: 

Unsmoothed MOE'S of volume, occupancy, speed, queue, stops, 
and demand shall be calculated on a cyclePper-cycle or 
defined~time basis. The unsmoothed MOE values for each 
detector in the system shall be stored in a disk file for a 
24~hour period in order tv gain access to this data for 
recording or data smoothing purposes. 

Smoothed MOE's shall be computed by combining a portion of 
the prior reporting period data with the current data. The 
portion of the prior data to be combined with the current 
data is a constant (between 0.0 and 1.0) mult;plied by that 
prior dat~. The constant and the time period over which the 
data are to be smoothed shall be systemwide operator
specified values. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

In a centralized system, since all data input is completely 
controlled by the central computer timing, restrictions as to 
data accumulation and/or smoothing timings are minimal. 

Two~Level Distributed Systems: 
Three~tevel Distributed Systems: 

Serious conside~atlon must be paid to the location [central 
or remote) at which partial, or all, of the MOE quantities 
are to be computed in real-time. The consideration is 
dependent upon the data reporting schedule of the norcentral 
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processors to the central cOOlputer system. 

3.5 Predict Flow Trends (OPTIONAL) 

In order to enable a level of traffic flow prediction 
capability, an analysis must be made of detector data by hour, 
of~day and/or day~of~week. To manually pore over the usual 
periodic reports of detector data to detect any trends can be 
a monumental effort for any but tho smallest size system. 

In terms of data storage requirements, an economical way to 
determine traffic flow trends is to store accumulated volume 
by section and direction for a user~selectable time pe!riod 
per day~ofr.week. At the end of the selected time period, a 
comparison is made between last week's accumulated volume and 
the current accumulation. The percentage difference is 
calculated and added to the previous percentage. In this 
way, short~term fluctuations are ignored. Once a threshold 
~alue is exceeded, the trend is reported as part of the daily 
report. 

INPUT: 

Detector data for the duration of time specified. 

OUTPUT: 

Hard copy report (appended to the daily report) of threshold 
exceeded percentage increase or decrease in traffic volume. 

PROCESS: 

Accumulated traffic volume data over the time period 
specified (all day, 6am to 6pm; Monday through Friday, every 
rlay) for each section and direction within the section shall 
be compared each day with data from the corresponding day of 
the prior week. The percentage difference shall be computed 
and algebraically added to the prior two weeks computatlon. 
Once an operator~specified threshold value is exceeded, the 
perc~ntage, along with section and direction description, 
shall be reported in the daily report. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
TwoHLevel Distributed Systems: 
ThreeLLevel Distributed Systems: 

Sufficient disk storage space must be allocated for the added 
files, along with main memory and processor time 
considerations. 
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3.6 Provide for Vehicle Classification (OPTIONAL) 

Roadway vehicles may be classified by length by a "speed 
trap" loop configuration, whereby a pair of loops in a lane 
are installed a fixed distance apart and the detector 
amplifiers outputs are fed into an electronic circuit that 
will determine the speed of the vehicle {time duration from 
the vehicle detection of the first loop to the second loop) 
and the occupancy time of either loop (time duration of 
vehicle presence). Knowing the speed and occupancy time of a 
vehicle will give a fairly accurate (within 30 percent) 
determination of the vehicle length. 

INPUT: 

Vehicle classification by lengths of vehicles. 

OUTPUT: 

Data relative to the predominate types of vehicle types (by 
length) on a particular roadway for input into an offset 
optimization algorithm. 

PROCESS: 

Data originating from the vehicle ciassification elements 
shall be accumulated by the local processor unit and 
transmitted to the control computer for application to the 
responsive control algorithms and/or the reporting structures 
for vehicular flow analysis. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~L~vel Distributed Systems: 
Three~Level Distributed Systems: 

Vehicle classification data may be considered only for the 
"historical" data files, where these data accumulations are 
stored for eventual analysis of roadway usage. Under this 
consideration, reportage of vehicle classification data may 
be made at any convenient and non-time dependent interval. 

3.7 Provide for Emergency Vehicle De~ection (OPTIONAL) 

Emergency vehicle detection schemes have been implemented, or 
envision,,d, using either radio frequency or flashing light 
transponders. The flashing light transponders have been, by 
fa~, accepted as the standard means by which emergency 
vehicles are detected and given priority over other vehicles 
at signalized intersections. This type of system has one 
great advantage as far as maintenance is concerned. No 
intensive technical training is required to determine the 
operability of the vehiclemmounted transmitte~. It either 
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flashes or it does not. The receiver, however, can be a 
maintenance problem since it has to be maintained in a 
properly oriented position, or detection of the emergency 
vehicle can be completely missed, or detected too late for 
timely preemption. 

The proposed radio frequency based type of systems consist of 
low power transmitters installed on the emergency vehicles 
with receivers installed at or near the signalized 
intersection. The receiver antenna may be imbedded in the 
roadway, much like a vehicle detection loop, or be attached 
to a lighting or utility pole. 

INPUT: 

Realization by the traffic control system of the detection of 
an emergency vehicle. 

OUTPUT: 

A green indication on the phase being preempted by the 
emergency vehicle as soon as safely possible. 

PROCESS: 

the emergency vehicle detectors shall be sampled at a rate at 
least equal to that of the highest priority monitoring 
function. Upon the detection of an emergency vehicle, the 
traffic control program shall immediately react by imposing 
minimum timings on all active phases, if possible, eliminate 
other phases in an effort to drive the controller to the 
green indication for the emergency vehicle. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Centr~lized systems have a slight advantage over distributed 
systeos in that emergency vehicle preemption~detector 
activation inputs can be acted upon without the 
connunications delay inherent in distributed systems. 

Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

Special communications protocols must be provided in order to 
alert adjacent local control units as to the possibility of 
pending emergency vehicle preemption. The local control 
units should have the capability to report to central each 
and every emergency vehicle preemption. 
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4.8 Generate Reports 

Reports are a vital element in the analysis of system 
performance. Failure reports may enable maintenance 
personnel to effect r~peir.s before they are obvious to the 
motoring public. Performance reports enable the traffic 
engineer to evaluate the pert~rmance of the system and 
institute impro"ements. 

The reporting formats to be considered are: 

A. Measures of Effectiveness Reports 

B. Status Reports 

c. summary Reports 

D. Database Reports 

These items are described in detail in the modules which 
contribute to Item 4.0, "Gen~rate Reports•: 

4.1 Generate Measures of Effectiveness (HOE) Reports 

4.2 Generate Status Reports 

4.3 Generate Summary Reports 

4.4 Generate Database Reports 

All of these Functional Modules follow the fo1:mat described 
in the Introduction section of this report. 

4.1 Generate Measures of Effectiveness (MOE) Reports (~PTION~L) 

Measures of effectiveness reports provide an analysis of data 
collected over an exactly specified period of time. These 
reports may he segregated into the following categories: 

A. Detector History Report 

Each detector may have its historical volume and occupancy 
data stored for specific periods of time for usage during the 
times of detector failure. These items of data may be 
manually input and manually updated, or manually input, but 
dynamically updated after a data smoothing algorithm effort. 
The detector history files are usually, but not necessarily, 
stored _in 15-minute increments. 

An operator should be able to request detector history 
reports by d~tector number, detectors associated vith a 
particular intersection, detectore associated within a 
section of intersections, as well as all of the detectors 
instrumented within the entire system. 
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B. Detector Analysis Reports 

Past detector performance is sutmnarized in this report. The 
operator specifies the period of time over which the 
summarization is to take place. The operator may specify a 
detector, all the detectors at a location, all the detectors 
in a section, or all of the detectors in the system. volume, 
occupancy, speed, queue, stops, delay, demand, and congestion 
may be included in the report. 

c. Traffic Performance Summary Report 

Current detector performance is summarized in this report. 
The operator specifies the time period over which tne 
summarization is to take place. The report is printed at the 
end of the time period specified. The operator may specify a 
detector, all of the detectors at an intetsection, all of the 
detectors ind se~tion, or all of the detectors in the 
system. The same parameters as listed above should be 
included in the report. 

D. Split Monitor Report 

The split monitor report records, in real time, the time of 
each controller phase or interval. The operator specifies 
the controller or controllers to be monitored and the period 
of time over which the monitoring is to take place. The 
report can take the form of a table, graph, or time-space 
diagram. 

INPUT: 

Operator entry of the type of report desired, the time span 
for the report and the detector or controller entries as 
required. 

OUTPUT: 

Printouts of the measures of effectiveness reports requested. 

PROCESS: 

Data 3torage of sufficient size shall be be allocated for the 
quantities to be available for report access. The software 
routines prepared shall offer the operator an unambiguous. 
menu selection list and/or permit string inputs wi~h 
consistent delimiters. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

All data to be considered for inclusion in the me~sures of 
effectiveness must be accessible by the reporting routines. 
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Two~Level Distributed Sistema: 
Three"Level Distributed systems: 

Consideration must be paid to the accessibility of real-time 
data from the remote intelligent units. The trade-off to be 
considerea is the requirement for real~time data from more 
than a limited number of field units versus tt,e 
communications subsystem economies expected in a cistributed 
system. 

4.2 Generate Status Reports 

Operator~requested and/or scheduled system status reports are 
an absolute requirement for any traffic control system. It 
is through these reports that an operator and/or traffic 
engineer is informed about the operational status of the 
system. Status reports are "snapshot" views into system 
performance. They contain data available at the time of the 
request. 

The format and content of these status reports can vary 
widely and still present the system owner with the required 
information needed for system perfoLmance monitoring. The 
ge~erally accepted report format and content are as follows: 

A. System Status Report 

The sy~tem status report lists, by section, the desired and 
actual modes of operation, the timing plan number in effect, 
the number of controllers and detectors declared failed, and 
the t ir,,e and date of the report, as a minimum. A system 
status report should be callab!e, by operator input, by 
section, or by total system. 

The operator should be capable of requesting a single 
(snapshot) report, or an updatable report at a defined update 
interval, (usually, 15 minute~). 

B. Intersection Report 

The operator requests this report by eystem intersection 
number, section number (all the i!ltersections in a section), 
or entire system (all of the intersections within every 
section in the system. The report should print the 
intersecting street names, as well as the pertinent 
intersection data such as, the section number within which 
the intersection has been assigned, the intersection's 
offset, cycle length, on~Jine or off-line status, interval 
data such as phase designation, fi~ed or variable 
interval, and nominal and minimal ti~e durations. 
Intersection~assignable detector data, including phase, 
direction, volume, occupancy, speed, queue, stops, and delay 
should also be included a~ appropriate to the system design 
and intention. 
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c. Time~of~Day Plan Schedule Report 

The time~of~day plan schedule report records the current ti■e'" 
of•day, day"of~week connand assignments for each section 
within the system. 

D. Intersection Status Report 

The operator should be able to specify an intersection status 
report from an individual intersection, all of the 
intersections within a section, ~r all of the intersections 
in the system. This report should indicate the intersection 
status (on~line, off•line, critical intersection control, 
failed), control mode (time of day, traffic responsive, 
standby) cycle length, timing plan number imposed, controller 
type (pre-timed, actuated), etc. 

E. Detector Status Report 

The detector status report records the status of all 
detectors in the system. Various criteria can be assigned to 
the evaluation of detector performance. One such set could 
be acceptable detector data, software-determined marginal 
detector data, software~test-determined failed detectors, and 
operator~declared of!-line detector status. 

F. Failure Status Report 

The failure status report records the frequency and number of 
controller, detector, and connunications failures. Such a 
report should list the individual equipment condition status 
change by time and condition as well as the number of 
failures and the mean time between failures. 

INPUT: 

Operator request for a pa~ticular report and any subset of 
the generic report. Also, the output destination of the 
display of the report. 

OUTPUT: 

A CRT or line printer display of the contents of the 
requested report. 

PROCESS: 

In response to the operator input requests, data relative to 
the required report content shall be assembled and formatted 
in accordance with the requirements of the report. All data 
specified for inclusion in the repor.ts shall be accessible 
while the applications program is in the real~time, traffic 
control, mode of operation. 
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SYSTEM TYPE CONSIDERATIONS: 

centralized systems: 

All data designed to be accessible while the applications 
program (traffic control) is being executed, may be 
considered for inclusion in one or more of the status 
reports. 

Two~Level Distributed systems: 
Three~Level Distributed systems: 

Consideration must be paid to the time~dependent constraint 
of requiring the uploading of possible additional status data 
from the remote units in order to meet the requirements of 
the detailed status reports specified. 

4.3 Generate Summary Reports (OPTIONAL) 

Summar1 reports present historical records of syste1n 
operat ons. ~hese reports are generally referred to as "end~ 
of"day• reports since they are usually programmed to be 
output at midnight. It is usually pr.udent to include the 
option to selectively omit any or all of these reports, to 
minimize paper and energy wastage. 

The aullllllary reports may include the following: 

A. Equipment failure listings ordered by equipment type, 
equipment number, and time of failure. 

B. Vehicular flow reports by section number, and detector 
number within the section. The contents of these reports 
can include volume, occupancy, and average calculated 
speed and such quantities as stops, delays, queue, and 
demand. 

C. System activity log listing, by time of day, all operator 
and system scheduled events. ~onacheduled events such 
a~ power failures and resultant system recoveries, 
preemption eventa, and prolong~ inactivity on actuated 
phase■ should also be recorded. 

INPUT: 

Software implemented end~of~day scheduling of reporting 
events. An option shall be the operator~instigated request 
for intermediate aumary reports of atart-of~day to current 
time reports. 

OUTPUT: 

Printed aumary report• of equipment failures, vehicular flow 
data, and event logging. 
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PROCESS: 

Data shall be collected an~ ·,ssembled into the desired 
formats and reporting sectjo,1s. Optional operator inputs 
shall delete all or any one of the reports, or shall call for 
partial summary reports. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Since all data are originated and returned to the central 
computer system, the only restrictions to the extent and 
content of the summary reporting requirements are the time of 
printout and the length (and utility) of the report(s). 

Two~Level Distributed Systems: 
Three,Level Distributed Systems: 

The restriction as to summary data report content is 
concerned directly with the amount of data that can be 
"uploaded" to the central computer for data collection and 
formatting. 

4.4 Generate Database Reports 

Upon operator request, printed reports of the database 
contents must be enabled. Each report must list the data
base parameters as decimal numbers in units associated with a 
traffic control function, the time and date of the printout 
and headings that identify the specific function defined by 
each parameter. The operator should be able to request these 
database reports by subsystem as well as systcmwide. 

INPUT: 

Operator command via the primary operator interface. 

OUTPUT: 

Printed reports listing the database parameters associated 
with the function requested. 

PROCESS: 

The operator input command structure shall be such as to 
permit selection of all or any part of the database. Each 
report shall be dated and contain sufficiently descriptive 
header data to permit examination of the data entries without 
need to refer to other documentation. 
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SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~Level Distributed systems: 
Three~Level Distributed Systems: 

Regardless of the type of system, the entire database should 
be resident in the central computer or be readily obtainable 
by uploading from the remote units. 
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s.e Provide Controls and Displays 

Some measure of control and disp~ay implementation ls 
required in every operator interactive system, be it a 
traffic control system or ~ny other type of process control 
system. Several levels of control and display must be 
conside~ed in any system design. some of these decisions 
are: 

A. Is a CRT (Video Disf·lay Unit--VDU) and/or d 

custom control panel required/desired? 

B. Are multiple levels of operator control desired? 

c. Is a panel board map display required? 

o. Is there a genuine requirement for graphics CRT 
displays? 

E. Is there a ~~nuine requirement for a projection TV 
type of graphicd display? 

F. Are remote CRT's required for optimum operation, 
control, management, and maintenance of the system? 

G. Is a color display actually required for proper 
systems operation/management? 

H. What kind of hardcopy reporting devices are 
required? 

These items are described in detail in the modules which 
contribute to Item 5.0, "Provide Controls and 
Displays": 

5.1 Provide for Pri~ary Operator Interface 

5.1.1 Provide for CRT Menu override 

5.1.2 Provide for Interfaco with an Operator Console 

5.1.3 Provide for Interfa,.:e with a Remote CRT 

5.2 Provide a Map Disrlay 

5.2.l Conanunicate with the Map Display 

5.j Provide Hardco~y Logging 

S.3.1 Provide an Activity Log 

5.3.2 Provide Failure Logging 

5.4 Provide Graphics Capability 
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5.4.l Provide a Color CRT 

S.4.2 Provide Graphics Capability 

S.4.3 Provide Projection Displays 

All of these Functional Modules follow the format described 
in the Introduction section of this report. 

5.1 Provide for Primary Operator Interface 

The primary operator interface with the traffic control 
system consists of some sort of data entry device, a 
display device that will temporarily indicate confirmation of 
data entry and a hard copy printer for permanent records of 
operator and system action as well as system performance. 

The data entry device can be either the keyboard of a CRT 
terminal (Video Display Unit} or the pushbutton switches of a 
ccntrol panel. The temporary display device can be the 
displ~y screen of a CR':.' terminal or an alphanumeric (or 
numeric only) illuminated indicator on a control panel. The 
hard copy printer can usually be a relatively inexpensive dot 
matrix charact~r printer, or, for high~volume printing, a 
formed character line printer. 

INPUT: 

Operator entry for system, display, and reporting control. 

OUTPUT: 

System, display, and reporting control. 

PROCESS: 

The required CRT operator entry format shall accommodate two 
types of formats: 

A. An "operator friendly" menu~driven format that shall 
guide an operator through the maze of selections 
available and permittable. 

B. A menu~override capability that shall permit an 
experienced operator to circumvent the tedious menu~ 
driven format (after entry of an appropriate control 
character) with abbreviated, inMl~ne, directives 
that are consistent within and without the dire-:tive 
leve~s (example: DE (detector) and SE (sensor) shall 
n~t be interchangeable without definite 
differentiation], {e~ample: CO (controller) and CONT 
(controller) type variations shall not be permitted 
in any of the data entry requirements]. 
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The control panel pushbutton switch depression entry process 
shall be configured in a logical •top~Jown•, •major~minor• 
format. Positive feedback must be provided by •1rror•, 
"Wait", •Enter/Ready•, and alphan\.1meric or numeric readout• 
of data entry. 

~he hard copy printouts shall be callable by two methoda: 

l. 

2. 

Operator request for f~ilure reports, performance 
reports, and activity reports. 

Enduof~day rep~rls of all pertinent system data 
(selectable by oper~t~r input). 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

Regareless of the type of system employed to control traffic, 
an operator input, feedback display, and hardcopy printout is 
essential. The time delay between act~on and reaction can 
vary widely depend.:ng on the the C<lmmunications rate between 
elements of the system. With a centralized system, the time 
delay can be one second or less. With a two• or three~ 
level distributed system, the delay can be seconds, minutes, 
hours, or days depending upon decisions reached as to data 
update rates. 

s.1.1 Provide for CRT Menu override 

Software resident operator guidance through the maze of 
possible commands for control of the traffic system by 
selection from a detailed menu list must be implemented for 
the newly trained operator. However, once ao operator 
reaches the &Killed plateau, this •operator friendly" 
approach to system operation becomes obnoxiously burdensome. 
An "override" menu capability can aid immeasurably to the 
efficiency of system operation by permitting an inmline, 
shorthand type of command entry. Instead of choosing 
numbered choices (l• System, 2 • Section, 3 • Controller; 
then, l • On Line, 2 • Off Line), a skilled operator can 
enter •~y•, "ONL" to accomplish the same result with far less 
effort. 

This type of CRT menu override capability can result in 
greater operator efficiencies than possible with a pushbutton 
control panel since the system control intentions are 
formulated before the data entry and not as a "mindless• 
button~pushing reaction. 
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INPUT: 

Recognition of CRT menu override~input format. 

OUTPUT: 

System control via CRT menu"override commands. 

PROCESS: 

via a keyboard entry, the operator shall choose the menu~ 
driven or menuioverride format of data command entry. Strict 
rules of command and data entry shall be imposed when menu~ 
override entry is chosen. The rules and format shall be 
consistent. Abbreviations for control entry shall not vary 
for differing types of formats. 

SYSTEY. TYPE CONSIDERATIONS: 

Centralized systems: 
TwoPLevel Distributed Systems: 
Three~Levcl Distributed Systems: 

The CRT menu~override structure procedure does not va~y in 
functional specification, regardless of the type of system to 
be implemented. 

s.1.2 Provide for Interface wit~ operator Console (OPTIONAL) 

An operator console shall be defined as a pushbutton panel 
for the operation of any one or all of the following: 

A. Virtually every system operation 

B. Display operations 

c. Emergency operations 

A pushbutton control console must, of necessity, be a custom~ 
made device (no two installations have the exact system 
requirements). A CRT terminal orerational backup capability 
must be provided if extensive system downtime must be 
avoided. 

INPUT: 

Traffic control system interface software with control 
console reaction time constraints 

OUTPUT: 

Control of system operations and reports 
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PROCESS: 

Depression of a pushbutton switch shall activate a unique 
input to the computer so to be properly interpreted by the 
computer to implement the designated command. The execution 
of such a pushbutton activation input shall be the same as 
the corresponding input of an operator CRT terminal keyboard 
input entry. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~Level Distributed Systems: 
Three~tevel Distributed Systems: 

Regardless of the type of system employed to control traffic, 
the command input structure remai;1s the same. A •top-down• 
hierarchy must be maintained to preserve an orderly and 
easily understood command structure. 

5.1.3 Provide for Interface with Remote CRT (OPTIONAL) 

A CRT terminal is termed •r.emote• when it is not physically 
located within the confine11 of the computer or system control 
room areas and is not primarily used for system control, but 
rather for status and perf.or:mance moni toeing. A remote CRT 
may be located in the Traffic Engineer's office for immediate 
access to the various repoits available from the system to 
gauge system performance in real~time. A remote CRT may also 
be installed in the maintenance facility for easy access to 
failure report~. An interface may also be provided for the 
use of radio and television station traffic reporting. 

System operational protection must be provided whenever 
~emote terminals are considered. The following points must 
be considered whenever remote terminals are proposed for 
incorporation into the system: 

A. What level of access shall be permitted 

B. Shall system control be permitted 

The Trafflc Engineer should have all reports concerning 
system pe~formance and equipment failures available on a 
request b3sis. The level of system control provided depends 
upon the number and competency level of the system operators. 

~he peracnnel at the maintenance facility may be restricted 
to ace••~ to equipment failure rep~rts only, with no system 
control ~apabiliti••• Howevor, the ability to declare a 
reported failed equipment unit•• "repaired" or to declare 
an intermittent failure a■ a permanent failure (in order to 
d•~clutter the real~ti•• log failure table) can aid 
i-•••urably to the ~y•t• aaintenance effort. 
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The radio and televlsion t.erminal interface ahaU provide no 
system control capabilities and shall permit access to only 
overall traffic performance reports. A special report 
structure ia worthy of consideration (instead of the usual 
traffic engineering MOE quantities, Low, Medium, or High 
levels of congestion may be reported). 

INPUT: 

Password protected or special software per terminal interface 
access to system command, monitor, and MOE data. 

OUTPUT: 

keport .displays appropriate for the user. 

PROCESS: 

Report and system control access sh811 be operator changeable 
password protected under limited conditions (reasonable 
assurance is provided that the passwords will be kept 
confidential). Otherwise, separate software packages shall 
be provided for each remote terminal which will reject all 
requests for unauthorized actions. Any modification to these 
separate software packages to allow expansion of the 
monitoring and control activities shall remain the province 
of the prime system programmer to minimize the impact on the 
system operation. 

Remote CRT terminal display data updates shall not be greater 
t~an twice the prime terminal update periods in order to 
provide real-time aspects. 

Sufficient terminal •ports• and modems, if required, shall be 
provided to accommodate each and every CRT te~minal. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
TwoaLevel Distributed Systems: 
Three~Level Distributed Systems: 

The type of 3ystem employed does not affect the decision to 
use remote CRT terminals. The data update rate or the 
command effective time is dependent upon the coanunications 
subsystem polling rate of the remote units. Therefore, 
progressively slower remota CRT update rate■ must be expected 
aa the degree of decentralization increases. 

5.2 Provide Map Display (OPTIONAL) 

A panel board map display provide■ a ••~•p■hot• display of 
system performance that can be far 110re revealing than 
printed reports. Vehicle concentration level■, signal 
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display indication■, •nd equipmen~ failure locations and 
extent can be viewed and understood far more quickly via a 
panel board map display. (A large scale CRT graphics display 
can present the same •iDIDediate" data. See FM 5.4.2.) 

~he ianediacy of data presentation depends upon a number of 
factors: 

A. Central computer time line capability to 
update tbe map after c0n1plP-ting other, higher 
priority tasks 

B. Communications polling rate of the remote units 

c. Trpe of system: 
D stributed. 

Centralized, TwoK or Three~Level 

Generally, the cent .. al computer capabilities to •have the 
time" to update the map is ~f minor importan~P.. Today's 
computer• (exception: some microcomputers) can easily 
accommodate the map display update requirements. 

The communicatio~s polling rates of the remote units are of 
prime importance. It is a needless effort to update the map 
display with •old" data. The map display update rate must be 
equal to or less than the data accumulation rate which is 
dictated by the communications polling schedule. 

In order to capitalize upon the comnunications cost advantage 
of a twoq or three~level distributed system, a corresponding, 
significant, decrease in map display data update period must 
be expected. 

INPUT: 

Data relative to the type and number of display elements 
required. 

Size, power, and environmental re~~rictions on the map 
diaplay. 

OUTPUT: 

A map display commensurate with the requirements and 
restriction• of the ayate design. 

PROCESS: 

The number of data elements desired shall be carefully 
enumerated. Bach data element, an intersection, for example, 
may require 16 or more individunl indicators for co~~lete 
dia?lay of all intersection states (all vehicular signal 
displays plua walk/dont ➔walk displays). Vehicular detector 
data display at each inter■ection add• to the requirements. 
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Since the map display can only (accurately) display the data 
returned to the centra' computer by the communications 
subsystem, the display limitations are tied to the 
comunications subsystem capabilities. The communication 
subsystem capabilities are tied to the type of system desired 
(centralized or distributed) and the economically practical 
remote component polling rate. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

The number of display elements and the display update rate is 
entirely dapendent upon the central/remote conaunications 
update rate and the cost/benefit ratio derived to accommodate 
the display requir~ments. 

Two•Le~el Distributed Systems: 

Since the main benefit of a distributed system is a reduction 
of connunications costs (cotm1unications between central and 
the local control units can be at a reduced rate~~ more 
remote Uklits per colllllunications line), any map display 
configured for such a system must have a slower update rate. 

Three~Level Distributed Systems: 

The same guidelines apply as stated for two•level distributed 
systems except th~t the display map update rate must be 
correspondingly slower. 

5.2.1 Communicate with the Map Display (OPTIONAL) 

A map display requires unidirectional corr.munlcations. That 
la, only outputs from the computer (and some bidirectional 
•handshaking• signa~s) are required to illuminate the display 
devices employed. An indicator, whether it is a sensor 
indicator, or one stat~ of a traffic signal controller, or 
one segment of a numerical display, is referred to as a data 
point. Each data point requires one bit of information from 
the computer to define its •on• or •off~ state. "Address• 
information may also be required to ddfine the exact location 
of the data point, or sets of data points. The indicator 
•drivers• may be resident within the ~entral computer 
vendor's hardware, may be supplied by the map vendor, or may 
be supplied by another source. 

The display update requirements imposed depend upon the. 
comunications update rate between the central computer and 
the remote units. The di~play update requirements cannot 
exceed the slowest of these coanunications rates. 
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INPUT: 

Data relative to the •on• and •off• status of eac;, of the map 
display'a data points. 

OUTPUT: 

Illumination, or the extinguishing, of each of the map 
display'& data points upon command of the central compute~. 

PROCESS: 

The central computer applications program sh:all collect the 
relevant data, organize the data elements in the format 
required and output this data via appropriate hardware 
elements to the map display. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

The map display can be 11i>dated at a rate commensurate with 
the central/remote co11111-mic:ations polling rate. The data 
displ~yed on the map may include any or all of the data 
received froro the communications units or generated by the 
central equipments status data. 

Two-Level Distributed Systems: 

The update rate of the map display must be limited to the 
o.rdinary co11111unications polling rate between the central 
computer and the local control unit. Extraordinary 
conditions may permit the display of the status states of a 
particular local control unit at a higher rate (to the 
detriment of the other local ~ontrol unit status display) in 
order to closely examine the operation of the patticular 
local control unit. 

Three~Level Distributed Systems~ 

The map display update rate must be further restrictecl over 
that of a two~level distributed system in order to maximize 
the advantages of a communications cost advantage of a threew 
level distributed system. A single local intersection 
controller's state may be displayed in real~time. 

5.3 Provide Hardcopy Logging 

Hardcopy (printed} reports are required for detailed review 
by system analysts and maintenance personnel. The capability 
to produce operator~requested and systemascheduled activity 
logs, and system component failure listings will appreciably 
en~ance overall system performance. 
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INPUT: 

Operator~requested or systemescheduled operational events. 
System~determined component failures. 

OUTPUT: 

Continuous activity reports and continuous or operator~ 
requested failure reports. 

PROCESS: 

Central computer storage of operator activities, system
scheduled operational activities, and system determined
component failures. Operator~selectable continuous or onn 
demand printout. 

SYSTEM TYPE CONSIOERATIO~S: 

Centralized systems: 
TwoJLevel Decentralized Systems: 
Three~Level Decentralized Systems: 

All types of systems require printed reports of system 
activity and component failures for proper syste~ 
performance analysis and maintenance. 

S.3.1 Provide Activity Log (OPTIONAL) 

A system activity log includes all system-involvement
operator actions or system~scheduled actions. A printed 
(hardcopy) system output is a valuable analysis vehicle to 
determine operator and system efficiency. (A non-system
involvement operator action is defined as operatcr initiated 
reques~ for reports, display of various display map 
functions, etc.) 

INPUT: 

Appropriately edited operator~ or systemuscheduled events or 
equipment failure data from the appropriate software 
routines. 

OUTPUT: 

A printed, continuous, real~time, report of all operator~ 
instigated or scheduled system actions in chronological 
order. 

PROCESS: 

Bach operator or predefined, scheduled system operation shall 
be liated in chronological order. The operator actions to be 
deleted from this report shall be those actions related to 
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report requests, display requests, and any other such actions 
which do not directly affect the intersection controllers. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~Level Distributed Systems: 
Three~Level Distributed Systems: 

All types of traffic control system implementations require 
a hardcopy activity log in order to properly evaluate 
system or operator reaction to events. 

5.3.2 Provid~ Failure Logging 

Printed ("hardcopy") failure leg reports are an essential 
part of any traffic control &jstem. The usual method of 
hardcopy presentation is chronological by failure event. An 
attractive alternative (or additive) report structure is to 
provide a callable report listing the failures by equipment 
type in chronological order. That type of report can add 
inneasurably to the maintenance effort by reducing the manual 
data reduction time. 

INPUT: 

Formatted outputs of the failure analysis routines. 
Operator selectable options as to printout timings. 

OUTPUT: 

Printed reports of failure events. 

PPOCESS: 

Operator selectable options shall be provided to permit real
time printouts, callable chronological printouts or callable 
failure-type chronological printouts. A remote (maintenance 
facility) printout shall be initiated by remote keyboard 
entry or by system-operator-instigated command. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

Real=time failure data acquisition is possible for all 
components of the system. 

Two~Level Distributed Systems: 

In order to obtain the cost benefits of a distributed system, 
real•time failure data should not, in totality, be available 
to the central system. If the system design depends upon 
periodic polling of the local control units, then the failure 
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data can only be reported during these pollj J periods. 
Communications economics n,ay dictate that t~~ or more polling 
periods may expire before the ~otal equipment failure list is 
completed. If the system design permits "unsolicited" 
respofises from the local control units, a failure of a major 
component (a predefined critical intersection controller) may 
be reported between central polling periods. The central 
polling periods must be on the order of hours before ~his 
option is cost~effective. 

Three~Level Distributed Systems: 

The same philosophy applies to three-level distributed 
systems as was ascribed to two-level distributed systems. In 
three-level distributed systems, however, an additional delay 
in failure reporting will be caused by the polling time 
between the local control unit and the intelligent 
local intersection controller. 

5.4 Provide Graphics Capability (OPTIONAL) 

Electronic graphics can considerably enhance the reporting 
and system analysis capability of a traffic control system. 

Three types of graphics display are considered in Functional 
Modules 5.4.1, 5.4.2, and 5.4.3. The first Functional Module 
considers the provision of a color CRT for the display of 
standard ~lphanumeric reports and "enhanced" reporting 
structures such as pie charts and bar graphs as well as the 
display of "static" geometric intersection data. The 
second Functional Module discusses the provision of dynamic 
graphical displays of real~time traffic flow conditions as 
well as the display of real~time traffic controller status. 
The third Functional Module is concerned with the large 
screen display nf the other two Functional Modules. 

INPUT: 

Data relative to the report or graphics display desired. 

OUTPUT: 

A display which is meaningful and appropriate to the traffic 
control problem solution. 

PROCESS: 

Software routines and hardware interfaces shall be provided 
to permit the transmission of data for the type of aiaplay 
required. Refer to subordinate Functional Modules S.4.1, 
5.4.2, and 5.4.3. Error checking shall be included in order 
to prevent erroneuua and uninterruptible displays. 
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SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Tvottevel Distributed Systems: 
Three~Level Distributed Systems: 

~he addition of colormcoded displays, although at additional 
cost over monochrome displays, add to the interpretation and 
utilization of the traffic control system regardless of 
system architecture. 

5.4.1 Provide Cclor CRT (OPTIONAL) 

Color graphics can add dynamism to any display. Pie charts, 
bar graphs, and alphanumeric reports take on a new dimension 
when different colors are used to stress the importance of 
items. 

Equipment failure reports, for example, usually contain many 
items of minor significance. Using various colors to denote 
the relative importance of each failure event adds 
immeasurably to the readability of the report and speeds the 
maintenance response time. 

Static intersection geometry displays are enhanced by the 
judicious use of color since items of interest can easily be 
discerned without ponderous effort. A cost/benefit decision 
which must be considered is whether stylized or actual 
intersection geometry displays are sufficient for the 
application. Stylized graphics are decidedly less expensive. 

Multiple intersection displays are often ·required in order to 
gain a full appreciation of traffic flow conditions. The 
degree of detail must be sacrificed in order to "fit" a 
number of intersections on any but the largest and highest 
resolution CRT displays. 

INPUT: 

Appropriate traffic performance and equipment status data 
plus the co11111and to output the proper format. 

Static Intersection Geometry data: 

Data relative to the number of lanes on each approach, the 
width of the lanes on each approach, left turn lane length 
and width, bus atop locations, bus stop lane length and 
width, location of traffic signals and their controller and 
the angle of interception of the cross streets. 

OUTPUT: 

Color graphics CRT displays of •standard" reports as well as 
pie charts, bar graphs, and intersection geometrics. 
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PROCESS: 

Routines shall be provided in the software package that will 
permit the operator entry of desired parameters and the 
desired report format, 

For intersection geometrics, software routines shall be 
provided that will permit the entry of geometric information 
and the storage, retrievability and display of such 
information. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 
Two~tevel Distributed Systems: 
Three,tevel Distributed Systems: 

A color CRT can be added to the equipment requirements of any 
traffic control system as long as the data update 
requirements are not specified to exceed the normal command 
and monitor communications input/output data rate. 

5.4.2 Provide Graphics (OPTIONAL) 

Providin9 graphics capability on a systemwide basis is 
considerably different than the task of providing a graphic 
symbolization of an intersection. Many cost/benefit 
questions must be answered. some of these are: 

A. 

B. 

Are 
1. 
2. 

Are 
1. 

2. 

3. 

static displ .ys sufficient? 
Are intersection geometry displays sufficient? 
Are stylized or actual intersection geometry 
displays sufficient? 

dynamic displays required? 
How much intersection phase status data must he 
displayed? 
How many intersecti~ns must have dynamic phase 
data updated at a near real-time data update 
rate? · 
What kind •Of vehicle sensor data is to be 
displayc-d? (Real-time vehicle actuations, 
smoothed data, unitary or multlpJe intersection 
datai.) 

,. What minin,um data update rate can be tolerated? 

Dynamic g·raphical electronic displays offer advantages: 

A. Configuration changes do not necessarily require 
hardware revisions (unless memory expansion, screen 
size, or data update speed requirements change 
significantly). 

B. Incandescent or other type (LED, for example) lamp 
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burnout does not cause erroneous interpretation of 
the resultant display. 

c. The capability for •zooming in• to examine a 
particular problem area, in real=time, may have 
a priceless a~vantage. 

ornamic graphical electronic displays, however, have serious 
d sadyantages: 

A. One video path component failure can cause the 
failure of from one-third to the total 
effectiveness of the display. 

B. The total system costs of a system wide 

INPUT: 

real-time electronic graphic display can reach a 
factor of 40 to 200 times that of a panel board map. 

Static geometrical information (roadways, intersection 
definitions). 

Dynamic data input •pointers• to permit dynamic data 
"overlay" of intersection and vehicle data display. 

Minimal time and memory requirements on the prime traffic 
control computer. 

OUTPUT: 

Real-time display of system geometry plus dynamic 
fntersectior. status and vehicular status information. 

Option: Selectable displays on each instrumented 
operator console. 

PROCESS: 

The ~raphics subsystem shall have the capability to store all 
of the static and dynamic •pointer• information in 
inverse proportion to the expected time and memory 
requirements of the prime traffic control computer. Ideally, 
the prime traffic control computer need only to output the 
dynamic intersection status and vehicular MOE data with the 
corresponding •pointer• information to the graphics 
subsystem. 

The graphics subsystem shall merge the static data contained 
within itself with the dynamic data periodically transmitted 
to it from the prime traffic control computer and produce a 
readable display. The graphics subsystem shall be capable of 
producing multiple displays with independently varying 
demands depending upon the nuaber o! system operators 
involved in the traffic control operation. 
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SYSTEM TYPE CONSIDERATION: 

Centralized Systems: 

The design logic is simplified since all interfacing is 
accomplished directly through the central computer. 

Two~Level Distributed Systems: 

If universal real-time display of traffic controller and 
vehicular status intormation is a requirement, then the 
advantages of a distributed system is invalidated. If 
periodi~ (1 to 5 or more minutes, depending on the polling 
rate) updating of field data en the qraphic display is 
deemed permissible, then the inclusion of such a subsystem is 
worthy of consideration. 

Three~Leve\ Distrib~ted systems: 

Same considerations as for the two-level distributed system. 

5.4.3 ProvidP. ?rojection ryisplays (OPTIONAL) 

Projection graphics displays are, generally speaking, of 
three types: 

A. Magnifying lens in front of a standard TV set. 

B. Magnifying lenses in front of three color TV 
CRT tubes, each projecting a primary color. 

c. Single optical path light valve system. 

The first two pr~je~tion graphics types demand the use of a 
special high reflectivity, lenticular screen and, at least, a 
semidarkened room for acceptable viewing. The acceptability 
of the viewed presentation depends upon the viewer's distance 
from the focal point of the lenticular screen. 

The thirJ type system can ptoduce an up-to~20afoot~wide 
picture with cnly a 30~foot separation between the projector 
and the screen (which need not be more than is required for 
acceptable home slide proiPction viewing). 

Projection displays can, of course, be capable of black and 
white only, or color display. Only color displays can be 
considered acceptable for traffic engineering situation 
displays. 

INPUT: 

NTSC~encoded signals or separate RGB signals. 

NOTB: MUST BE COMPATIBLE WITH THE GRAPHICS PACKAGE 
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PROVIDED. (Refer to F'unctional Modules 5.4.l and 
5. 4. 2.) 

OUTPUT: 

A visual presentation of a geographic area with at least one 
picture element (pixel) per identifiable quantity. 

PROCESS: 

The output of the graphics capability package shall permit 
the addition of a graphics display that shall duplicate the 
presentation of any of the selected operator display(s). An 
opti?n shall be the capability to separately choose the type 
of display to be presented on the projection display 
subsystem. The choice of operator display, or special 
display, shall be by their graphics capability package 
operator input console selection. 

SYSTEM TYPE CONSIDERATIONS: 

Centralized Systems: 

As in all syetemwide display installations, a centralized 
system offers the only real~time display capability. The 
choice of a projection display capability must be considered 
within the cost/utility framework. 

Two•Level Distributed Systems: 

In a two~level distributed system, the choice of a projection 
display system can be considered if the display is to echo 
the operator's display, or is to provide overall, smoothed 
operational data. 

ThreeaLevel Distributed Systems: 

Same considerations as for a two-level distributed system. 

ev.1. aon.llDI' PUIIT'DIQ onica, 1,a~1-116/fl>,US 
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FEDERALLY COORDINATED PROGRAM (fCP) OF HIGHWAY RESEARCH, 
DEVELOPMENT, AND TECHNOLOGY 

The Offices of Research, Development, and 
Technology (RD&T) of the Federal Hi&}lway 
Administration (f'HW A) arc responsible for a broad 
racarch, development, and teehnoloSY trlllSfer pro
,ram. This pro,ram is a(X()fflplisbed uaina numerous 
methods of funcfula and manaaement. The efforts 
include work done in-house by RD&T staff, con
tracts using administrative funds, and a Federal-&id 
prosram conducted by or throu,h State hi&hway or 
transportation qencies, which include the ffi&hway 
Planning and Research (HP&R.) proaram, the Na
tional Cooperati've Hilllway Research Program 
(NCHR.P) managed by the Transportation Research 
Board, and the one-half of one percent trainin, pro
gram conducted by the National Highway Institute. 

The FCP is a carefully selected group of projects, 
separated into broad categories, formulated to use 
research, development, and technology transfer 
resources to obtain solutions to urgent national 
hiahway problen\5. 

The diagonal double stripe on the cover of this report 
represents a highway. It is color-coded to identify 
the FCP category to which the repon's subject per
tains. A red stripe indicates category 1. dark blue 
for category 2, light blue for category 3, brown for 
category 4, ll'aY for category S, and JrCCll for 
category 9. 

FCP C:.,ory Dncrlptlons 
1. Hipway 1Je1iaa aad ()pendoa for Safety 

Safety RD&T addresses problems associated 
with the responsibilities of the FHW A under the 
Highway Safety Act. It includes investigation of 
appropriate design standards, roadside hard
ware, traffic control devices, and collection or 
analysis of physical and scientific data for the 
formulation of improved safety rqulations to 
better protect aU motorists, bicycles, and 
pedestrians. 

l, Tnffle Coatrol ... 11.fznpa•t 
Trame RD&T is concerned with increasing the 
operational efficiency of exiatina hi&}lways by 
advancina technoloay and balancin1 the 
demand-capacity relationship through traffic 
mana,ement techniques such u bus and csrpool 
preferential treatmetlt, coordinated sianal tim
ing, motorist information, and rcroutin& of 
trafrac. 

3. ........, °"' ...... 
Thia cateaorr lddreuel prcservmc the Nation's 
hishways, natural raourca, and community 
attributes. It includes activities in ph)'lical 

maintenance, traffic services for maintenan.:e 
zoning, manaaement of human resources and 
equipment, and identification of hilhway 
clements that affect the quality of the human en
vironment. The goals of projects within this 
cateaory are to maximize operational erftciency 
and safety to the travelin1 public while conserv
ina resources and reducin1 adverse hi&hway and 
traffic impacts through protections and enhance
ment of environmental feature&. 

4. Paveae■t DeslJa, Coaatr■ctloa, a■d 
Maaapmnl 
Pavement RD&T is concerned with pavement 
design and rchabilititatio::1 methods and pro
cedures, construction technology, recycled 
highway materials, improved pavement binders, 
and improved pavement manqement. The aoats 
will emphasize improvements to hi1hway 
performance over the network's life cycle, thus 
extending maintenance-free operation and max
imizin, benefits. Specific areas of effort will in
clude material characterizations, pavement 
damage predictions, methods to minimize loc-.al 
pavement defects, quality control specifications, 
long-term pavement monitoring, and life cycle 
cost analyses. 

5. Stnctanl Deliall ud Hydnda 
Structural RD&T ill concerned with furtherin& the 
latest technological adv11Dces iil structural and 
hydraulic desians, fabrication processes, and con
struction teehniques to provide safe, efficient 
highway structures at reasonable costs. Thia 
catcaory cleals with bricfae superstructures, earth 
structures, foundations, culverts, river 
mechanics, and hydraulics. In addition, it in
cludes material upecu of structures (metal and 
concrete) alon1 with their protection from cor
rosive or dqradina environmenu. 

9. RDI.T M;a■1ewat ... c.onllaadM 
Activities in this catcanry include fundamental 
work for new concepts and syatem character
ization before the inveatiptio,, reaches a point 
where it ii incorporated within other caleaoriea 
of the FCP. Conc:es,u on the fcaalbility of new 
teehnoqy for hipway safety arc included in this 
cateaory. RD&T reporta not within other FCP 
projecls will be published u Catetor'Y 9 projec.U. 




