
Effect of Pedestrian and Crowds on Vehicle

Motion and Traffic Flow

Bilal Hejase (https://orcid.org/0000-0001-5125-0892)
Muhammad Saim (https://orcid.org/0009-0004-7228-285X)
Dongfang Yang (https://orcid.org/0000-0001-9212-6804)

Mert Koç (https://orcid.org/0000-0001-5777-4072)
Fatema T Johora (https://orcid.org/0000-0001-8857-9958)
Keith Redmill (https://orcid.org/0000-0003-1332-1332)
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Chapter 1 

Introduction 

Vehicle-pedestrian interactions in shared spaces represents a complex safety problem. Ide-
ally, the vehicle must react safely to any pedestrian behavior, while the pedestrian behav-
ior itself can be very complex and unpredictable. To emphasize this safety problem, in a 
2019 Traffic Safety Facts report by the National Highway Traffic Safety Administration 
(NHTSA) [1], it was shown that the percentage of pedestrian fatalities was increasing from 
2008 to 2017, even as advanced driving assist systems (ADASs) were being developed and 
deployed. Pedestrian safety has become an increasingly important problem in the devel-
opment of state-of-the-art autonomous driving systems. These systems must be able to 
handle both common interactions, e.g., a pedestrian crossing a street at a crosswalk, and 
risky or rare scenarios, e.g., an occluded pedestrian emerging between parked cars. 

Handling vehicle-pedestrian interactions, requires the utilization of accurate models of 
pedestrian behavior. One such commonly used paradigm within the research community, 
is the use of the Social Force Model for modeling pedestrian behavior. This model is useful 
as data-driven methods lack to deal with risky or rare behavior, due to the lack of edge 
case samples. In addition to the explicit modeling of pedestrian behavior, the vehicle must 
possess the predictive ability to determine the pedestrian intention. For example, does the 
pedestrian intend to cross the road? If so, in what direction will they move? Similar to the 
popularity of model predictive methods for nonlinear control tasks, pedestrian intention 
prediction can increase the safety of vehicle-pedestrian interactions and allow the vehicle 
to react proactively to the pedestrian’s behaviors. 

With the introduction of deep neural networks (DNNs) to sequential control tasks, 
such as end-to-end driving tasks, the problem of safety remains a hindrance to the real-
world application of this technology. Unlike rule-based methods that represent white-box 
models with safety or stability certificates, DNN-based control lack these certificates due 
to the black-box nature. When considering pedestrian safety, such safety certificates that 
give insight into the performance of the controller become critical. A rising topic has 
been the application of control-Lyapunov functions and learner-verifier frameworks to 
certify black-box DNNs, however its application to continuous control remains an open 
problem. Continuous control is emphasized as the problem of vehicle-pedestrian safety, or 
any general driving task in the real-world, requires continuous reasoning. 

The rest of the report focuses on different cases of safety for vehicle-pedestrian in-
teractions. Chapter 2 describes a multi-state social force model for modeling pedestrian 
crossing behavior in uncontrolled pedestrian crossing scenarios for vehicle-pedestrian inter-
actions. The effects of vehicle-pedestrian interactions on motion planning is considered in 
Chapter 3, such as stepping off a curb for individual and crowds of pedestrians. Chapter 4 
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describes the utilization of social force models within model predictive control schemes for 
longitudinal vehicle control. This chapter specifically focuses on pedestrian-dense traffic 
scenarios and aims to provide enhanced safety by including the prediction of pedestrian or 
crowd movements in the control formulation. Chapter 5 considers the problem of pedes-
trian crossing intention prediction utilizing data-driven approaches from several sensing 
sources. In Chapter 6 the occluded pedestrian case is considered, which represents a 
complex problem in perception, prediction, and control. A probabilistic risk assessment 
approach using pedestrian estimation and occlusion is described. Chapter 7 considers the 
stability of deep neural network control in continuous control tasks to enhance the safety 
of both vehicles and vulnerable road users. 
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Chapter 2 

Multi-State Social Force Based 
Framework for Vehicle-Pedestrian 
Interaction in Uncontrolled 
Pedestrian Crossing Scenarios 

This chapter is derived from the published work in [2]. 

2.1 Introduction 

Pedestrian safety has been an important issue in transportation for a long time. Ac-
cording to NHTSA [1], the percentage of pedestrian fatalities in total traffic fatalities has 
increased from 12% in 2008 to 16% in 2017. This implies that pedestrian safety is still a 
big concern. Developing advanced driver-assistance systems (ADAS) is a promising route 
to improve pedestrian safety. Although research, applications, and products are continu-
ously updating, the approaches for the vehicle to handle the vehicle-pedestrian interaction 
(VPI) still need to be improved, especially in uncontrolled scenarios (no crosswalk and no 
traffic signals). For example, a recent report by NTSB [3] about a pedestrian jaywalking 
fatality involved with an autonomously driving vehicle demonstrated the inadequacy of 
the pedestrian handling functionality in the automated driving system. Therefore, this 
Chapter focuses on the VPI scenario in which an autonomous vehicle interacts with a 
crossing pedestrian at uncontrolled road segments, as illustrated in Fig.2.1. This scenario 
is very common and is closely linked to pedestrian safety. 

It is generally challenging to model and evaluate such VPI because various VPI patterns 
can not be usually observed in real-world situations. Having an effective VPI framework 
for simulation would benefit the testing of newly designed algorithms before moving to 
the next step. To this end, this Chapter proposed an improved VPI framework that 
can produce more realistic pedestrian behaviors by extending the social force pedestrian 
motion model [4]. The framework is suitable for evaluating different automated driving 
strategies in different situations. 

Several works have studied the VPI in crossing scenarios. A recent comprehensive 
review [5] identified factors such as pedestrian demographics, traffic dynamics, and en-
vironmental conditions by surveying both the classical driver-pedestrian interaction and 
the VPI that involves automated vehicles. Gap acceptance is a major factor that affects 
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waiting area 

destination area 

Figure 2.1: Scenario illustration. The pedestrian first goes to the waiting area (red circle), 
judges the situation to decide crossing or yielding, and walks to the destination area (blue 
circle). The vehicle regulates it longitudinal speed to balance between the safety and the 
efficiency of finishing the interaction. 

the pedestrian’s behavior in crossing scenarios. Existing works like [6, 7] studied the gap 
acceptance in different conditions, i.e., at mid-blocks and in front of a platooning of low-
speed autonomous pods. A stochastic interaction model using the multivariate Gaussian 
mixture model [8] was also proposed to simulate the mutual interaction by simultane-
ously considering the behavior of both the vehicle and the pedestrian. The above works 
addressed the VPI in a statistic way, however, if we focus on the precise motion of the 
interacting agents, it is expected to have a more detailed VPI framework that models both 
agents’ dynamics. 

Regulating longitudinal speed is the most direct approach for the vehicle to handle the 
VPI in crossing scenarios. Partially observable Markov decision process (POMDP) [9, 10, 
11] is one of the popular methods for discretized longitudinal control incorporating the 
uncertainty of the pedestrian behavior. Model-based control methods like hybrid feedback 
control [12] and model predictive control [13] are also suitable for this type of problem. 
Although model-based control does not inherently consider the pedestrian’s behavior, a 
prediction module [14] can be applied to provide the predicted pedestrian motion hence 
utilized by the model-based controllers. 

Pedestrian behavior is usually described by a motion model that can execute decisions 
like when and how to cross the road. A common assumption is that the pedestrian simply 
makes the decision on when to start crossing but while the pedestrian is crossing, a constant 
crossing velocity is maintained [8, 12]. The assumption is good for analyzing decision-
making, but not for generating precise motion. This Chapter introduced a new model that 
combines the microscopic social force pedestrian model with a state machine to describe 
the explicit motion of the pedestrian in crossing scenarios. Social force model [15] was 
originally designed for simulating the crowd dynamics of multiple interacting pedestrians. 
Recently, the effect of the vehicle on pedestrians has been added into the social force 
model [16, 17, 4], which makes it possible to be used in the VPI framework. In terms 
of decision making, we designed a state machine to handle different phases of a complete 
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Pedestrian Motion 
Predictor 

Longitudinal Speed 
Control 

Vehicle Dynamics 

Multi-State Social 
Force Interaction 

Gap Estimation 

Pedestrian Dynamics 

Perception 

Interaction 

Motion 

Vehicle Pedestrian 

Figure 2.2: Framework for vehicle-pedestrian interaction. Both the vehicle and the pedes-
trian follows a 3-level hierarchy. 

crossing behavior, which includes approaching the road, judging the situation, and crossing 
the road. 

The contribution of this Chapter is summarized as follows: (a) A general VPI frame-
work for uncontrolled crossing scenarios was proposed and can simulate various VPI pat-
terns. Both the vehicle and the pedestrian have a hierarchical pipeline of perception, 
interaction, and motion that interact with each other. (b) A newly designed multi-state 
social force model was proposed to describe more realistic pedestrian motion under the 
effect of the interacting vehicle, i.e., the pedestrian can change velocity and direction in 
the process of crossing. The proposed pedestrian model also introduces the uncertainty 
in both the gap acceptance and the desired crossing speed. (c) Different vehicle control 
strategies (pure velocity keeping, obstacle avoidance, and model predictive) were imple-
mented to verify the effectiveness and the capability of the VPI framework. The simulation 
can successfully generate various VPI patterns in the uncontrolled crossing scenarios. 

2.2 Framework 

The process of VPI can be interpreted as a process of two agents mutually recognizing and 
affecting each other. A general framework consisting of the same hierarchy for either the 
pedestrian or the vehicle can be conceptually divided as layers of perception, interaction, 
and motion, as illustrated in Fig. 7.1. All of these layers should ideally interact with any 
of the others. 

In this Chapter, we are dealing with the VPI in a specific and representative scenario 
as shown in Fig. 2.1. The vehicle moves along the lane adjacent to the side where the 
pedestrian appears, predicts whether the pedestrian is going to cross the road, and adjusts 
its speed accordingly to avoid the collision while keeping its desired speed as much as 
possible. The pedestrian emerges from the sidewalk, goes to the waiting area, and judges 
the situation to see if it is safe to cross the road. If safe the pedestrian will proceed to 
cross, otherwise, the pedestrian will wait until the situation becomes safe. 

To address this specific scenario, the interaction among the aforementioned layers was 
streamlined as described by the arrows in Fig. 7.1. Both the vehicle and the pedestrian are 
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assumed to know the exact past and current states of each other. Therefore, the vehicle’s 
perception layer employs a predictor to predict the pedestrian’s future motion. And the 
pedestrian’s perception layer applies an estimator for the time gap of the vehicle going from 
its real-time position to the pedestrian’s crossing position. The interaction is not controlled 
by either traffic signals or crosswalk markings, which represents the common situations in 
residential areas or when the pedestrian jaywalks. The vehicle’s interaction layer adopts 
a longitudinal speed control that can somehow take advantage of the trajectory predicted 
by the pedestrian motion predictor. The pedestrian’s interaction layer uses the newly-
designed multi-state social force model that allows the pedestrian to change the speed 
and the direction to avoid uncomfortable movement due to the approaching vehicle. Both 
bottom layers apply the dynamics to obey the physics of the motion. All the above layers 
are explained in detail in the following sections. 

2.3 Interactive Pedestrian Motion 

2.3.1 Gap Estimation 

As discussed in [18, 12], gap acceptance is a major factor that determines whether the 
pedestrian decides to cross or yield to the vehicle. It is defined as a time: 

t gap = 
dfront 
vveh 

(2.1) 

where vveh is the current vehicle velocity, and dfront is the the distance to the interaction 
shown in Fig. 2.1. tgap is updated as time evolves and is compared with the threshold of 
the gap acceptance τgap, which is drawn from a normal distribution N(µgap, σgap). The 
statistics follows the results in [19]. 

2.3.2 Pedestrian Dynamics 

Instead of assuming a straight motion with constant crossing speed [8, 12], the social force 
model applies a 2D point-mass Newtonian dynamics [4]: 

ẍ p = 
1 
m p 

ftotal, (2.2) 

where xp ∈ R4 is the pedestrian state vector that represents positions and velocities in x, 
y axes, respectively, mp is the mass of the pedestrian, and ftotal ∈ R2 is the total applied 
force, which is detailed in the following subsection. In the simulation, the point-mass 
dynamics was discretized with the time step ∆t. The dynamics also imposes constraints 
on the velocity vp,max and the acceleration ap,max. 

2.3.3 Multi-State Social Force Interaction Model 

Social Force 

Social force model describes each type of the interaction as a virtual force that applies 
on the pedestrian dynamics. The cumulative interaction effect is the summation of all 
individual virtual forces. In the proposed model, the total force was designed as: 

ftotal = fdes + fveh, (2.3) 
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Approaching 

Waiting 

Crossing 

Finishing 

Initializing if not 

if 

if 

if 

if 

if not 

Figure 2.3: State transition of the social force model 

where fdes ∈ R2 is the destination force and fveh ∈ R2 is the vehicle effect force. 
The destination force concretizes the pedestrian’s desire to reach a particular location. 

Given a destination position, this force adjusts the pedestrian’s velocity to walk toward 
the given destination with the desired speed. The destination force fdes is defined as: 

fdes = kdes(v p − vd), (2.4) 

where vp ∈ R2 is the current pedestrian velocity vector, vd ∈ R2 is the desired veloc-
ity vector that points to the destination, and kdes is a scalar parameter that magni-
fies the difference between vp and vd. The desired velocity vector is defined as vd := 
v0 · sdes−sp √ 

|sdes−sp|2+(σdes)2 
. In the definition, sdes ∈ R2 is the destination, sp ∈ R2 is the cur-

rent pedestrian position, and σdes is a scalar parameter that decreases the desired speed 
when the pedestrian is getting close to the destination. v0 is the desired speed magni-
tude that represents the most comfortable walking speed. v0 is drawn from a normal 
distribution N(µv0 , σv0 ). The distribution follows the statistic results in [20]. 

The vehicle effect is defined as a repulsive force: 

fveh = Aveh · exp(−b · dv2p) · ⃗nv2p. (2.5) 

dv2p is the distance from the influential point of the vehicle sinf to the current pedestrian 
position sp. The influential point sinf is selected as the point on the vehicle contour that 
is closest to sp. A pedestrian radius Rp and an extension length le for the contour are 
considered as the buffer. Therefore, dv2p := |sp − sinf | − Rp − le. n⃗v2p is a unit direction 
vector, pointing from sinf to sp. The force magnitude applies an exponential relationship, 
with parameters Aveh and bveh. More details about the fveh can be found in [4]. 

State Transition 

A crossing behavior is decomposed into several phases, as shown in Fig. 2.3, during which 
the status of the social force model is slightly different: 

• Initializing : The desired speed v0 ∼ N(µv0 , σv0 ) and the gap threshold τgap ∼ 
N(µgap, σgap) are obtained. The destination sdes is set to be the waiting area in 
Fig. 2.1. 
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• Approaching : Only the destination force fdes is effective in equation (2.3). If the 
waiting area, noted as InsideWait() in Fig. 2.3, is reached, switch to the next state. 

• Waiting : At this state, the pedestrian judges the gap tgap. If tgap > τgap, the 
pedestrian starts to cross (by switching the destination sdes to be the destination 
area in Fig. 2.1) and switches to the next state. Otherwise, the pedestrian just waits 
in the waiting area until tgap > τgap, which could be either the vehicle has passed 
the crossing position or the vehicle slows down and yields to the pedestrian. Still, 
only fdes is effective. 

• Crossing : Pedestrian is within the lane where the vehicle is driving. Both the 
destination force fdes and the vehicle effect force fveh are effective. The desired speed 
v0 will be temporarily changed if the pedestrian needs to avoid aggressive vehicle 
maneuvers (e.g., not yielding but accelerating). This is achieved by comparing the 
time to collision (TTC) for the vehicle tT T C := df ront 

vveh 
with the time to finishing 

the crossing (TTF) for the pedestrian tT T F := drem 
v0 

, where drem is the remaining 
distance from current pedestrian position to the other edge of vehicle driving lane. If 
tT T C < tT T F , then the updated desired speed v′ 0 = drem/tT T C . Once the pedestrian 
leaves the vehicle driving lane, noted as InsideLane() in Fig. 2.3, switch to the next 
state. 

• Finishing : The pedestrian continues to the destination area. The vehicle effect force 
fveh is no longer effective. 

2.4 Vehicle Motion 

2.4.1 Pedestrian Motion Prediction 

Pedestrian motion prediction usually applies a system Tpred = fpred(Tobs) that inputs an 
observed trajectory Tobs = {xp(k − M + 1), xp(k − M + 2), · · · , xp(k)} of length M and 
outputs a predicted trajectory Tpred = {xp(k + 1), xp(k + 2), · · · , xp(k + N)} of length N . 
This Chapter applies a linear pedestrian motion predictor, in which only the last observed 
pedestrian state xp(k) is used as input, and the output states are propagated by assuming 
the same velocity last observed. 

2.4.2 Vehicle Dynamics 

A longitudinal point-mass model with drag effect is applied as the vehicle dynamics: 
Ms̈(t) + αṡ(t) = u(t), where s is the longitudinal position, M is the vehicle mass, α 
is a drag coefficient, and u is the control action (throttle/brake). Rewriting the dynamics 
using a state vector x = [s, ṡ]T (position and velocity) into discretized time of ∆t, we have: 

x(k + 1) = Ax(k) + Bu(k) (2.6) 

where A = 

 
1 ∆t 
0 1− α∆t M 

 

, B = 

 
0 
∆t 

 

, and u(k) is the discretized control action. A con-

straint [vmin, vmax] on speed is imposed. Also, the control action is bounded by [umin, umax] 
and the control action rate is bounded by [∆umin, ∆umax]. 

11 
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2.4.3 Control Strategies 

The speed controller has two objectives: (a) keeping a safe distance to the pedestrian; 
(b) maintaining the desired speed as much as possible. This Chapter analyzed 3 different 
control strategies. A vanilla pure velocity keeping control (VKC) was implemented as 
a baseline and to test the pedestrian behavior under extreme conditions as well. It is 
compared with an obstacle avoidance control (OAC) and a model predictive control (MPC) 
that use the predicted pedestrian motion. 

Velocity Keeping Control (VKC) 

It simply applies a PI controller to keep the vehicle’s desired velocity v0,veh: 

u = KP · (v0,veh − vveh) + KI · I, (2.7) 

where I(k) = 
k

i=0 

 
v0,veh(i) − vveh(i) 

 
is the cumulative error of the speed deviation 

until current time step k and KP , KI are the proportional gain and the integral gain, 
respectively. 

Obstacle Avoidance Control (OAC) 

It extends the VKC by adding a strategy to decelerate if the predicted pedestrian trajectory 
at any time obstructs the vehicle driving lane. In that case, the control action is obtained 
by: 

u = − 
v 2 
veh 

2 · (dfront − dsafe)
, (2.8) 

where dsafe is the safe distance, which equals to the dfront when the vehicle decelerates 
and stops right in front of the pedestrian with the minimum deceleration. 

Model Predictive Control (MPC) 

MPC predicts Np steps of the vehicle motion. Two safety criteria were designed and 
imposed on the constraints of the MPC problem. First, for any predicted pedestrian state 
xp(k + m),m ∈ 1, 2, · · · ,M that lies in the vehicle driving lane, its longitudinal position 
along the road sobs(k + n), n ∈ N is used as a longitudinal displacement constraint for 
the MPC. N ⊆ {1, 2, · · · , Np} is the index set of the future time steps when the predicted 
xp(k + m) lies in the vehicle driving lane. It must satisfy 

|sobj(k + n) − s(k + n)| > dsafe,∀n ∈ N, (2.9) 

where dsafe is the safe distance that should be always kept between the vehicle and the 
pedestrian and s(k + n) is the predicted vehicle longitudinal position at time step k + n. 
These constraints guarantee that the vehicle never collides with the pedestrian within the 
prediction horizon. Second, if the predicted pedestrian position at final step Np also lies in 
the vehicle driving lane, a constraint on the vehicle’s last predicted speed should be added 
such that the vehicle is expected to stop in front of the pedestrian at least a safe distance 
of dsafe. Therefore, a deceleration distance ddec := v(k+Np) 

2 · v(k+Np) 
|umin| that allows the vehicle 

to decelerate from the terminal speed to zero speed within maximum deceleration (i.e., 
minimum control action umin, which is negative) is added to dsafe. However, the square 
of v(k + Np) is not supported as constraints in most available MPC solvers. We relax 
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the constraint in a way such that ddec = v(k+Np) 
2 · v(k+Np) 

|umin| ≤ v(k+Np) 
2 · vmax 

|umin| hence the 
constraint becoming linear, where vmax is the maximum allowed speed. So, the terminal 
constraint is: 

|sobj(k + N p) − s(k + N p)| > 
vmax 

2|umin| 
· v(k + N p) + dsafe. (2.10) 

Naturally, constraints on the velocity, control action, and control action rate should be 
added, they are: 

vmin < v(k + n) < vmax, ∀n ∈ {1, 2, · · · , Np} (2.11) 

umin < u(k + n) < umax, ∀n ∈ {0, 1, · · · , Np − 1} (2.12) 

∆umin < ∆u(k + n) < ∆umax, ∀n ∈ {0, 1, · · · , Np − 1} (2.13) 

Finally, the MPC problem is formulated as: 

U ∗ = arg min 
U 

 Np 

n=1 

wv 
 
v(k + n) − v0,veh 

 2 
+ 
Np−1 

n=0 

wu 
 
u(k + n) 

2 
 

(2.14) 

s.t. [s(k), v(k)] T = x(k), and (2.6)(2.9)(2.10)(2.11)(2.12)(2.13), 

where x(k) is the current vehicle state, and wv, wu are the weights for the cost of velocity 
and control, respectively. In extreme cases if solving the MPC fails, maximum deceleration 
umin is applied, with the constraint (2.13) still valid. 

Table 2.1: Parameters in the Simulation 

Symbol Value Units Symbol Value Units 

v p,max 2.5 m/s m p 80.0 kg 
a p,max 5.0 m/s2 R p 0.27 m 
µv0 1.4 m/s µgap 2.5 sec 
σv0 0.2 m/s σgap 4.0 sec 
Aveh 200.0 - σdes 1.0 -
bveh 2.6 - kdes 300.0 -

M 2000.0 kg α 100 -
umin -7.0 m/s2 vmin 0.0 m/s 
umax 7.0 m/s2 vmax 22.5 m/s 
∆umin -5.0 m/s3 dsafe 3.0 m 
∆umax 5.0 m/s3 Npred 15 -
KP 1.0 - wv 1.0 -
KI 0.1 - wu 1.0 -

2.5 Experiments 

A two-lane road was created for simulation experiments, with lane width Wlane = 3.2m. 
For each episode, the pedestrian was initialized at 2 meters from the right to the right 
edge of the road. The destination was set at 3.6 meters from the left to the other edge of 
the road. The waiting area was centered at 0.5 meters to the right road edge. These 3 
points have the same longitudinal position. The vehicle was initialized with 30 different 
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Figure 2.4: Screenshots of a simulation that applies MPC. The initial state of the vehicle 
(yellow box) is dfront,0 = 16.5m and initial/desired speed ṡ0 = 10m/s. The pedestrian 
(red circle) was initialized with a gap acceptance threshold of τgap = 4.27s and a desired 
walking velocity v0 = 1.59m/s. The blue ’x’ is the pedestrian’s destination. Purple 
shadows indicate the predicted pedestrian positions (lighter color means longer predicted 
time). 

combinations of initial longitudinal position dfront,0 ∈ {11.5, 16.5, 21.5, 26.5, 31.5, 36.5} 
and speed ṡ0 ∈ {2, 4, 6, 8, 10} so that the majority of scenarios of different time gaps were 
covered. The desired speed was set as v0,veh = ṡ0. For each combination, 3 different 
control strategies were simulated for 200 times, respectively. CVXPY [21] was applied 
as the MPC solver. Table 2.1 shows the parameter values, which were manually tuned 
according to the parameter values in previous works [4, 13, 12]. 

2.6 Results 

In general, there are 4 hyper-parameters in the simulation configuration. They are the 
threshold of the accepted gap τgap, the desired pedestrian walking speed v0, the initial 
vehicle longitudinal position dfront, and the initial/desired vehicle speed ˙ s = v0,veh. The 
results were evaluated based on selected combinations of the above hyper-parameters. 

2.6.1 Qualitative Evaluation 

Fig. 2.4 shows the screenshots of a simulation using MPC. The evolution of the correspond-
ing pedestrian state and vehicle state are plotted in Fig. 2.5. At the beginning stage, the 
vehicle recognized the pedestrian who was approaching the edge of the road. The pedes-
trian motion predictor provided a sequence of predicted future positions that lie in the 
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Figure 2.6: Quantitative analysis of the simulation results of dfront,0 = 21.5 and ṡ0 ∈
{2, 4, 6, 8, 10}. The 1st row shows the minimum distance from the pedestrian to any point
of the vehicle contour during the entire simulation, the 2nd row shows the average velocity,
and the 3rd row shows the maximum value of the absolute acceleration/deceleration. Each
plot shows the results of running each control strategy for 200 times. In each plot, VKC
indicates velocity keeping control, OAC indicates obstacle avoidance control, and MPC
indicates model predictive control. The suffix -C indicates collision results.

vehicle driving lane. Therefore, the MPC was generating the control action to slow down
the vehicle. In the meantime, the pedestrian was also slowing down because tgap < τgap.
As the vehicle was continuing to slow down, the estimated gap tgap was increasing (see
the gap value in Fig. 2.5), and around t = 2.2s, tgap > τgap, which made the pedestrian
switch from waiting state to crossing state. After that, the pedestrian was crossing the
road while the vehicle was fully stopped and waiting for the pedestrian to complete the
crossing. This example demonstrated a successful interactive VPI, which validated the
effectiveness of the proposed framework.

2.6.2 Quantitative Evaluation

The quantitative evaluation of the proposed framework was conducted to inspect the
safety, efficiency, and smoothness of the vehicle, which follows the evaluation process in
the work [12]. Fig. 2.6 shows the results of combinations of dfront,0 = 21.5 and all vehicle
initial/desired speeds ṡ0. The variance of the results corresponding to particular τgaps was
due to the variance of the pedestrian’s desired speed v0.

Safety

The minimum distance between the pedestrian and the vehicle during an entire episode
is used to evaluate pedestrian safety. According to all the plots in the 1st row, if the
threshold of τgap was larger than the gap estimated at the time when the vehicle was
initialized, most likely the pedestrian decided to wait and yield to the vehicle. In these
cases, the minimum distances were almost the same, which is approximately equal to the
distance from the road edge to the vehicle’s right side. For the cases of pedestrian not
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yielding, the OAC was comparatively safer than the other two (but at the expense of 
smoothness). Note that for the VKC, collision happened in some cases when the vehicle’s 
initial/desired speed v0,veh is relatively high. 

Efficiency 

The average vehicle velocity is used to evaluate the driving efficiency. The VKC had 
the highest efficiency because it didn’t react to the pedestrian at all, but the collision is 
unacceptable. Comparing the OAC with the MPC, the OAC outperformed the MPC at 
high speed v0,veh, but was outperformed by the MPC as the v0,veh decreases. 

Smoothness 

The minimum value of the absolute acceleration/deceleration is used to evaluate the 
smoothness. Similarly to the efficiency, the VKC maintained the same minimum acceler-
ation but collision happened. The MPC was always smoother than the OAC in general. 

In sum, considering safety, efficiency, and smoothness simultaneously, when the vehicle 
speed v0,veh is relatively low, the MPC outperformed the OAC and the VKC. This is 
because the MPC predicts the future vehicle motion so that the control action is optimized 
to consider both the safety, efficiency, and smoothness. And when v0,veh is low, the MPC 
has more allowed time to optimize its control action. The results associated with other 
dfront,0 also follow a similar pattern as illustrated in Fig. 2.6. 

2.7 Conclusion 

This Chapter proposed a framework to address the VPI in uncontrolled crossing scenarios. 
A novel multi-state social force pedestrian motion model was integrated into the frame-
work. The behavior of both the vehicle and the pedestrian in the experiments of 3 different 
vehicle control strategies demonstrated the effectiveness of the proposed framework. 

Major further work would be improving the pedestrian model by considering demo-
graphics and by leveraging VPI datasets. Framework components such as pedestrian mo-
tion predictor could also be replaced with a more accurate one. In terms of vehicle control, 
the next step would be better integrating pedestrian uncertainty into the controllers. And 
lastly, of course, the framework should be extended to cover more VPI scenarios. 
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Chapter 3 

On the Generalizability of Motion 
Models for Road Users in 
Heterogeneous Shared Traffic 
Spaces 

This chapter is derived from the published work in [22]. 

3.1 Introduction 

Shared space design principles [23] have been drawing significant attention in recent years, 
as an alternative to traditional regulated traffic designs. In shared spaces, heterogeneous 
road users such as pedestrians, cars, bicycles share the same space. Unlike traditional 
traffic environments, in shared spaces, there are no or very few road signs, signals, and 
markings; this causes frequent direct interactions among road users to coordinate their 
trajectories. There is an ongoing debate on the safeness of shared spaces; while some 
studies state that the lack of explicit traffic regulations makes road users more safety-
conscious and may lead to fewer road accidents [24, 23, 25], others ([26, 27]) argue the 
lack of acceptance and understanding of the concept can compromise safety in shared 
spaces. Notwithstanding this debate, traditional road designs have been replaced by shared 
spaces in a growing number of urban areas; some examples are the Laweiplein intersection 
in Drachten, Skvallertorget in Norrköping, and Kensington High Street in London [24]. 

Yet, the lack of explicit rules makes it essential to investigate the safety issues in shared 
spaces. Modeling and simulation shared spaces by analyzing and reproducing the motion 
behaviors of road users including their interactions is crucial to assess and optimize such 
spaces during the planning phase. Realistic simulation models can also form a safe basis 
for autonomous cars to learn how to interact with other road users. 

Interpreting and modeling mixed-traffic interactions pose challenging problems; an in-
teraction can be a simple reaction or a result of complex human decision-making processes, 
i.e., modifying speed or direction by predicting other road users’ behavior, or communicat-
ing with them [5]. Moreover, how one interacts with others is dependent on many factors 
like their transport mode, current situation, road structures and conditions, social norms 
(culture), and many individual factors (e.g. age, gender, or time pressure [25]). 

To the best of our knowledge, so far, there are not many works on modeling and 
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simulation of shared spaces. We observe mostly two different state-of-the-art approaches: 
(1) physics-based models, mainly the social force model (SFM) of pedestrian dynamics 
[15] including numerous extensions adding, e.g., new forces, decision-theoretic concepts, 
or rule-based constraints, to describe different types of actors such as cars [28, 29] or 
bicycles [30]; and (2) cellular Automata (CA) models [31, 32, 33], which are mainly used 
for modeling mixed-traffic flows in settings with explicit traffic regulations, unlike most 
shared spaces. 

Although these approaches perform well for single bilateral conflicts (i.e., for any point 
in time, a road user can only handle a single explicit conflict with one other user), they fail 
in representing multiple conflicts among heterogeneous road users and groups, which are 
very common in shared spaces. Hence, in our previous works, we integrated SFM with a 
game-theoretic model to address both bilateral and multiple conflicts among pedestrians 
and cars [34, 35]. In this chapter, we describe conflict as “an observable situation in which 
two or more road users approach each other in time and space to such an extent that there 
is a risk of collision if their movements remain unchanged” as specified in [36]; here, we 
use the terms conflict and interaction interchangeably. 

In the literature, motion models do not adequately consider the differences in road 
users’ behaviors induced by differing environmental settings. These models are usually 
calibrated and validated using scenarios from a single shared space environment. In [37], 
we took a first step to address this gap by proposing the concept of zone-specific motion 
behaviors for pedestrians and cars, considering road and intersection zones. In [38], we 
evaluated the transferability1 of our existing model by modeling scenarios that differ from 
the one used in [37] in terms of traffic conditions, spatial layout and social norms. Sub-
sequent results show that our model can suitably replicate the motion of pedestrians and 
cars from the new scenarios. 

In this chapter, we delve further into this direction by proposing a conceptually system-
atic and simple process of modeling general motion models and output a moderate version 
of a general motion model for pedestrians and cars, by following our proposed modeling 
process. A general model should be able to reproduce a large variety of motion behaviors 
of heterogeneous road users ranging from simple free-flow motions to resulted-motions 
from complex interactions and transferable to new environments with minimal time and 
effort. The differences between the current work and our previous work ([38]) in terms of 
model transferability are: (1) In this chapter, we build a general model to capture motion 
behaviors from three data sets with incremental integration of new motion behaviors, and 
a well-defined and largely automated calibration process to adapt model parameters to the 
target environment. Whereas in [38], as we did not have any specific process to generate 
a general motion model, to adapt to the new environment, we had to analyze, consider 
and explicitly change our model parameters and methods based on the social norms of 
that new environment, which resulted in different versions of our model, i.e. each version 
for each different environment. (2) In the current work, the transferability of our model is 
evaluated using the DUT and HBS data sets as in [38] and also by a new data set (CITR) 
that contains unique conflict scenarios than the other two data sets (see Section 3.4). 

We further introduce heterogeneity in pedestrian motion by recognizing different mo-
tion patterns, by calibrating individual motion characteristics (e.g., sensitivity when in-
teracting with others) and clustering them into different groups 2 (see Section 3.6). The 

1We use the terms transferability and generalizability interchangeably 
2In this chapter, the keyword group is used to represent a set of pedestrians with a similar motion 

pattern, not the social group, e.g., family members. 
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contributions of this chapter are: 

• We propose a systematic process to formulate a general motion model. 

• We propose a motion model for pedestrians and cars, which can simulate a large 
variety of conflict scenarios among road users and evaluate the generalizability of our 
model by using three different shared space data sets. The results of our evaluation 
process indicate that our model achieves satisfactory performance for each data set. 

• We present a methodology to recognize and model different motion patterns of pedes-
trians from real-world data sets. To do so, we investigate several approaches to 
cluster pedestrians with similar motion patterns into groups. Our evaluation results 
show that the heterogeneity in pedestrians motion improves the model performance. 

Following a review of previous research in Section 3.2, we propose the formulation of a 
general model for movement modeling of heterogeneous road users in Section 3.3. We 
illustrate the examined data sets and the architecture of our Game-Theoretic Social Force 
Model (GSFM) in Section 3.4 and Section 3.5, respectively. Section 3.6 explains the 
calibration methodology and recognition of different walking styles of pedestrians. In 
Section 3.7, we describe how we evaluate model performance and discuss the results. We 
conclude by outlining future research venues. 

3.2 Related Works 

Existing mixed-traffic motion models are mostly built based on rule-based models (e.g. 
Cellular Automata (CA) [32]), or physics-based models, most preeminently the Social 
Force Model (SFM) [15]. 
CA models describe road users motion behavior by a set of state transforming rules 

in a discrete environment. They have been used to model motion behaviors of a set 
of homogeneous road users, e.g., pedestrians [39, 40], cars [41, 42] and there are also few 
works describing mixed-traffic motion, e.g., [32] who study interactions among pedestrians 
and cars at crosswalks, [31] who model car-following and lane-changing actions of cars and 
motorcycles, or [43] who study bicycle-to-vehicle interactions and its impact on traffic 
delay. 
In the classical SFM, introduced in [15], the movement of a pedestrian is represented 

by differential equations comprising a set of simple attractive, and repulsive forces from 
other pedestrians and static obstacles that he/she experiences at a specific place and 
time. Even though SFM was initially modeled for pedestrian dynamics [44, 45, 46], many 
studies extended it for modeling other types of road users. For example, [17, 47] who 
include vehicles, considering their impact on pedestrians as separate forces; in [29], Anvari 
et al. add new forces and rule-based constraints to handle short-range and long-range 
conflicts among pedestrians and cars. In [30], SFM is combined with long-range collision 
avoidance mechanisms to model motion behaviors of pedestrians, vehicles and bicycles. 
Both CA-based and SFM-based models can represent simple situations well. However, 

game-theoretic or probabilistic models are more suitable for complex scenarios where road 
users must choose an action among many alternatives to handle a given situation [15]. 
In [48], in case of complex interactions, road users’ choice of action is modeled by a logit 
model, based on available data but without considering what other users might do. In 
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[49], Fujii et al. used a discrete choice model to illustrate decision making while in pedes-
trian interactions. Game-theoretic models have often been applied to interpret human 
decision-making processes, also in traffic situations. Some examples are the application 
of non-cooperative games to illustrate merging-give way interaction among vehicles ([50]), 
pedestrian-to-car interaction in shared spaces ([28]), bicyclist-to-car interaction at zebra 
crossings ([51]), or analyze the difference of cyclist/pedestrian interaction with human-
driven or autonomous vehicles in [52]. In [53], lane-changing behaviors of cars are mod-
eled using a cooperative game where cars cooperate with each other for collective reward. 
Whereas, in a non-cooperative game, each player makes decisions by predicting others’ 
decisions, which is very similar to what real-world road users often do [51]. 
Although there are several works on modeling motion behavior of road users, only a 

very few studies consider different motion patterns for individual road user types [54, 55, 
56]. Kabtoul et al. [54] manually annotates several predefined pedestrian types based 
on willingness to give way to a car. Alahi et al. [55] obtain different movement styles 
for pedestrians by learning collision avoidance parameters of individual pedestrians and 
clustering them into groups using the k-means clustering. Their model is restricted to 
pedestrian-only scenarios. In [56], the authors classified pedestrians into groups based on 
their age range and gender and assigned individual speed profiles to each group. These 
speed profiles are collected from the literature instead of real-world data sets. 
Existing closed-source commercial (e.g., AIMSUN [57] or VISSIM [58]) and open-source 

(SUMO [59]) simulators are somewhat capable of modeling and simulating mixed-traffic 
at a microscopic level. However, open-source simulators like SUMO have limited means 
for modeling interaction between heterogeneous road users. To address this issue, some 
studies combined SUMO with agent frameworks such as JADE ([60]) or JASON ([61]); 
however, adding new environmental features or define new modalities in such models is 
difficult. Also, SUMO lacks flexibility regarding lane and vehicle geometries, which is 
restrictive for shared spaces. 

3.3 Modeling Process 

A general motion model should be able to reproduce realistic motion behaviors of road 
users in different environmental settings in terms of road structures, culture or norm, types 
of road users, and types of interactions and to adapt to new environments with less time 
and effort, which make generating such models very challenging. 
We propose a systematic process to construct a general motion model in Figure 3.1. 

Here, D, A, and M represents the decision, action and merge nodes respectively. The 
process starts with modeling the free-flow movements of road users (A1) with their type 
and origin, destination, and speed profiles as input. The next step is to analyze and 
model interactions among road users. To do so, one can collect and explore a real-world 
traffic data set (A2) to identify and extract conflict scenarios between two or more road 
users (A3) to recognize and classify the interactions among the road users (A4) and 
then model these interactions (A5). Finally, the model needs to be calibrated (A6) and 
evaluated (A7) both quantitatively (minimize the difference between real and generated 
trajectories) and qualitatively (reproduce realistic behaviors) by using these extracted 
conflict scenarios. However, generating a general motion model is a continuous process 
which requires testing the model with new data sets, i.e., new environments and also adding 
new modalities. As shown in Figure 3.1, to evaluate the model performance on a new (D1) 
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data set, it is necessary to check (D2) if there are any new kind of interaction(s), if yes, 
then this interaction(s) needs to be integrated (A5) into the model. Next, the calibration 
of all parameters (including the new ones) and the model evaluation on each data set is 
required. To add a new user type (M1) e.g., integrating vehicle in the pedestrian-only 
motion model, one needs to go through all the steps in Figure 3.1. This iterative process of 
modeling continues until a stopping criterion, such as a certain level of accuracy in realistic 
trajectory modeling, has been reached. The stopping criterion is application dependent. 

Figure 3.1: Formulation of a general motion model for mixed-traffic environments. 

In this chapter, we use this process to output a moderate version of a general model for 
generating realistic trajectories of pedestrians and cars in different shared spaces, using the 
HBS, DUT and CITR data sets. Our way of recognizing and classification of interactions 
(A4), modeling these interactions (A5), the calibration (A6) and evaluation (A7) of the 
model are discussed in Section 3.4.2, 3.5, 3.6 and 3.7, respectively. 
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3.4 Data Sets and Interaction Classifications 

3.4.1 Data Sets 

Figure 3.2: The spatial layout of three shared space environments; the top-left sub-figure 
visualizes the shared street from HBS, the top-right sub-plot shows the roundabout from 
DUT, the bottom-left sub-plot depicts the intersection from DUT and the bottom-right 
sub-figure shows interactions from CITR. 

We have been developing a motion model of pedestrians and cars, named Game-Theoretic 
Social Force Model (GSFM) [34, 37, 62], mainly based on the scenarios manually extracted 
from a street-like shared space environment in Hamburg, Germany (HBS). In this chapter, 
to move towards a general model, we evaluate our model on two other data sets which are 
different from the HBS data set in terms of spatial structures, types of interactions, and 
the number of road users. These data sets are the DUT data set from Dalian University 
of Technology campus in China and the CITR data set from the Ohio State University 
campus in the USA. All three data sets are visualized in Figure 3.2, and their details are 
given below: 

• HBS [30]: The HBS data set collected from a street with pedestrian crossing from 
both sides. It contains both bilateral and multilateral interactions among pedestrians 
and cars, with or without car following interactions. We extracted 103 such scenarios 
from HBS. 

• DUT [63]: The DUT data set contains trajectories of pedestrians and cars from a 
roundabout and an intersection. It comprises of car-to-crowd lateral interactions; 
most scenarios extracted from DUT have a large number of pedestrians compared 
to the HBS and CITR scenarios. 

• CITR [63]: CITR is an experimentally designed data set, collected from a uni-
versity parking lot. It contains several lateral, front, and back interactions among 
pedestrians and cars. 

Here as shown in the bottom-right sub-figure of Figure 3.2, lateral interaction indicates 
the situation where pedestrian(s) cross from in front or behind the car. Front interaction is 
the face-to-face interaction, and in back interaction scenario, car drives behind the pedes-
trian(s). There are also observable differences in these data sets which can be interpreted 
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as cultural differences. For example, in the DUT data set, road users maintain less inter-
distance (i.e., safety distance) compared to the HBS and CITR data sets (see Section 3.6). 
In all three data sets, an agent’s position at each time step (i.e., 0.5 s) is given as a 2D 
vector in the pixel coordinate system, and they also contain the pixel-to-meter conversion 
scales. Table 3.1 summarizes the number of scenarios and individuals involved. 

Table 3.1: Statistics of Datasets 

Data set # of Scenarios # of Pedestrians # of Cars Time step 
HBS 103 206 126 0.5s 
CITR 26 208 26 0.5s 
DUT 30 607 39 0.5s 

3.4.2 Interaction Classification 

In our previous works [34, 62], we classified road users interactions broadly into two cat-
egories based on Helbing’s classification of road agents’ behavior [15] and the observa-
tion of the shared space video data (mostly HBS): simple interaction (percept → act) 
and complex interaction (percept → choose an action from different alternatives → act). 
These interactions can also be sub-categorized based on the number and types of road 
users involved: simple interaction contains car-following, pedestrian-to-pedestrian, and 
pedestrian(s)-to-car reactive interactions and complex interaction includes pedestrian(s)-
to-cars, pedestrians-to-car and car-to-car interactions. We note that complex car-to-car 
interaction is not included in this chapter. 
As mentioned earlier, in this chapter, we are still focusing on pedestrians and cars, 

but we aim to evaluate the performance of our model on the DUT and CITR data sets. 
According to the process proposed in Figure 3.1, we analyze these two data sets and detect 
the following new types of interactions: 

• Unlike HBS, in the DUT data set, sometimes, cars somewhat deviate from their 
trajectory as a result of reactive interaction with pedestrians. Mostly because of the 
environment structure in DUT, i.e., more free space for motion of cars. 

• As already discussed in Section 3.4.1, the CITR data set [63] contains front and back 
interactions among pedestrians and cars, which are not observed in the HBS or DUT 
data sets [30]. 

How we model these interactions, including integration of new interaction types, is de-
scribed in Section 3.5. 

3.5 Agent-Based Simulation Model 

We pursue an agent-based model, GSFM, to represent the motion behaviors of pedestrians 
and cars, initially described in [34]. Here, we give an overview of the architecture of 
GSFM, visualized in Figure 3.3. In GSFM, each road users is modeled as an individual 
agent and their movements are conducted in three interacting modules, namely, trajectory 
planning, force-based modeling, and game-theoretic decision-making. Each of this module 
has individual roles. GSFM is implemented on a BDI (Belief, Desire, Intention) platform, 
LightJason [64], which permits flexible design and explanation of the control flow of GSFM 
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Figure 3.3: Conceptual model of pedestrians and cars motion behaviors. Here, AF denotes 
the added force to classical SFM and A/D signifies activation/deactivation of a module. 

through its three modules. Based on current situation, the BDI controller activates the 
relevant module, which then informs the controller on completion of its task. 
The trajectory planning module computes the free-flow trajectories for all agents 

by only considering static obstacles (e.g. boundaries, or trees) in the environment. For 
individuals trajectory planning, we transform the simulation environment into a visibility 
graph [65], add their origin and destination positions into the graph and perform the A* 
algorithm [66]. 
The force-based module governs the actual execution of an agent’s physical movement 

and also captures the simple interactions between agents by using and extending the SFM. 
To model the driving force of agents towards their destination ( ⃗Do 

i ), the repulsive force 
from the static obstacles (I⃗iW ) and other agents (I⃗ij), we use the classical SFM. Here, D⃗o 

i

= v⃗
∗ 
i(t)−v⃗i(t) 

τ for a relaxation time τ and v⃗∗ 
i(t) and v⃗i(t) denote the desired and current 

velocities of i, ⃗ Iij = V o 
ij exp 

 
ri+rj −d⃗ij (t) 

σ 

 

ˆ nijFij and ⃗ IiW = Uo 
iW exp 

 
ri−d⃗iW (t) 

γ 


n̂iW , where 

V o 
ij and Uo 

iW symbolize the interaction strengths, and σ and γ are the range of these 

repulsive interactions, d⃗ij(t) and d⃗iW (t) are the distances from i to j, or i to W at a 
specific time, n̂ij and n̂iW indicate the normalized vectors. Fij = λ + (1 − λ)1+cos ij 

2 
describes the fact that human are mostly affected by the objects which are within their 
field of view [67]. Here, λ stands for the strength of interactions from behind and ij 
symbolizes the angle between i and j. Additionally, we extend SFM to represent car 
following interaction (I⃗follow) and pedestrian-to-car reactive interaction (I⃗stop). If d⃗ij(t) ≥ 
Dmin, I⃗follow = n̂pixi(t), i.e., i continues moving towards pi = xi(t)+ v̂j(t)∗Dmin, otherwise, 
i decelerates. Here, Dmin is the minimum vehicle distance, v̂j(t) is the normalized velocity 
of j, and d⃗ij(t) denotes the distance between i and j (the leader car). I⃗stop emerges only 
if pedestrian(s) have already begun walking in-front of the car. Then the car decelerates 
to let the pedestrian(s) proceed. This module also executes the decisions computed in the 
game module I⃗game. 
As discussed in Section 3.4.2, the CITR data set contains two new types of interaction, 

namely, the front and back interaction between pedestrian (i) and vehicle (j). We incor-
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porate these two interactions to our model as a single type, i.e., longitudinal interaction, 
I⃗long and following: 
If ⃗ dij(t) < Dlong 

min and (C1 or (C2 and C3) ), we add a temporary goal pi = x⃗i(t) + Rf 

for the respective pedestrian, where C1, C2, and C3 are symbolized in Eq. (3.1) with 
g = e⃗i · ⃗ej , i.e., the dot product of the direction vectors of i and j, and Rf is the rotation 
of f = e⃗j ∗ c using rotation theory in Eq. (3.2) [68] and the calculation of c and θ are given 
in Eq. (3.4) and Eq. (3.3) respectively. Thus, I⃗long = n̂pi xi(t), i.e., i continues moving 
towards pi to avoid conflict. 

C1 = θe⃗j n̂ji < 2 ◦ or θe⃗j n̂ji > 358 ◦ 

C2 = g ≥ 0.99 or g ≤ −0.99 

C3 = θe⃗j n̂ji ≥ 348 ◦ or θe⃗j n̂ji ≤ 12 ◦ 

(3.1) 

fx2 = cos θfx − sin θf y 

fy2 = sin θfx + cos θfy 
(3.2) 

θ = 

 
90 ◦ , if θe⃗j n̂ji ≥ 348 ◦ 

180 ◦ , otherwise 
(3.3) 

b = 

 
1, if g ≤ −0.99 

1.5, otherwise 
c = 

 
3 ∗ b, if θe⃗j n̂ji ≥ 348 ◦ 

2.2 ∗ b, otherwise 
(3.4) 

In this chapter, Dlong 
min is set to 10 m. Deviation of cars due to reactive interaction with 

pedestrian in the DUT scenarios is addressed by I⃗ij , i.e., the SFM repulsive force. 
The game-theoretic module controls the complex interactions among agents, e.g. 

pedestrians-to-cars interaction, using Stackelberg game, i.e., a sequential leader-follower 
game. In a Stackelberg game, first, the leader decides on a strategy that maximizes its 
utility by predicting all possible reactions of followers and then, the follower reacts by 
choosing its best response [28]. The game is solved by finding the sub-game perfect Nash 
equilibrium (SPNE) i.e., the optimal strategy pair. The Eq. (3.5) and Eq. (3.6) depict the 
SPNE and the best response of the follower, respectively. Here, sl, sf , ul, uf and Sl, Sf 

are the leader’s and follower’s strategies, utilities of the corresponding strategies and their 
strategy sets, respectively. 

SPNE = {sl ∈ Sl|max(ul(sl, Bsf (sl)))}, ∀sl ∈ Sl. (3.5) 

Bsf (sl) = {sf ∈ Sf |max(uf (sf |sl))}. (3.6) 

An individual game manages each complex interaction, and the games are independent on 
each other. In each game, the number of leaders is fixed to one but the followers can be 
more. We perform separate experiments with randomly chosen leader, the faster agent as 
leader (i.e., the car), and pedestrian as a leader. The result suggests that and the faster 
agent as leader is the best choice. However, if the scenario includes more than one car (e.g., 
pedestrian-to-cars interaction), then the one who recognizes the conflict first is considered 
as the leader. To calculate the payoff matrix of the game, as shown in Figure 3.4, first, 
all actions of the players are ordinally valued, assuming that they prefer to reach their 
destination safely and promptly. Then, to express situation dynamics, we select several 
features by analyzing real-world situations and perform a backward elimination process 
on the selected features to get the most relevant ones. Let, i be an agent which interacts 
with another agent j; then the relevant features are the following: 
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• NOAI: the number of active interactions of i as a car. 

• CarStopped: has value 1 if i (as a car) already stopping to give way to another 
agent j’, otherwise 0. 

• MinDist: has value Gmindis - distance(i, j ), if distance(i, j ) < Gmindis ; its difficult to 
stop for car i, otherwise 0. 

• CompetitorSpeed: has value 1, if current speed of j, Scurrent < Snormal, otherwise 
0. 

• OwnSpeed:    

Scurrent, if i is a car 

1, if i is a pedestrian and Scurrent > Shigh 

0, otherwise 

• Angle:    

8, if(θ⃗ ej n̂ij < 16 ◦ and ≥ 0 ◦) θ⃗ ej n̂ij > 344 

7, 
if(θe⃗j n̂ij ≤ 42◦ and ≥ 
16◦) (θ⃗ ej n̂ij ≤ 344◦ and ≥ 318◦) 

6, 
if(θe⃗j n̂ij ≤ 65◦ and > 
42◦) (θ⃗ ej n̂ij < 318◦ and ≥ 295◦) 

5, 
if (θ⃗ ej n̂ij ≤ 90◦ and > 
65◦)(θe⃗j n̂ij < 295◦ and ≥ 270◦) 

1, otherwise 

During game playing, Continue, Decelerate and Deviate (only for pedestrian) are the 
viable actions for road users. Execution of these actions are performed in the force-based 
module. 

• Continue: Any pedestrian i crosses a car j from the point pi = xj(t) + SA ∗ −→e j if 
line(xi(t), xdes 

i ) intersects line(xj(t) + SA ∗ −→ e j , xj(t) − SA 
2 ∗ 
−→ e j), otherwise continues 

her free-flow motion. Here, −→ e is the direction vector, SA is a scaling factor, x(t) 
and xdes 

i are the current and final positions respectively. Cars continue by following 
their free-flow motion. 

• Decelerate: Agents decelerate and in the end stop, if required. For pedestrians, 
newSpeedi = Speedi(t) 2 , unless the car is very near (i.e., distance(i, j) ≤ ri + rj + 1 
m), in that case pedestrian will stop and in case of cars, newSpeedj = Speedj(t) − 
decRate. 

Here, decRate = 

   

Speedj (t) 
2 , if distance(i, j) ≤ Dmin, 

Speed2j 

distance(i,j)−Dmin 
, otherwise. 

Dmin is the critical spatial distance. 

• Deviate: A pedestrian i passes a car j from behind from a position pi = xj(t) − SD ∗ −→e j (up till j stays within the range of view of i) and afterwards i proceeds moving 
towards her original goal position. 
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(a) Pedestrian-to-Car Inter-
action 

(b) Impacts of Situation Dynamics 

Figure 3.4: The complete payoff matrices for pedestrian-to-car interactions. 

Although these modules do not obey any sequence and take control alternatively, at the 
start of the simulation, GSFM keeps a hierarchy among them. It starts with trajectory 
planning, assuming that agents plan their trajectories before they begin moving. When 
trajectories are planned, the BDI controller actives the force-based module to model the 
physical movement of agents. Conflict recognition and classification are performed at 
regular intervals (the algorithm is given in [37]), and if it detects any complex conflict, 
then the controller activates the game-based module. As soon as the strategies are decided, 
the controller activates the force-based module again to execute the chosen strategies. The 
BDI controller also prioritizes different interactions based on their seriousness, for example, 
for cars, I⃗stop takes precedence over I⃗game and I⃗game obtains priority over car following. 
The following code fragment depicts the basic elements of a BDI program consisting of 
beliefs (in pink), plans (in blue), and actions (in black). 

: Sample BDI Code Fragment 
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Here, ‘+’, ‘-’, ‘>>’ signify add (plan or belief), remove (belief) and unification (belief), 
respectively. The double exclamation mark before calculate/route plan indicates that this 
plan should run in the current time-step and one exclamation mark before walk says that 
the plan will execute in the next time-step. An agent can also trigger a plan from the 
environment. As an example, when the game module decides on the strategies for the 
road users involved in a conflict situation, it triggers the plan update/belief, and the plan 
related to the decision, i.e., game/decelerate in this sample (not complete) code fragment. 

Pedestrian: 
d
−→ 
v t i 
dt 

= 
 −→ 
D o 
i +Σ 

−→ 
I iW + Σ 

−→ 
I ij + w p · 

−→ 
I long 

 
or 
−→ 
I game (3.7) 

Car: 
d 
−→ 
v t i 
dt 

= 
 −→ 
D o 
i + wc · 


j ̸=car 

−→ 
I ij 
 
or 
−→ 
I follow or 

−→ 
I game or 

−→ 
I stop, (3.8) 

Ŷ t+∆t 
i = f{Zi, ( 

d
−→ 
v t i 
dt 

+ xi(t))}. (3.9) 

The process of modeling the movements of any agent i at any time step t in GSFM is 
summarized in Eq. (3.7)–(3.9). Here, i, j, W , Zi, xi(t), and Ŷ t+∆t 

i denote the target agent, 
competitive agent, static obstacle, model inputs, the position of i in current and next time 
step respectively. The input profile Zi contains start (xst i ), goal (x

des 
i ), and speed profile of 

i. The goal of i is estimated by extending its last observed position (xgti ) in real trajectory 
using Eq. (3.10) with the extended length ldes = 5 m. The weight wp = 1 for the CITR 
scenarios, otherwise 0 and wc = 1 for the DUT scenarios, otherwise 0. 

x des 
i = x st i + ldes · (x gt i − x st i ), (3.10) 

We calculate the desired speed vd of a pedestrian by identifying the walking portion of 
his/her trajectory, i.e., where the pedestrian’s speed is larger than a threshold vwalk and 
then, we average all the speed values to obtain vd. We set vwalk = 0.8m/s. A car’s desired 
speed is set to: mean(vi) + std(vi) ∗ 0.5, where vi is the set of all the speed values of car i. 

3.6 Calibration Methodology 

In this chapter, we calibrate our model parameters in several steps as visualized in Figure 
3.5 and the calibration is performed using a genetic algorithm (see section 3.6.2). To recog-
nize different motion patterns of pedestrians from real-world scenarios, we investigate two 
clustering approaches, namely Principal Component Analysis (PCA) with the k-means 
algorithm (step S3), and k-means with step-wise forward selection (FS) method (steps 
S4 and S6), see section 3.6.1. The steps in Figure 3.5 are as follows: We start by per-
forming universal calibration to get one unique set of parameter values for all pedestrians 
by assuming that in the same situation, they all act similarly. 
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Figure 3.5: The workflow of model calibration. 

At the next step, we calibrate the parameters individually for each pedestrian, then 
cluster individual parameters using the above-mentioned clustering approaches which give 
us two different sets of pedestrian groups. Next, we perform group calibration (steps: S5, 
S7 and S8) so that each group has a unique set of parameters values. For the groups (i.e., 
clusters) that are obtained in step S3, we perform group calibration directly. However, 
for the groups obtained by completing S4 and S6, we perform group calibration in two 
different phases i.e., S7 and S8. In S7, we individually calibrate the selected parameters by 
the FS method for each group, while keeping the rest of the parameters’ values (obtained 
in S1) same for all groups. Whereas in S8, we calibrate all parameters separately for each 
group. Each of these approaches above generates a different version of the GSFM model 
(see section 3.6.2). 
GSFM contains a large set of parameters, which can be broadly classified into parameters 

for SFM interaction, safety measurements, and payoff matrix calculation for game playing. 
The SFM and safety-related parameters are listed in Table 3.4 and Table 3.3 shows the 
game parameters. Among these parameters, for grouping pedestrians, we select the sets 
of parameters given in Table 3.2 based on sensitivity analysis. The rest of the parameters 
are calibrated universally as step S1. 

Table 3.2: The list of parameters calibrated for clustering 

Interaction strength: V o 
ij (PP), V o 

ij (PC), V o 
ij 

(CP), 

Repulsive interaction range: σ (PP), σ (PC), 

Anisotropic parameter: λ, Scaling factor for devi-

ate action: SD 

3.6.1 Clustering 

K-means with Principal Component Analysis K-means is a simple, fast and 
widely used clustering algorithm for classifying data based on euclidean distance between 
the data points, with a predefined number of clusters [69]. In this chapter, we decide on 
the number of clusters using the elbow method [69], and each data point represents the 
calibrated parameters’ values of an individual pedestrian. 
Principal Component Analysis [69] is a technique that reduces a larger number of 

parameters to a smaller set of parameters which are linear combinations of the original 
parameters and contains most of their information. As stated in [70], reducing the dimen-
sion of data using PCA is beneficial for k-means. Thus, we use PCA to reduce the number 
of parameters given in Table 3.2, and then perform k-means on the reduced parameters 
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set to cluster pedestrians into groups. 

K-means with Forward Selection Forward selection is a simple but commonly 
used feature (or parameter) selection method. It starts with a empty model which contains 
no parameters, then continue adding the most significant parameter one after another until 
a predefined stopping criteria has reached or if all present parameters are already in the 
model [71]. 

Algorithm 1 Forward Selection with k-means 
Number of clusters K, Set of parameters Ap, Predefined score Cs Set of selected parameters 
for clustering Sp Sp ← {} Csint = 0*initialize clustering score to 0 temps = 0 tempp ← {} 
while Csint < Cs do 

for each p ∈ Ap do 

if Sp == ∅ then perform k-means clustering for p 

else tp = Sp ∪ {p} perform k-means clustering for tp score = silhouette score of 
clusters 

if temp s < score then temps = score tempp = p Sp = Sp ∪ {tempp} Ap 

= Ap \ {tempp} Csint = tempp 

Figure 3.6: Different pedestrians groups of the DUT data set with different motion pat-
terns. 

We calculate the significance of the parameter(s) by executing k-means for some k (i.e., 
number of clusters) and measure the clustering performance using the silhouette score. 
This method terminates if a preset value of silhouette score has been reached. The silhou-
ette value is a measure to see if a data point is similar to its own cluster than to others 
[72]. Algorithm 1 shows the steps of the forward selection method with k-means. After 
performing feature selection using Algorithm 1, we perform k-means on the reduced set 
of parameters to cluster pedestrians into groups with different motion patterns. 
Figure 3.6 shows different clusters of pedestrians from the DUT data set obtained by 

performing k-means with forward selection and k-means with PCA, from left to right. We 
conduct these approaches separately on each data set. 
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3.6.2 Calibration 

Genetic algorithms (GA) [73] are evolutionary algorithms, largely applied to tackle opti-
mization problems such as calibration of model parameters [74, 75]. 
As stated earlier, we calibrate our model parameters using a GA. It begins with feeding 

a random initial set of chromosomes i.e., the set of parameters that need to be calibrated 
into the simulation model to acquire and compare outputs with real-world data to compute 
and assign a fitness score to the respective chromosome. Next, an offspring population is 
generated by performing the selection (of the fittest members), crossover, and mutation 
processes and fed into the model again unless a specific stopping criterion has reached. 
We only consider the parameters in Table 3.2 for grouping pedestrians, and we cali-

brate these parameters as illustrated in Figure 3.5. Whereas, we calibrate the rest of 
the parameters of GSFM in beforehand, separately and in two steps: first, we calibrate 
the remaining SFM and safety parameters and then calibrate the game parameters. We 
conduct all these calibration steps using the above-described genetic algorithm. To be 
noted, during individual calibration of pedestrian, we simulate only the target pedestrian 
and update the states of surrounding agents as their real trajectories. 
Selection of the fitness function and simulation output type depends on the types of 

parameters to calibrate. To calibrate the SFM and safety parameters, GSFM outputs 
the simulated positions of agent(s) (⃗ P simu ) to compare with their real positions (⃗ P realu ) 
for calculating the fitness score of any respective chromosome. For the universal and 
group calibration, the fitness score is calculated by Eq.3.11 and the fitness function for 
the individual calibration is given in Eq.3.12. 

fscore = 

 
E 
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 U 
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 T 
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 P⃗ real u (t) − P⃗ sim 
u (t)
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u 

−1, otherwise 

 

U 

 

E (3.13) 

Here, E, U , and T denote the number of scenarios, the number of agents, and the number 
of time steps, respectively. For Eq. 3.13, the simulated decisions (Asimu ) are obtained by 
game playing and the real decisions (Arealu ) are manually extracted from the video data. 
To calibrate the game parameters, calculating the fitness score using Eq. 3.13 is preferable, 
as the game module is responsible for deciding on decisions/strategies for agents in any 
conflict situation, not their motion (see Section 3.5). We use Eq. 3.13 for calibrating the 
game parameters for the HBS data set but in case of the CITR and DUT data sets, Eq. 
3.11 is used due to the difficulty on extracting the real decisions manually. 
The values of the game parameters are given in Table 3.3. Table 3.4 shows the values 

of the SFM and safety-related parameters with their calibrated values, where, PP, PC, 
CP, and CC denote pedestrian-to-pedestrian, pedestrian-to-car, car-to-pedestrian, and 
car-to-car interactions, respectively. 
After performing the clustering and calibration processes, we got several sets of pa-

rameters which results in different versions of our model. Specifically, GSFM-M1 which 
indicates the model with k-means and PCA, GSFM-M2 is the model that combines the 
forward selection method with k-means and calibrates all parameters given in Table 3.2 
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Table 3.3: List of game parameters with calibrated values 

Symbol HBS Value DUT Value CITR Value 

GC 
speed 11 4 10.4 

GP 
speed 1 0 1 

Gcompetitor speed 11 0 6.3 

Gnoai 3 0 0.3 

Gstopped 2 0 1.1 

GF 
angle 1 6.6 0.4 

Gmin 
dis 7 5 6.1 

GAce 
angle 7 8 7 

GDec angle 5 8 5 

GDev 
angle 8 6 8 

Table 3.4: The list of the SFM and safety parameters with their calibrated values. Here, 
G1, G2, G3 are the clustered groups. 

Symbol Description Unit HBS DUT CITR 
G1 G2 G3 U G1 G2 U G1 G2 G3 U 

V o 
ij (PP ) Interaction strength m2 s −2 0.1 0.1 1.9 0.1 0.01 0.1 0.1 0.2 0.1 0.4 0.1 

V o 
ij (PC) Interaction strength m2 s −2 15.1 17.3 11.9 11.7 1.6 3.4 4.5 0.2 2.6 0.07 1.5 

V o 
ij (CP ) Interaction strength m2 s −2 — — — — 0.76 1.7 2.27 — — — — 

σ (PP ) Repulsive interaction range m 0.17 0.24 0.25 0.25 0.17 0.18 0.23 0.1 0.2 0.25 0.18 
σ (PC) Repulsive interaction range m 0.1 0.7 0.2 0.91 0.11 0.14 0.27 1.5 0.39 1.1 0.69 
λ Anisotropic parameter — 0.35 0.339 0.42 0.35 0.43 0.16 0.41 0.15 0.59 0.52 0.13 
SD Scaling factor for deviate action — 7.6 12 7.8 6 6 7 9.01 6.1 8.4 8.3 7.0 
VR Range of view m 18.4 10 12.3 
Dmin (PC) Critical spatial distance m 7.8 8 7 
SA Scaling factor for accelerate action — 6 
SC Scaling factor for conflict detection — 9 
Dmin (CC) Critical spatial distance m 8 
U o 

iB Interaction strength for obstacle m2 s −2 10 
γ (obstacle) Repulsive interaction range m 0.2 

Table 3.5: Quantitative results i.e., aADE(m) / aFDE(m) / SD(ms−1) / CI of the 
classical SFM and all versions of GSFM. Here, the bold number denotes the best score. 

Model pedestrian Vehicle 
HBS DUT CITR HBS DUT CITR 

GSFM-M1 0.745/0.807/0.338/0.0182 0.654/1.07/0.261/0.033 0.565/0.859/0.1742/0.0037 1.26/3.33/1.083 1.29/3.33/0.795 2.41/5.17/1.153 
GSFM-M2 0.747/0.812/0.333/0.0112 0.643/1.06/0.263/0.036 0.546/0.813/0.1754/0.0037 1.33/3.46/1.107 1.22/3.04/0.787 2.46/5.19/1.166 
GSFM-M3 0.766/0.854/0.338/0.0138 0.698/1.19/0.260/0.033 0.577/0.878/0.1742/0.0035 1.28/3.39/1.094 1.25/3.27/0.803 2.49/5.28/1.183 
GSFM-U 0.754/0.829/0.335/0.0127 0.705/1.22/0.265/0.030 0.577/0.880/0.1740/0.0035 1.30/3.42/1.097 1.41/3.51/0.842 2.49/5.29/1.180 
SFM 1.122/1.164/0.376/0.0305 1.499/2.26/0.263/0.036 1.185/1.791/0.2566/0.0123 — — — 
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Figure 3.7: Crowd-to-car interaction from the DUT data set. The first row shows the real 
trajectories and the second row depicts the simulated trajectories, at two subsequent time 
steps. Car’s trajectories are in black color. 

during group calibration (S8), GSFM-M3 is the model with FS and k-means where only 
the selected parameters by FS are calibrated in group calibration (S7), and GSFM-U 
denotes the universal model, i.e., the model with one set of parameters. Due to space 
restrictions, Table 3.4 visualizes only the the values of parameters in GSFM-U (denoted 
as U) and GSFM-M2, for each data set. Here, G1, G2, G3 denote the clusters or groups. 

3.7 Evaluation 

As a quantitative evaluation, we compare all our models, namely GSFM-M1, GSFM-
M2, GSFM-M3 and GSFM-U and the classical SFM proposed in [76]. We calibrate all 
parameters of the classical SFM for each data set using the GA in Section 3.6.2 and the 
fitness function in Eq. (3.11), for a fair comparison. The performances of these models are 
evaluated by the metrics given in Section 3.7.1 on the extracted interaction scenarios from 
the HBS, DUT and CITR data sets (summarized in Table 3.1). We select three example 
scenarios among all to evaluate the performance of our model qualitatively. We run all 
simulations on an Intel® Core™i5 processor with 16 GB RAM. 

3.7.1 Evaluation Metrics 

To evaluate the performance of the proposed models in terms of how realistic the resulting 
trajectories are, we consider two most commonly used metrics [77, 55], namely average 
displacement error (ADE) and final displacement error (FDE), together with two other 
metrics: 

• Adjusted Average Displacement Error (aADE): ADE computes the pairwise 
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Figure 3.8: Pedestrians-to-cars crossing scenario from the HBS data set. The dotted lines 
represent the real trajectories and the solid lines are the simulated trajectories. Trajecto-
ries are visualized at two subsequent time steps. 

mean square error (in meter m) between the simulated and real trajectories of each 
agent over all positions and averages the error over all agents. In our extracted sce-
narios, the trajectory length of agents k are different; thus, we choose an adjusted ver-
sion of ADE to evaluate our models’ performance more precisely: aADE = k0 

k ADE, 
with k0 as a predefined trajectory length (i.e., number of time steps), assuming that 
the error in trajectory modeling increases linearly. 

• Adjusted Final Displacement Error (aFDE): FDE calculates the average dis-
placement error (in m) of the final point of all agents. We also adjust FDE like 
aADE. 

• Speed Deviation (SD): the SD metric is for measuring the pairwise speed differ-
ence (in ms−1) of simulated and real speed of each agent over all time steps and 
averaging these difference over all agents. SD is adjusted as aADE. 

• Collision Index (CI): We choose the CI metric to penalize any collision of pedes-
trian(s) with the car(s). For each pedestrian i, CI ∈ [0, 1] is described as the portion 
of the simulated trajectory of i that overlaps with any car’s occupancy. CI = 0 means 
no collision. CI is averaged over all pedestrians and adjusted as other metrics. 

3.7.2 Results 

Table 6.2 visualizes the performances of the GSFM-M1, GSFM-M2, GSFM-M3, GSFM-U 
and the classical SFM models on the HBS, DUT and CITR data sets, evaluated using 
the above-described metrics. In column entries of Table 6.2, for pedestrians, we reported 
four scores that are aADE, aFDE, SD, and CI, respectively and for cars, three scores are 
shown as CI is only calculated from the perspective of pedestrians. The bold number 
indicates the best score. In all criterion, the GSFM-M1 and GSFM-M2 models perform 
similarly, and both these models outperform the universal model GSFM-U, but GSFM-M3 
performs mostly similar to GSFM-U. All versions of GSFM model always perform better 
than the classical SFM. For all data sets, the average errors of our best-performed model 
in trajectory modeling, i.e. aADE and aFDE is range from 0.5 m to 1 m for pedestrian, 
which considers as a good result given the stochasticity in pedestrians behaviors and also 
similarities with the results presented in [78], a state-of-the-art trajectory prediction model 
of pedestrians that evaluated by pedestrian-only scenarios. However, the aADE/aFDE 
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scores of our model for vehicles is comparatively higher than pedestrians, i.e. bigger error, 
mainly for the CITR data set. One reason behind this is the significant difference in 
simulated and real speeds of vehicles. Thus, improving our vehicle motion modeling, e.g., 
by considering different motion patterns and speed profiles of vehicles, is part of our future 
work. 
In all cases, the collision index CI is minimal, which indicates all models simulate 

collision-free trajectories for most of the time. Moreover, in terms of CI, our models 
perform much better than SFM for the CITR and HBS data sets, but due to higher 
pedestrian density in DUT, the performance of our models drop and become similar to 
SFM. For SFM, the entries for cars are empty because the classical SFM can only model 
pedestrian motions. Thus, in SFM, during the simulation of the extracted scenarios, the 
cars follow their real trajectories. 

Figure 3.9: Pedestrians-to-car interaction from the CITR data set. The trajectories of road 
users: real, simulated in GSFM-U, and simulated in GSFM-M2 are visualized respectively, 
from left to right. 
To show the differences in the DUT, HBS and CITR data sets and the capability of 

our model to address these differences, we choose one scenario from each data set and 
simulate each scenario in GSFM-M2. In all Figures 3.7, 3.8, and 3.9, the dotted lines 
indicate the real trajectory and the solid lines represent the simulated trajectories of road 
users. In Figure 3.7 and Figure 3.8, the real and simulated trajectories are visualized at 
two specific subsequent time steps. The black lines in Figure 3.7 and Figure 3.9 indicate 
the trajectories of car and the color-coded lines depict the trajectories of pedestrians. 
Figure 3.7 visualizes a crowd-to-car interaction scenario from the DUT data set. Here, 

the first row shows the real trajectories of the involved road users, and the second row 
visualizes the simulated trajectories. Most of the DUT scenarios contain a large number 
of pedestrians, as shown in Figure 3.7. 
Figure 3.8 depicts a complex pedestrians road crossing example with cars coming from 

two directions, extracted from the HBS data set. Both in simulation and reality, both cars 
stop to let the pedestrians cross first, which is a common phenomenon in HBS scenarios. 
Figure 3.9 shows a pedestrians-to-car interaction scenario from CITR. As visualized in 

Figure 3.9, GSFM-U simulates all pedestrians in a similar style, while in GSFM-M2, pedes-
trians follow different motion patterns. Thus, the simulated trajectories of pedestrians in 
GSFM-M2 are more identical to their real trajectories than the trajectories generated by 
GSFM-U. 
To sum up, in all example scenarios, our model realistically simulates complex interac-

tions among pedestrians and car(s). Table 6.2 shows that our model performs satisfactorily 
for all data sets. Thus, our model was able to model scenarios from new data sets convinc-
ingly (i.e. CITR and DUT) with minimal effort compared to traditional approaches (i.e. 
starting modeling process from scratch for each new case), through the integration of new 
types of interactions into the model and largely automated calibration process. This eval-
uates the generalizability of our model. Plus, the results of our quantitative evaluation and 

36 



Effect of Pedestrians and Crowds on Vehicle Motion and Traffic Flow 

the visualization and discussion of the scenario in Figure 3.9 state that the performance 
of our model is improved due to heterogeneous motion patterns of pedestrians. 

3.8 Conclusion 

In this chapter, we proposed a procedure to formulate general motion models and applied 
this process to extend our Game-Theoretic Social Force Model (GSFM) towards a gen-
eral model for generating realistic trajectories of pedestrians and cars in different shared 
spaces. Secondly, we applied and examined two clustering approaches namely, Principal 
Component Analysis (PCA) with the k-means algorithm and k-means with the forward 
selection method, to recognize and model different motion patterns of pedestrians. 
We calibrated, validated, and evaluated our model using three shared space data sets, 

namely the HBS, DUT and CITR data sets. These data sets differ from one another in 
terms of spatial layout, types of interactions, traffic culture and density. In both quanti-
tative and qualitative evaluation process, our model performed satisfactorily for each data 
set, which evinces that by following a systematic procedure with a well-defined calibration 
methodology, a shared-space model can adapt to a new environment and model a large 
variety of interactions. The results also indicate that the heterogeneity in pedestrians 
motion improves the performance of our model. 
Our future research will focus on improving the motion model for vehicles, adding new 

modalities (e.g., cyclists) into our model, calibrating the model parameters for a wider 
range of interactions (e.g., vehicle-to-vehicle complex interaction), recognizing different 
motion patterns of other user types such as vehicles, and calibrating and evaluating our 
model using more open-source data sets of shared spaces. Most significantly, we shall 
study large scenarios with a larger number of participants to investigate the scalability of 
different interaction types and also our simulation model. 
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Chapter 4 

Social Force Model with Model 
Predictive Control for 
Longitudinal Vehicle Control in 
Pedestrian-Dense Scenarios 

This chapter is derived from the published work in [79]. 

4.1 Background 

Pedestrian safety has always been the main concern of the traffic system. In U.S., from 
year 2007 to 2016, the percentage of pedestrian fatalities in total fatalities has increased 
from 11% to 16%[80]. In the statistics of 2016, 72% of pedestrian fatalities does not 
happen at intersection, which means these fatalities happen at places where there is no 
traffic signal controlling the priorities of the traffic participants. Therefore, it is important 
to study such unsignalized scenarios, especially for autonomous vehicles that have the 
ability to automatically adjust their speed hence avoid errors caused by human drivers. In 
this study, a specific unsignalized scenario is considered, in which the autonomous vehicle 
needs to drive through a crowd of pedestrians. Pedestrian crowd with high density (e.g. 
larger than 10 pedestrians) is the main focus. 
To cope with this scenario, this study proposed a model-based predictive control strategy 

that incorporates a pedestrian motion prediction model to achieve the longitudinal speed 
regulation. Model predictive control (MPC) [81] has been used for vehicle longitudinal 
speed regulation for a long time. Most studies about MPC longitudinal speed regulation 
focuses on problems such as keeping a desired distance to the front vehicle, e.g., adaptive 
cruise control [82], or dealing with big obstacles that appear in the front, e.g., yielding to a 
cut-in vehicle [13]. This study entered into a new area of using MPC for vehicle-pedestrian 
interaction scenario, which has not been properly addressed yet. 
Since pedestrian motion is affected by various factors, it is necessary to find an appro-

priate model that can effectively describe the vehicle-pedestrian interaction. Most existing 
studies explored only the interaction between the vehicle and a couple of pedestrians, in 
which theories such as gap acceptance and time to collision have been used to determine 
the pedestrian’s intention [8]. In [83], a social force model [15] appended with the vehicle 
influence was proposed to predict the pedestrian’s motion for the vehicle speed regulation. 
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Figure 4.1: The structure of the proposed MPC-VCI longitudinal speed regulation strategy 

However, this model doesn’t consider the interaction with high-density pedestrians and 
the proposed vehicle speed regulation method has no predictive ability. In our previous 
work [17], a social force based vehicle-crowd interaction (VCI) model was proposed to 
predict the motion of pedestrian crowd of any density, in which each individual pedestrian 
motion is subject to surrounding pedestrians and incoming vehicles. This study combined 
our previous work with the long-established MPC by designing the customized state con-
straints and the cost function to address the longitudinal speed regulation problem. The 
proposed method can keep the vehicle from a safe distance to the closest pedestrian in 
front, and in the meantime, try to maintain its desired speed as much as possible. 
The flowchart of the combined MPC-VCI method is illustrated in figure 4.1. Vehicle-

pedestrian interaction is evaluated at each time step k. The future N -step pedestrian 
motion is then predicted and provided with MPC. MPC utilizes the predicted motion to 
formulate a standard quadratic programming (QP) problem. By solving this QP problem, 
the optimized control is obtained and consequently applied to the vehicle. 
The rest of the chapter is organized as follows. Section 2 outlines the vehicle-crowd 

interaction model with emphasis of the slightly modified vehicle influence. Section 3 details 
the MPC based longitudinal speed regulation policy, which includes vehicle dynamics, 
MPC synthesis, QP generation, and complete algorithm. Section 4 presents the evaluation 
procedure, followed by simulation results in section 5. In the end, section 6 concludes the 
chapter. 

4.2 Pedestrian Motion Prediction 

4.2.1 Vehicle-Crowd Interaction Model 

A social force based vehicle-crowd interaction (VCI) model [17] is used for the pedestrian 
motion prediction under the vehicle influence. In this model, each pedestrian motion 
xi ∈ R2 is governed by 2D planar point-mass Newtonian dynamics subject to a total force 
Fi ∈ R2 consisting of several sub-forces: 

d2 xi 
dt2 = 

vi 
dt 

= ai = 
Fi 
m 
, (4.1) 
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where 
Fi = 

 

j∈Q(i) 

(f ij r + f ij c + f ij n ) + f i v + βi(f i v) · f i d. 

j ∈ Q(i) denotes the index of nearby pedestrians around pedestrian i. f ij r , f
ij 
c , f

ij 
n are 

social forces, which denote the repulsive (attractive) force, the collision force, and the 
navigational force from pedestrian j to pedestrian i, respectively. f i v is the vehicle influence 
on pedestrian i, which is also a repulsive force with a specific direction. f i d is the destination 
force that drives the pedestrian to the temporary destination. βi(f iv) ∈ [0, 1] is a scalar 
that adjusts the magnitude of f i d. Details of modeling the above sub-forces can be found 
in [17]. 

4.2.2 Vehicle Influence 

Based on the original vehicle influence proposed in [17], some parameters of the model was 
slightly modified to be more suitable for this specific interaction problem. When the vehicle 
longitudinal speed is less than 0.2m/s, the vehicle is simply regarded as a rectangular static 
obstacle. Roughly speaking, the vehicle influence can be viewed as a potential field subject 
to the change of the vehicle speed. Figure 4.2 shows the magnitude and the direction of 
f i v in the surrounding area of the vehicle with different vehicle longitudinal speed. 

4.2.3 Motion Prediction 

To predict pedestrian motion, it’s assumed that all pedestrian state at time t = t ′ can be 
correctly obtained, which means the sensing capability of the vehicle is perfect. In the 
prediction process, it is also assumed that the vehicle moves at a constant longitudinal 
speed the same as the current speed. Pedestrian motion at t > t ′ is then calculated by 
iteratively applying the pedestrian dynamics in equation (4.1). 

4.3 Longitudinal Speed Regulation 

4.3.1 Vehicle Dynamics 

This study only considers longitudinal speed regulation, so a planner vehicle model with 
only longitudinal dynamics [13] is sufficient for this study: 

M ̈s(t) + α ̇s(t) = Ft(t) − Fb(t) (4.2) 

where s is vehicle longitudinal position, M is the vehicle mass, α is a linearized friction 
coefficient, and Ft, Fb are traction force and brake force of the vehicle, respectively. 
Let x = [x1, x2]T = [s, ṡ]T ∈ R2 be a state vector of the vehicle position and speed. 

Equation (4.2) can be written as matrix form. Furthermore, with discretization time ∆t, 
the discretized vehicle dynamics can be obtained: 

x(k + 1) = Ax(k) + Bu(k) (4.3) 

where 

A = 

 
1 ∆t 
0 1− α∆t M 

 

, B = 

 
0 
∆t 
M 

 

, u(k) = Ft(k) − Fb(k). 
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Figure 4.2: The contour plot of vehicle influence at different longitudinal speed. The 
vehicle is located at (15, 15)T , facing positive x-axis. The vehicle length is 5, and vehicle 
width is 2. Blue arrows indicate the direction and the magnitude (arrow length) of vehicle 
influence force on a pedestrian located at the arrow position. As the longitudinal speed 
increases, the influence area expands. 
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4.3.2 Model Predictive Controller (MPC) Synthesis 

At time step k, with the vehicle dynamics (4.3) and current vehicle state x(k), future 
vehicle state x(k + n) can be obtained by iteratively applying the vehicle dynamics: 

x(k + n|k) = An x(k) + An−1 Bu(k|k) + An−2 Bu(k + 1|k)+ 

· · · + ABu(k + n − 2|k) + Bu(k + n − 1|k). (4.4) 

For simplicity, x(k + n) will be used instead of x(k + n|k) for the rest of the paper. 
Now, consider a MPC with N -step prediction horizon. The vehicle state from steps k+1 

to k + N can be combined and represented as following equation: 

X = Sxxk + SuU (4.5) 

where 

X = 

  

x(k + 1) 
x(k + 2) 

. . . 
x(k + N) 

  
∈ R2N , Sx = 

  

A 
A2 

. . . 
AN 

  
∈ R2N×2 , 

Su = 

  

B 0 . . . 0 
AB B . . . 0 
. . . 

. . . . . . 
. . . 

AN−1B . . . AB B 

  
∈ R2N×N , 

U = 

  

u(k) 
u(k + 1) 

. . . 
u(k + N − 1) 

  
∈ RN , xk = x(k) ∈ R2 . 

Due to the physical limitation of the vehicle, there are constraints on both the control 
action and the control action rate. Hence, ∀i = k + 1, . . . , k + N , we have 

|u(i)| ≤ umax (4.6) 

|∆u(i)| ≤ ∆umax. (4.7) 

A speed constraint is also considered: 

vmin ≤ x2(i) ≤ vmax, ∀i = k + 1, . . . , k + N. (4.8) 

To avoid collision between the vehicle and pedestrians, a safe distance dsafe to the closest 
pedestrian in front of the vehicle must be maintained all the time. Since the previous 
defined pedestrian model can predict the pedestrian motion under vehicle influence in 
future N steps, the predicted pedestrian information can be used by MPC to maintain the 
safe distance in N steps. 
This pedestrian safety is formulated as a hard constraint on the vehicle state: 

x1(i) − x p(i) ≥ dsafe, ∀i = k + 1, . . . , k + N (4.9) 

where xp(i) is position of the closest pedestrian in front of the vehicle in the axis of vehicle’s 
longitudinal position. 
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4.3.3 Cost Function Design and Quadratic Programming (QP) Problem 
Formulation 

The ultimate goal of the MPC is to find a control sequence U = [u(k), u(k+ 1), . . . , u(k+ 
N − 1)]T at every x(k) such that the vehicle obeys both the state constraints and the 
pedestrian safety requirement, while in the meantime, tries to keep the desired speed vd 

as much as possible. Therefore, the cost function is designed as how close the vehicle will 
keep its desired speed: 

J(k) = (ArX − Vr)
T Q(ArX − Vr) (4.10) 

where Q is the quadratic cost, Vr = [vr, vr, . . . , vr]T ∈ RN represents the reference speed 
in N steps, and

Ar = 

  

0 1 0 0 . . . 0 0 
0 0 0 1 . . . 0 0 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

0 0 0 0 . . . 0 1 

 ∈ RN×2N 

which extracts the velocity states from X. 
Substituting equation (4.5), we can rewrite the cost function as: 

J(k) = U T HU + 2FU + Y (4.11) 

where 

H = S T 
u A T 

r QArSu 

F = (ArSxxk − Vr) 
T QArSu 

Y = (ArSxxk − Vr)
T Q(ArSxxk − Vr) = const. 

Similarly, by substituting equation (4.5) and rearrange the constraint equations, the state 
constraints can be rewritten as: 

AuU ≥ −Umax (4.12) 

−MuU ≥ −∆Umax − u0 (4.13) 

MuU ≥ −∆Umax + u0 (4.14) 

−MvSuU ≥ −Vmax + MvSxxk (4.15) 

MvSuU ≥ Vmax − MvSxxk (4.16) 

−MxSuU ≥ Dsafe − X p + MxSxxk (4.17) 

where 

Umax = [umax, umax, . . . , umax]
T ∈ R2N , 

∆Umax = [∆umax,∆umax, . . . ,∆umax]
T ∈ RN , 

u0 = [u(k − 1), 0, . . . , 0] T ∈ RN , 

Vmax = [vmax, vmax, . . . , vmax]
T ∈ RN , 

Vmin = [vmin, vmin, . . . , vmin]
T ∈ RN , 

Dsafe = [dsafe, dsafe, . . . , dsafe]
T ∈ RN , 

Xp = [x p(k + 1), xp(k + 2), . . . , xp(k + N − 1)] T ∈ RN , 
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Au = 

  

−1 0 . . . 0 
1 0 . . . 0 
0 −1 . . . 0 
0 1 . . . 0 
. . . 

. . . 
. . . 

. . . 
0 0 . . . −1 
0 0 . . . 1 

  

∈ R2N×N , 

Mu = 

  

1 0 . . . 0 0 
−1 1 . . . 0 0 
0 −1 . . . 0 0 
. . . 

. . . 
. . . 

. . . 
. . . 

0 0 . . . −1 1 
0 0 . . . 0 −1 

  

∈ RN×N , 

Mv = Ar,Mx = 

  

1 0 0 0 . . . 0 0 
0 0 1 0 . . . 0 0 
. . . 

. . . 
. . . 

. . . 
. . . 

. . . 
. . . 

0 0 0 0 . . . 1 0 

  
∈ RN×2N . 

Finally, the optimal control sequence U∗ can be obtained by solving the following stan-
dard QP problem: 

U ∗ = arg min
U 

(U T HU + 2FU + Y ) (4.18) 

subject to equations from (4.12) to (4.17). 
This QP problem can be easily solved by standard QP toolbox. In this study, the 

’mpcqpsolver’ in Matlab is used to solve this QP problem. Once U∗ is obtained, The first 
action of U∗ is applied for the current step. 

4.3.4 MPC Feasibility and Supplementary Proportional-integral-
derivative (PID) Control 

Due to the highly uncertainty of the pedestrian-dense traffic scenario, solving the above 
QP problem for MPC might be infeasible. In this study, a classical PID approach [84] is 
proposed to supplement the MPC. At any time step, when the MPC cannot find a feasible 
solution, the controller switches to PID approach. To maintain the safe distance dsafe, a 
reference longitudinal speed vPIDr (k) for PID is determined based on the current distance 
to the closest pedestrian in front xp(k) − x1(k), as shown in figure 4.3. The discrete-time 
PID control action is obtained as follows: 

u(k) = −[u p(k) + ui(k) + ud(k)] (4.19) 

where 

u p(k) = K p e(k), 

ui(k) = Kie(k)∆t+ ui(k − 1), 

ud(k) = Kd[e(k) − e(k − 1)]/∆t, 

e(k) = x2(k) − v PID 
r (k), 

and Kp,Ki,Kd are PID parameters. 
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Figure 4.3: The longitudinal reference speed for the PID controller. A buffer distance is 
designed to gradually change the reference speed. 

Table 4.1: Parameters for the longitudinal speed regulation 

Parameter Tuned Value Unit 
M 1000 kg 
α 100 N(m/s)−1 

∆t 0.05 s 
umax 8000 N 
vr 4 m/s 
N 15 

∆umax 1000 N 
K p 300 
dsafe 8 m 
vmax 20 m/s 
Ki 10 

dbuffer 10 m 
vmin 0 m/s 
Kd 100 
Q IN 
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Figure 4.4: The scenario to be evaluated in the simulation. An autonomous vehicle inter-
acts with a crowd of crossing pedestrians. There is no road layout, so that the vehicle and 
pedestrians have the same priority. The objective of the autonomous vehicle is to keep a 
safe distance to the closest pedestrian in front while tries to keep the desired longitudinal 
speed as much as possible. It is assumed that the vehicle can only move longitudinally, so 
this study doesn’t consider steering action. 

4.3.5 Overall Algorithm 

Table 4.1 shows all the parameters for the vehicle dynamics, the MPC, and the PID, which 
are manually tuned in the simulation. The overall algorithm to regulate the longitudinal 
speed of the autonomous vehicle is summarized in Algorithm 2. 

Algorithm 2 MPC+PID longitudinal speed regulation 
control action u(k) initialization 

for each time step k do obtain x(k) and all pedestrian states predict pedestrian motion 
and obtain Xp solve for U ∗ = arg min

U 
(UTHU + 2FU + Y ) MPC is feasible apply u(k) = 

U ∗ (1) apply u(k) = fPID(x(k), x p(k)) 

4.4 Evaluation 

A classical pedestrian crossing scenario was designed to evaluate the proposed MPC, as 
illustrated in figure 4.4. The actual (not predicted) pedestrian motion is also generated by 
aforementioned VCI model [17]. The simulation was repeatedly conducted for 2000 times. 
For each simulation, pedestrians were randomly initialized inside a rectangular area, so 
that situations of different pedestrian patterns can be covered. 
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Figure 4.5: Screen-shots of an example of simulation at t = 5, 6.25, 7.5, 8.75, 10, 11.25 
(s), respectively. Red circles indicate crossing pedestrians. Black rectangle indicates the 
autonomous vehicle using MPC approach. 

The major evaluation criteria is the time spent for the autonomous vehicle to complete 
the vehicle-pedestrian interaction. The same number of simulations with pure PID ap-
proach on the vehicle was also conducted for the comparison purpose, because PID is 
regarded as the most efficient traditional approach for the longitudinal speed regulation. 
Either using MPC or PID, different simulation might generate different interaction re-

sults, in which the vehicle might stop and wait for the pedestrian crossing, or directly 
drive through the pedestrian crowd without stopping and waiting. The reason is that 
when pedestrians interact with the autonomous vehicle, different pedestrian positions at 
any time t = t ′ result in different vehicle speed regulation, which further increases the 
uncertainty of pedestrian motion at time t > t ′ . Therefore, the simulation was evaluated 
based on 3 different situations: 

• General Situation: consider the entire simulation results. 

• Stop-and-Wait Situation: consider situations when both MPC and PID approaches 
stop and wait for pedestrian crossing. 

• Non-stop Situation: consider situations when both MPC and PID approaches do 
not stop and wait. 

4.5 Result 

4.5.1 Comparison Between MPC and PID 

To visually illustrate the simulation result, figure 4.5 shows the screen-shots of one sim-
ulation example. The corresponding video is available online.1 In this example, the au-
tonomous vehicle slightly adjusted its longitudinal speed and successfully completed the 
vehicle-pedestrian interaction. 
Figure 4.6 shows the change of the vehicle state and controller state. In this particular 

example, MPC approach generates smoother longitudinal speed than PID approach. 
The 2000 simulation results in scenarios of a number of 30 pedestrians were used for 

further analysis, which is divided into following 3 situations: 

• Difference of total time spent to complete the interaction in General Situation. 

• Difference of longest time spent to wait for pedestrian crossing in Stop-and-Wait 
Situation. 

• Difference of total time spent to complete the interaction in Non-stop Situation. 
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Figure 4.6: An example of performance comparison between MPC approach (left column) 
and PID approach (right column). In general, since MPC approach can predict the future 
trajectories of pedestrians, it generates smoother longitudinal velocity than PID approach. 
Note that half of the vehicle length (2.5m) is subtracted in the distance to the closest 
pedestrian in front. 

Figure 4.7: The difference of total time spent to complete the interaction between MPC 
approach and PID approach in all situations. The histogram is almost symmetric with a 
slight shift to the left (approximately 1s), which indicates the total time spent in MPC 
approach is generally shorter than PID approach. 

48 



Effect of Pedestrians and Crowds on Vehicle Motion and Traffic Flow 

Figure 4.8: The difference of the longest time spent to wait for pedestrian crossing between 
MPC approach and PID approach in situations where both approaches stop and wait for 
pedestrian crossing. In the histogram, the slight shift to the left indicates the longest 
waiting time in MPC approach is generally shorter than PID approach. 

Figure 4.9: The difference of total time spent to complete the interaction between MPC 
approach and PID approach in situations where both approaches do not stop and wait. 
The histogram strongly indicates that the total time spent in MPC approach is shorter 
than PID approach. 
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Figures 4.7, 4.8, and 4.9 show the histograms of the time difference for the above 3 
situations. In general, the MPC approach is better than PID approach. Detail description 
can be found in the figure captions. 

4.5.2 Different Pedestrian Density 

Simulations of different pedestrian density were also conducted. The numerical results are 
shown in table 4.2.2 Generally speaking, the MPC approach is better than PID approach 
in terms of the time to complete the interaction, although the performance degrades as 
the pedestrian density decreases. 
There is a steady-state error of ≈ 0.16m/s at the desired speed vr = 4m/s for the 

PID approach. The maximum delay caused by this steady-state error to complete the 
interaction is ≈ 0.4s, which is calculated by assuming vPID 

r = vr all the time. Therefore, if 
the maximum delay of PID is considered, MPC approach is still better than PID approach 
in pedestrian-dense scenario (30 pedestrians in the simulation). However, in less-dense 
scenarios (20 or 10 pedestrians), it is hard to conclude that MPC approach is better than 
PID approach, although the simulation result still shows negative time difference. 

4.6 Conclusion 

This chapter investigated the possibility of applying model predictive control (MPC) sup-
plemented with social force based vehicle-crowd interaction (VCI) model to regulate the 
longitudinal speed of the autonomous vehicle that faces a crowd of crossing pedestrians. 
The MPC problem was formulated based on state constraints and a safe distance to achieve 
collision avoidance and maximally maintaining desired speed. The formulation was suc-
cessfully converted into a standard quadratic programming (QP) problem, which can be 
easily solved by standard QP toolbox. Preliminary results demonstrated the merits of the 
proposed MPC approach by comparing it with classical pure PID approach. 
Future work is required to solve the following issues: 

• In the pedestrian motion prediction process, this constant vehicle speed assumption 
can be improved by incorporating the VCI model into the MPC synthesis. Because 
of the non-linearity of VCI model, this incorporation requires modifying the VCI 
model so that the MPC can be properly synthesized and successfully solved. 

1https://youtu.be/JlR3aZ1saDU 
2N.A. in column 3 row 4: The number of instances in this situation is very small, hence the result is 

not provided here. 

Table 4.2: Average Time Difference (in seconds) Between MPC and PID Approaches with 
Different Pedestrian Density in Different Situations (A. General: time spent to complete 
the interaction in all situations; B. Stop-and-Wait: longest waiting time when both ap-
proaches stop and wait for pedestrian crossing; C. Non-stop: time spent to complete the 
interaction when both approaches do not stop and wait) 

# of Ped. General Stop-and-Wait Non-stop 
30 -1.2665 -1.9457 -0.9843 
20 -0.5243 -1.8338 -0.7630 
10 -0.4153 N.A. -0.5394 
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• The performance of the PID approach can be improved by systematically tuning 
the PID parameters. Specifically, the steady-state error should be minimized or 
eliminated, and other effects such as rise time, overshot, settling time, and stability 
should also be carefully treated. 

• In addition to hard constraints on the control action, a quadratic term of control 
effort could also be included in the MPC cost function, so that the overall MPC 
performance can be improved by taking the control action in consideration. 
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Chapter 5 

Predicting Pedestrian Crossing 
Intention 

This chapter is derived from the published work in [85]. 

5.1 Background 

Autonomous driving technology has made significant progress in the past few years. How-
ever, to develop vehicle intelligence that is comparable to human drivers, understanding 
and predicting the behaviors of traffic agents is indispensable. This chapter aims to develop 
behavior understanding algorithms for vulnerable road users. Specifically, a vision-based 
pedestrian crossing intention prediction algorithm is proposed. 
Behavior understanding plays an crucial role in autonomous driving system. It es-

tablishes trust between people and autonomous driving vehicles. By explicitly showing 
passengers how the system make its decisions, people will be more willing to accept this 
technology. 
In level 4 autonomous driving, pedestrian crossing behavior is one of the most impor-

tant behaviors that needs to be studied urgently. In urban scenarios, vehicles frequently 
interact with crossing pedestrians. If the autonomous system failed to handle vehicle-
pedestrian interaction, casualties will most likely occur. With accurate intention predic-
tion, the decision-making and planning modules in autonomous driving systems can access 
additional meaningful information, hence generating more safe and efficient maneuvers. 
Nowadays, visual sensors such as front-facing cameras are becoming the standard con-

figuration of autonomous driving systems. In the tasks of object detection and tracking, 
both the software and hardware of vision components are mature and ready for mass 
production. This provides a perfect platform on which vision-based behavior prediction 
algorithms can be deployed. Researchers and engineers in the prediction field can just 
focus on algorithm design. When the algorithm is ready, deployment becomes relatively 
trivial. This makes the proposed algorithm, vision-based pedestrian intention prediction 
promising. As long as the prediction algorithm is appropriately tested and verified, mass 
deployment becomes straightforward. 
Vision-based pedestrian crossing intention prediction has been explored for several years. 

Early works [86] usually utilized a single frame as input to a convolutional neural network 
(CNN) based prediction system. This approach ignores the temporal aspect of image 
frames, which play a critical role in the intention prediction task. Later on, with the 
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Figure 5.1: Predicting pedestrian crossing intention is a multi-modal spatio-temporal prob-
lem. Our method fuses inherently different spatio-temporal phenomena with CNN-based 
visual encoders, RNN stacks, and attention mechanisms to achieve state-of-the-art perfor-
mance. 
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maturity of recurrent neural networks (RNNs), pedestrian crossing intention was predicted 
by considering both the spatial and temporal information [87, 88, 89]. This led to different 
ways of fusing different features, e.g., the detected pedestrian bounding boxes, poses, 
appearance, and even the ego-vehicle information [90, 91, 92, 93, 94]. The most recent 
benchmark of pedestrian intention prediction was released by [95], in which the PCPA 
model achieved the state-of-the-art in the most popular dataset JAAD [86]. However, 
PCPA lacks the consideration of global contexts such as road and other road users. We 
believe they are nonnegligible in pedestrian crossing intention prediction. Furthermore, 
the existing fusion strategies may not be optimal. 
In this work, we focus on improving the performance of vision-based prediction of pedes-

trian crossing intention, i.e., whether a pedestrian detected by a front-facing camera will 
cross the road or not in a short time horizon (1-2s). Our work leverages the power of deep 
neural networks and fuses the features from different channels. As shown in Figure 5.1, 
the proposed model considers both non-visual and visual information. They are extracted 
from a sequence of video frames 1-2s before the crossing / not crossing (C/NC) event. 
Non-visual information includes the pedestrian’s bounding box, pose key points, and ego-
vehicle speed. Visual information contains local context and global context. Local context 
is the enlarged pedestrian appearance based on the bounding box position. Global con-
text is the semantic segmentation of road, pedestrians (all pedestrians in the scene), and 
vehicles. They are used because they significantly affect the target pedestrian’s crossing 
decision. We proposed a hybrid way of fusing the the non-visual and visual features, which 
is justified by comparing different strategies of feature fusion. 
Our main contributions are as follows: 

• A novel vision-based pedestrian intention prediction framework for ADSs and 
ADASs. The proposed method employs a novel neural network architecture for 
utilizing different spatio-temporal features with a hybrid fusion strategy. 

• Extensive ablation studies on different feature fusion strategies (early, later, hier-
archical, or hybrid), input configurations (adding/removing input channels, using 
semantic segmentation masks as explicit global context), and visual encoder options 
(3D CNN or 2D convolution with RNN + attention) to identify the best model 
layout. 

• Demonstrating the efficiency of the proposed method on the commonly used JAAD 
dataset [86], and achieving state-of-the-art performance on the most recent pedes-
trian action prediction benchmark [95]. 

5.1.1 Related Work 

Vision-based pedestrian crossing prediction traces back to the works [96] that utilize the 
Caltech Pedestrian Detection Benchmark [97]. However, the Caltech dataset does not 
explicitly annotate the crossing behavior of the pedestrians. This gap was later filled 
by the introduction of JAAD dataset [86] that offers high-resolution videos and explicit 
crossing behavior annotations. With the release of JAAD dataset, a simple baseline was 
also created that uses a 2D convolutional neural network (CNN) to encode the features in 
a given previous frame and then uses a linear support vector machine (SVM) to predict 
the C/NC event. 
Spatio-temporal modeling. Instead of using a single image, most recent works use 
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image sequences as input to the prediction model due to the importance of temporal 
information in the prediction task. This leads to spatio-temporal modeling. 
Spatio-temporal modeling can be achieved by first extracting visual (spatial) features 

per frame via 2D CNNs [98] or graph convolution networks (GCNs) [99], and then feeding 
these features into RNNs such as long-short term memory (LSTM) model [100] and gate 
recurrent unit (GRU) model [101]. For example, [87, 88, 89] use 2D convolution to extract 
the visual features from image sequence, and RNNs to encode the temporal information 
among these features. The encoded sequential visual features are fed into a fully-connected 
layer to obtain the final intention prediction. 
Another way of extracting the sequential visual features is utilizing 3D CNN [102]. It 

directly captures the spatio-temporal features by replacing the 2D kernels of the convolu-
tion and the pooling layers in 2D CNN with 3D counterparts. For example, [103, 104] use 
3D CNN based framework (3D DenseNet) to directly extract the sequential visual features 
from the pedestrian image sequence. The final prediction is achieved in a similar way of 
using a fully-connected layer. 
The crossing intention prediction task can also be combined with scene prediction. A 

couple of works [105, 106] attempted to decompose the prediction task into two stages. In 
the first stage, the model predicts a sequence of future scenes using an encoder/decoder 
network. Then, pedestrian actions are predicted based on the generated future scenes 
using a binary classifier. 
Feature fusion. Instead of end-to-end modeling of visual features, information such as 

pedestrian’s bounding box, body-pose keypoints, vehicle motion, and the explicit global 
scene context can also be modeled as separate channels as inputs to the prediction model. 
This requires a proper way of fusing the above information. 
For example, [90, 107, 108, 109, 91] introduced human poses/skeletons in pedestrian 

crossing prediction tasks since human pose can be considered as a good indicator of human 
behaviors. By extracting the pose keypoints from cropped pedestrian images, crossing 
behavior classifiers are built based on the human pose feature vectors. Improvement in 
prediction accuracy shows the effectiveness of using pose features. However, these methods 
either only rely on human pose features without considering other important features or 
pay less attention to feature fusion. 
Some other methods focused on novel fusion architecture. For instance, [92] proposed 

SF-GRU, a stacked RNN-based architecture, to hierarchically fuse five feature sources 
(pedestrian appearance, surrounding context, pose, bounding box, and ego-vehicle speed) 
for pedestrian crossing intention prediction. Nevertheless, this method does not take 
global context into account. [93] proposed a multi-modal based prediction system that 
integrates four feature sources (local scene, semantic map, pedestrian motion, and ego-
motion). The global context (semantic map) is utilized, but it lacks other important 
features such as human pose. [94] proposed a multi-task based prediction framework to 
take advantages of feature sharing and multi-task learning. It fuses four feature sources 
(semantic map, pedestrians’ trajectory, grid locations, and ego-motion). However, local 
context and human pose are not considered in the model. 
Very recently, more datasets such as PIE [89] and PePScenes [110] provide more an-

notations for fusing different features. A benchmark was also released with the PCPA 
model [95]. They create more room for researchers to explore the task of vision-based 
pedestrian crossing intention prediction. 
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Figure 5.2: Overview of the proposed pedestrian crossing intention prediction 
model. The yellow part denotes the fusion of visual features. 2D convolutional features 
of local context and global context are encoded by GRU and fed to the attention blocks 
respectively. Two outputs are concatenated as final visual features. The blue part denotes 
the fusion of local features (non-visual). These non-visual features are encoded by GRU 
and fused hierarchically, and then fed to an attention block to obtain the final non-visual 
features. The red part denotes the final fusion. Final visual features and final non-visual 
features are concatenated and fed to an attention block. A fully-connected (FC) layer is 
then applied to make the final prediction. 

5.2 Proposed Method 

5.2.1 Problem formulation 

The task of vision-based pedestrian crossing intention prediction is formulated as follows. 
Given a sequence of observed video frames from the vehicle’s front view and the relevant 
information of ego-vehicle motion, the goal is to design a model that can estimate the 
probability of the target pedestrian i’s action At+n 

i ∈ {0, 1} of crossing the road, where t 
is the specific time of the last observed frame and n is the number of frames from the last 
observed frame to the crossing / not crossing (C/NC) event. 
In the proposed model, explicit features such as pedestrian’s bounding box, pose key-

points, local context (cropped image around the pedestrian), and global context (semantic 
segmentation) are firstly extracted. They are used together with the vehicle’s speed as 
separate channels that serve as the input to the prediction model. Therefore, our model 
has the following input sources: 

• The sequential local context around pedestrian i: 

Cli = {c t−m 
li , c t−m+1 

li , ..., c t li}; 
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• The 2D location trajectory of pedestrian i denoted by bounding box coordinates 
(top-left points and bottom-right points): 

Li = {l t−m 
i , l t−m+1 

i , ..., l t i}; 

• Pose keypoints of pedestrian i: 

Pi = {pt−m 
i , pt−m+1 

i , ..., pt i}; 

• Speed of ego-vehicle: 
S = {s t−m , s t−m+1 , ..., s t}; 

• The sequential global context denoted by the mask of semantic segmentation: 

C g = {c t−m 
g , c t−m+1 

g , ..., c t g}. 

Each source has a sequence of length m + 1. The input sources are illustrated in Figure 
5.2. 

5.2.2 Input acquisition 

Local context and 2D location trajectory. Local context Cli provides visual features 
of the target pedestrian. 2D location trajectory Li gives the position change of the target 
pedestrian in the image. They can be extracted by a detection (e.g. YOLO [111]) and 
tracking (e.g. SORT [112]) system. In our work, we directly use the ground truth Cli 
and Li from the dataset, because pedestrian detection and tracking are not the primary 
focus of this work. Specifically, the local context Cli = {ct−m 

li , ct−m+1 
li , ..., ct li} consists of 

a sequence of RGB images of size [224, 224] pixels around the target pedestrian. The 2D 
location trajectory Li = {lt−m 

i , lt−m+1 
i , ..., lt i} consists of target pedestrian’s bounding box 

coordinates, i.e., 
l t−m 
i = {x t−m 

it , yt−m 
it , x t−m 

ib , yt−m 
ib }, 

where xt−m 
it , yt−m 

it denotes the top-left point and xt−m 
ib , yt−m 

ib bottom-right point. 
Pedestrian pose keypoints. Pedestrian pose keypoints represent the target pedes-

trian’s detailed motion, i.e., the posture at each frame while moving. They can be obtained 
by applying a pose estimation algorithm on the local context Cli. Since the applied JAAD 
dataset does not provide ground truth pose keypoints, we utilize pre-trained OpenPose 
model [113] to extract the pedestrian pose keypoints Pi = {pt−m 

i , pt−m+1 
i , ..., pti}, where p 

is a 36D vector of 2D coordinates that contain 18 pose joints, i.e., 

p t−m 
i = {x t−m 

i1 , y t−m 
i1 , x t−m 

i2 , yt−m 
i2 , ..., x t−m 

i18 , y
t−m 
i18 }. 

Ego-vehicle speed. Ego-vehicle speed S is a major factor that affects the pedestrian’s 
crossing decision. It can be directly read from the ego-vehicle’s system. Since the dataset 
contains the annotation of ego-vehicle’s speed, we directly use the ground truth labels for 
the vehicle speed S = {st−m , st−m+1 , ..., st}. 
Global context. Global context Cg = {ct−m 

g , ct−m+1 
g , ..., ct g} offers the visual features 

that account for multi-interactions between the road and road users, or among road users. 
In our work, we use pixel-level semantic masks to represent the global context. The 
semantic masks classify and localize different objects in the image by labeling all the 
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pixels associated with the objects the a pixel value. Since the JAAD dataset does not have 
annotated ground truth of semantic masks, we use DeepLabV3 model [114] pretrained on 
Cityscapes Dataset [115] to extract the semantic masks and select important objects (e.g. 
road, street, pedestrians and vehicles) as the global context. For the model to learn the 
interactions between the target pedestrian i and these objects, the target pedestrian is 
masked by an unique label. The mask area uses the target pedestrian i’s bounding box 
(obtained from Li). The semantic segmentation of all input frames are scaled to be the 
size of [224, 224] pixels, which is the same as the local context. 

5.2.3 Model architecture 

The overall architecture is shown in Figure 5.2. It consists of CNN modules, RNN modules, 
attention modules, and a novel way of fusing different features. 
CNN module. We use VGG19 [98] model pre-trained on ImageNet dataset [116] to 

build the CNN module. Sequential RGB images are collected as a 4D array input with 
the dimensions of [number of observed frames, row, cols, channels] ([16, 224, 224, 3] in this 
work), and then loaded by the CNN module. First, the feature map of every image from 
the fourth maxpooling layer of VGG19 is extracted with size [512, 14, 14]. Second, every 
feature map is averaged by a pooling layer with a 14 × 14 kernel, and then flattened 
and concatenated, to obtain a final feature tensor with size [16, 512], as sequential visual 
features. 
RNN module. We use gated recurrent unit (GRU) [101] to build the RNN module. 

The reason of choosing GRU is that GRU is more computationally efficient than its coun-
terpart LSTM [100], which is older, and its architecture is relatively simple. The applied 
GRUs have 256 hidden units, which result in a feature tensor of size [16, 256] 
Attention module. Attention module [117], by selectively focusing on parts of features, 

is used for better memorizing sequential sources. Sequential features (e.g. the output of 
RNN-based encoder) are represented as hidden states h = {h1, h2, ..., he}. The attention 
weight is computed as: 

α = 
exp(score(he, h̃s))  
s ′ exp(score(he, h̃s ′ )) 

, 

where score(he, h̃s) = hTe Wsh̃s and Ws is a weight matrix. Such attention weight trades 
off the end hidden state he with each previous source hidden state h̃s. The output vector 
of the attention module is produced as 

Vattention = tanh(Wc[hc; he]), 

where Wc is a weight matrix, and hc is the sum of all attention weighted hidden states as 
hc = 

 
s ′ α h̃s ′ . The output of the attention module in our work is a feature tensor with 

size [1, 256]. 
Hybrid fusion. We applied a hybrid way of fusing the features from different sources. 

The strategy is shown in Figure 5.2. The proposed architecture has two branches, one for 
non-visual features and one for visual features. 
The non-vision branch fuses three non-visual features (bounding boxes, pose keypoints, 

and vehicle speed). They are hierarchically fused according to their complexity and level 
of abstraction. The later stage of fusion, the closer impact of the fused feature on final 
prediction. This is illustrated in Figure 5.2(a). First, sequential pedestrian pose keypoints 
Pi are fed to a RNN-based encoder. Second, the output of the first stage is concatenated 
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with 2D location trajectory Li and fed to a new RNN-based encoder. Last, the output of 
the second stage is concatenated with ego-vehicle speed S and fed to a final RNN-based 
encoder. The output of the final encoder is then fed to an attention block to obtian the 
final non-visual feature vectors Vnvi. 
The vision branch fuses two visual features, consisting of local context (enlarged pedes-

trian appearance around the bounding box) and global context (semantic segmentation 
of important objects in the whole scene), as shown in Figure 5.2(b). Local context Cli 
is encoded by first extracting spatial features from the CNN module (as explained in the 
previous section) and then extracting temporal features from the GRU module. Global 
context Cg is encoded in the same way. Both local and global features are then fed into 
their attention modules, and finally, concatenated together to generate final visual feature 
vectors Vvi. 

Figure 5.3: Illustration of Later Fusion 

Lastly, as shown in Figure 5.2(c), the final non-visual feature vectors Vnvi and the final 
visual feature vectors Vvi are concatenated and fed into another attention block, followed 
by a fully-connection (FC) layer to obtain the final predicted action: 

A t+n 
i = fF C (fattention(Vnvi; Vvi)). 

5.3 Experiments 

5.3.1 Dataset and Benchmark 

The proposed model was evaluated using JAAD dataset [86]. It contains two subsets, 
JAAD behavioral data (JAADbeh) and JAAD all data (JAADall). JAADbeh contains 
pedestrians who are crossing (495 samples) or are about to cross (191 samples). JAADall 

has additional pedestrians (2100 samples) with non-crossing actions. To create a fair 
benchmark, the dataset configuration follows the same one as in [95]. It uses a data 
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Figure 5.4: Illustration of Early Fusion 

sample overlap of 0.8, local context scale of 1.5. The evaluation metrics use accuracy, 
AUC, F1 score, precision, and recall. They are the most recognized metrics and are used 
by most related works. 

5.3.2 Implementation 

In the expriments, the propsoed model was compared with the following methods: Sin-
gleRNN [87], SF-GRU [92] and PCPA[95]. We adopted the benchmark implementation 
released with PCPA model [95]. This benchmark collects the implementations of most 
pedestrian intention prediction methods. Our model was developed based on the this 
benchmark. We use a dropout of 0.5 in the attention module, L2 regularization of 0.001 
in FC layer, binary cross-entropy loss, Adam optimizer [118], learning rate = 5 × 10−7 , 
epochs = 40, and batch size = 2. All models were trained and tested on the same split of 
the dataset, as suggested by the benchmark. Note that JAAD dataset does not provide 
explicit vehicle speed. Instead, the driver’s action is recorded as an abstract encoding of 
the vehicle speed. The action contains [stopped (0), moving slow (1), moving fast (2), 
decelerating (3), accelerating (4)]. 

5.3.3 Ablation study 

An ablation study was also conducted to compare different strategies of fusing different 
features. In addition to baseline methods (SingRNN [87], SF-GRU [92] and PCPA [95]) 
and the proposed model (Ours), a total of 7 variants of the proposed model (Ours1, 
Ours2, ... , Ours7, as indicated in table 5.3 and table 5.4) were trained and compared 
with the proposed one. First, for the visual encoder, we tried (1) 2D CNN combined 
with RNN (VGG and GRU in our experiments) and (2) 3D CNN as proposed in the 
PCPA model. Second, we tried the models with and without the global feature (semantic 
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Figure 5.5: Illustration of Hierarchical Fusion 

segmentation). Last, we tried different fusion strategies that include later fusion, early 
fusion, and hierarchical fusion so that they can be compared with the proposed hybrid 
fusion strategy. Later fusion (Figure 5.3) is the same as the one proposed in PCPA [95]. 
Early fusion (Figure 5.4) concatenates non-visual features and visual features directly and 
then send them into one RNN module followed by an attention module. Hierarchical 
fusion (Figure 5.5) gradually fuses both visual features and non-visual features by RNN 
modules using the same way as in Figure 5.2(a), followed by an attention module. 

5.4 Results 

Table 5.1: Quantitative Results on JAAD Behavior Subset 

Models 
Model Variants JAADbeh 

Visual Encoder Global Context Fusion Approach Accuracy AUC F1 Precision Recall 
SingleRNN [87] VGG + GRU ✗ ✗ 0.59 0.52 0.71 0.64 0.80 
SF-GRU [92] VGG + GRU ✗ hierarchical-fusion 0.58 0.56 0.65 0.68 0.62 
PCPA [95] 3D CNN ✗ later-fusion 0.53 0.53 0.59 0.66 0.53 

Ours VGG + GRU ✓ hybrid-fusion 0.62 0.54 0.74 0.65 0.85 

• The bold result means the best in the models. 

Table 5.2: Quantitative Results on JAAD All Dataset 

Models 
Model Variants JAADall 

Visual Encoder Global Context Fusion Approach Accuracy AUC F1 Precision Recall 

SingleRNN [87] VGG + GRU ✗ ✗ 0.79 0.76 0.54 0.44 0.71 

SF-GRU [92] VGG + GRU ✗ hierarchical-fusion 0.76 0.77 0.53 0.40 0.79 

PCPA [95] 3D CNN ✗ later-fusion 0.76 0.79 0.55 0.41 0.83 

Ours VGG + GRU ✓ hybrid-fusion 0.83 0.82 0.63 0.51 0.81 

• The bold result means the best in the models. 
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Figure 5.6: Qualitative results on the JAAD dataset produced by PCPA [95] and 
our proposed model (Ours). The target pedestrians in images are enclosed by bounding 
boxes. The prediction results as well as ground truth labels are represented 
as crossing or not crossing. 

5.4.1 Quantitative Results 

Table 5.1 shows the qualitative results on JAADbeh dataset. It compares the proposed 
model with baseline models of SingleRNN [87], SF-GRU [92] and PCPA [95]. The proposed 
model achieved the best scores in accuracy, F1, and recall. F1 score is an balanced metirc 
considering both recall and percision. For binary classification, it is the most important 
indicator of how good the model is. Our model achieved about 4% improvement in F1. In 
addition to F1, accuracy is another important metric. Our model also achieved the best. 
Table 5.2 shows the qualitative results on JAADall dataset. JAADall has additional 

samples of non-crossing behaviors. It is larger than JAADbeh. The data distribution is 
more similar to real world scenarios. As illustrated by table 5.2, the proposed achieved 
the best in accuracy, AUC, F1, precision. Similar to the results in JAADbeh, our model 
achieved the best in terms of the two important metrics, F1 and accuracy. 
Table 5.3 and table 5.4 show the results of ablation study on JAADbeh dataset and 

JAADall, respectively. Different model variants are denoted by Ours1, Ours2, ..., Ours7. 
By comparing Ours5 with Ours4 and Ours1 with the PCPA model, it shows that introduc-
ing global context can improve the model performance. If we further compare Ours4 with 
the PCPA model, it shows that using 2D CNN plus RNN instead of 3D CNN for visual 
feature encoding also has the advantage of extracting spatio-temporal features, hencing 
improving model performance. In terms of fusion strategies, the proposed hybrid fusion 
strategy achieved the best performance, which can be identified by comparing Ours with 
Ours5, Ours6, and Ours7. 
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Table 5.3: Ablation Study on JAAD Behavior Subset 

Models 
Model Variants JAADbeh 

Visual Encoder Global Context Fusion Approach Accuracy AUC F1 Score Precision Recall 

Ours VGG + GRU ✓ hybrid-fusion 0.62 0.54 0.74 0.65 0.85 

Ablations 

Ours1 3D CNN ✓ later-fusion 0.59 0.53 0.69 0.65 0.75 

Ours2 3D CNN ✓ early-fusion 0.59 0.54 0.69 0.65 0.74 

Ours3 3D CNN ✓ hierarchical-fusion 0.57 0.48 0.70 0.62 0.81 

Ours4 VGG + GRU ✗ later-fusion 0.59 0.51 0.72 0.63 0.83 

Ours5 VGG + GRU ✓ later-fusion 0.64 0.59 0.73 0.68 0.78 

Ours6 VGG + GRU ✓ early-fusion 0.60 0.56 0.70 0.67 0.73 

Ours7 VGG + GRU ✓ hierarchical-fusion 0.54 0.50 0.64 0.63 0.65 

• The bold result means the best in the models. 

Table 5.4: Ablation Study on JAAD All Dataset 

Models 
Model Variants JAADall 

Visual Encoder Global Context Fusion Approach Accuracy AUC F1 Score Precision Recall 

Ours VGG + GRU ✓ hybrid-fusion 0.83 0.82 0.63 0.51 0.81 

Ablations 

Ours1 3D CNN ✓ later-fusion 0.77 0.77 0.54 0.42 0.76 

Ours2 3D CNN ✓ early-fusion 0.77 0.74 0.51 0.41 0.69 

Ours3 3D CNN ✓ hierarchical-fusion 0.78 0.77 0.55 0.43 0.75 

Ours4 VGG + GRU ✗ later-fusion 0.75 0.79 0.54 0.40 0.85 

Ours5 VGG + GRU ✓ later-fusion 0.77 0.80 0.56 0.43 0.84 

Ours6 VGG + GRU ✓ early-fusion 0.79 0.74 0.52 0.43 0.66 

Ours7 VGG + GRU ✓ hierarchical-fusion 0.80 0.81 0.59 0.46 0.84 

• The bold result means the best in the models. 

5.4.2 Qualitative Results 

Figure 5.6 provides qualitative results for the proposed model of pedestrian crossing inten-
tion prediction. We mainly compared the proposed method with the PCPA model. In the 
provided examples, our method correctly predicted the crossing intention but the PCPA 
failed. Taking a closer look at the examples, the following argument is raised. Without 
utilizing the global context, the task of crossing intention prediction may face the problems 
of (1) unknown direction of the pedestrian (Case a in Figure 5.6), (2) occlusion (Case b 
in Figure 5.6), and (3) poor vision (Case c in Figure 5.6). Global context can provide 
additional information to account for the interaction between the whole scene and the 
target pedestrian. 
Figure 5.7 provides more qualitative results to analyze the advantages of the proposed 

model over the PCPA model as well as a few of failure cases. Figure 5.7-(a) and Figure 5.7-
(b) show the cases when the proposed model generated correct predictions but the PCPA 
failed. The main reason is that our model considers the global visual context that contains 
the semantic segmentation of the drivable area. The model can learn from this whether 
the pedestrian is moving toward or on the drivable area, which is an important indicator 
of pedestrian crossing intention. 
Figure 5.7-(c) and Figure 5.7-(d) show the cases when both the proposed model and 

the PCPA failed. Figure 5.7-(c) shows an intersection scenario. The pedestrian (yellow 
bounding box) has already crossed the ego road but near the edge of the road on the other 
side. This may mislead the model to generate a prediction of crossing. The failure in 
figure 5.7-(d) was mainly due to the poor illumination such that the model cannot obtain 
enough detailed feature. 
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Figure 5.7: More qualitative results. (a) and (b) show the cases of correct predictions by 
the proposed model but the PCPA failed. (c) and (d) show the results when both the 
proposed and the PCPA model failed. 

5.5 Conclusion 

In this chapter, we proposed a novel method for vision-based pedestrian crossing intention 
prediction. Our method explicitly considers the global context as a channel representing 
the interaction between the target pedestrian and the whole scene. We also proposed a 
hybrid fusion strategy for different features using 2D CNNs, RNNs, and attention mech-
anisms. Experiments on the JAAD dataset show that the proposed method achieves the 
state-of-the-art against baseline methods in the pedestrian action prediction benchmark. 
Future work can focus on improving our model’s robustness in unexpected situations, 

e.g., poor vision and occlusion. Additionally, feature fusion with more information sources 
can be explored. Finally, fine-tuning the model for particular pedestrian subsets, such as 
children and disabled people, can increase overall safety and performance. 
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Chapter 6 

Pedestrian Emergence Estimation 
and Occlusion-Aware Risk 
Assessment 

This chapter is derived from the published work in [119]. 

6.1 Background 

612,500 pedestrians were killed in 2013 by road traffic injuries, which was the number one 
cause of death among the age group 15-29 [120]. Fully automated driving systems are seen 
as possible remedies for reducing road traffic fatalities due to the fact that they do not 
possess the fundamental issues of human drivers, such as failure to comply with the rules, 
lack of attention while driving, etc. Furthermore, decision-making for automated driving 
systems (ADS) is a challenging area that plays a key role in fully automated systems. 
Especially, developing intelligent systems taking precautions actions for objects that are 
currently unobservable but interacting with the ego vehicle in the future has attracted 
much attention recently. Currently, only up to Level 3 systems [121] are available in the 
market [122]. 
The motion prediction and risk assessment are vital in taking precautious actions. 

Lefevre et al. [123] categorized the motion prediction and risk assessment methods into four 
categories, and stated that despite being computationally more demanding, interaction-
aware methods are more reliable than other methods. As an alternative to the interaction-
aware methods, occlusion-aware [124] risk assessment methods have been proposed. Those 
alternatives vary from solutions based on partially/mixed observable Markov decision pro-
cesses (POMDP/MOMDP) [9, 125, 126, 127] , to solutions based on set-based methods 
[128, 129, 130, 131, 132, 133]. Set-based methods and exploitation of behavior of other 
participants in a rule-based fashion were used [134, 135, 136, 137, 12]. Althoff et al. [134] 
improved the reachability analysis to obtain PID controllers and implemented their method 
on a real car. 
There are currently two shortcomings of available methods in the literature. First, 

little attention has been paid to using visible information and prior knowledge to predict 
pedestrian emergence out of occluded areas. Second, human driver performance under 
occlusion and limited visibility conditions have been mostly neglected. 
This chapter introduces a novel occlusion-aware risk assessment system for ADSs. The 
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Figure 6.1: An example of environmental cues and how a human driver would easily decide 
a similar scheme for emergence probability 

Figure 6.2: Overview of the proposed framework 

proposed method can estimate pedestrian emergence probability from occluded areas and 
adjust its driving policy accordingly. Our method’s overview is demonstrated in Fig. 6.1, 
where the red ego vehicle uses information such as visible pedestrians and parked cars to 
assess the probability of emerging pedestrians to derive an optimal driving policy. 
The main contributions can be summarized as follows: 

• Using contextual information for estimating pedestrian emergence from occluded 
areas 

• Employing the estimated emergence probabilities in an occlusion-aware risk assess-
ment framework 

• Incorporating the proposed occlusion-aware risk assessment framework into a longi-
tudinal vehicle controller for realizing comfortable and safe driving 

The chapter continues as follows: Section 6.2 explains the framework of the current 
proposal in detail. Section 6.3 introduces 3 baseline controllers to compare against the 
proposed method and provide details about the simulation environment. Section 6.4 eval-
uates the proposed method and demonstrates that the proposed method’s performance is 
significantly better over several metrics quantitatively. Section 6.5 concludes and discusses 
possible future directions. 
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6.2 Methodology 

Here, we propose a novel occluded emerging pedestrian distribution estimation and risk 
assessment method. The framework includes three parts: (1) estimating pedestrian emer-
gence from occlusions; (2) risk assessment; and (3) the controller. The overview of the 
proposed method is demonstrated in Fig. 6.2. A simulation environment is created using 
Python programming. The parked cars are placed randomly on the two sides of the road to 
create the occlusions. The occlusions and visible objects to the ego vehicle are calculated 
using a simple visibility polygon algorithm. For this task, we assume that the ego vehicle 
has sensors that can identify each object and locate the visible objects within the visible 
range rvisible and the viewing angle. Nevertheless, our proposal can be compatible with 
any sensors that can detect, i.e. can label an object as in “a vehicle” or “a pedestrian”, and 
locate the objects. To generate realistic scenarios, pedestrians are modeled as point-mass 
objects with instant velocity change because the time passed until a pedestrian accelerates 
to its walking velocity is negligible. We investigated the empirical data of the pedestrian 
velocity from [138]. Accordingly, we used a Gaussian distribution with µv ped = 1.5m/s 
and σv ped = 0.6m/s. In addition, since not all the pedestrians that a driver sees on the 
sidewalk will cross the street, we generated some pedestrians that would not cross the 
street. 

6.2.1 Estimating Pedestrian Emergence from Occlusions 

The goal is to find the distribution of the emerging pedestrians from occlusions. Our 
solution is to use contextual information such as the presence of the parked cars, cross-
walks, and visible pedestrians. As we set forth previously, the POMDP representations 
and Bayesian filtering are computationally demanding. Therefore, we suggest a solution 
that generates a posterior belief without explicit Bayesian filtering. Specifically, to reduce 
the computational demand of the estimation of the posterior distribution, a collection of 
piecewise weighted sigmoid functions was utilized. Then, the probability approximation 
becomes: 

Pr(pe|z̄t) ≃ 
1 

1 + e −w̄T z̄t 
(6.1) 

z̄t = [1, n1, n2, d1, d2, d3]
T (6.2) 

where Pr(pe|z̄t) is the pedestrian emergence from occlusion probability, pe is the pedestrian 
emergence event, and z̄t is the observation vector; n1 is the normalized density of parked 
cars, n2 is the normalized density of visible pedestrians, d1 is the normalized distance 
to the crosswalk, d2 is the normalized distance to the closest parked car, and d3 is the 
normalized distance to the closest visible pedestrian. Heuristics have chosen the weight 
vector of the observations in (6.1). In the case of unobservability, n1, n2, n3 is considered 
0 whereas d1, d2, d3 considered 1 which is the normalized value of rvisible. 

6.2.2 Risk Assessment 

Risk assessment is the most crucial part and the main contribution of this work. Passengers 
can feel both the force and the change in the force exerted on their bodies. The change 
in force is widely known as jerk. Furthermore, both acceleration and jerk are perceived 
omnidirectionally by a human body. Therefore, a acomfort, and a jcomfort value can be 
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defined under the assumption that values between [−acomfort, acomfort] for acceleration, 
and values between [−jcomfort, jcomfort] for jerk are defined as comfortable. 
Due to physical limitations, before reaching a steady acceleration of choice, the accel-

eration’s magnitude rises linearly for a ramp time tramp. Then, the ramp time from the 
magnitude of 0 to acomfort is denoted by tramp,comfort whereas the ramp time from the 
magnitude of 0 to amax is denoted by tramp,min. Also, the distance traveled before stop-
ping by the ego vehicle, with the magnitude of deceleration decided to be acomfort and 
the ramp time decided to be tramp,comfort, is denoted by dstop,comfort whereas the distance 
traveled with the magnitude of deceleration decided to be amax and the ramp time physi-
cally possible being tramp,min is denoted by dstop,min Note that, tramp,min, amax, and dmin 

are physical limitations and constant for the ego vehicle whereas tramp,comfort, acomfort and 
dstop,comfort are variables. Moreover, the minimum distance using the comfortable values 
is denoted by dstop,comfort,min. Using the notation, the ego vehicle can have imaginary 
zones; here, it is defined as risk zones. Assuming that dstop,min ≤ dstop,comfort,min, the 
so-called risk zones: 

• danger zone spans [0, dstop min] 

• discomfort zone spans [dstop min, dstop comfort] 

• safety zone spans [dstop comfort, rvisible] meters ahead, away from the ego vehicle. 

6.2.3 Driving Policy 

The proposed occlusion-aware risk assessment framework is incorporated into a safe and 
robust driving policy. The driving policy is given in algorithm 3. 
Longitudinal control. A controller is required to achieve the necessary control actions. 

We use a modified, LQR-based control strategy based on a point-mass discrete-time vehicle 
dynamics model given by: 

x̄crs,k+1 = vk+1 = vk + ∆t ∗ ak (6.3) 

dk+1 = dk − ∆t ∗ vk (6.4) 

where vk is the velocity of the ego vehicle, ak is the acceleration value of the ego vehicle dk, 
in (6.4), is the lateral distance to the imaginary line tangent to the close side of the visible 
pedestrian to the vehicle, and also perpendicular to the ego vehicle’s direction. Here, we 
used k to distinguish discrete-time representation from continuous-time representation. 
Henceforth, we replace k with t. Using the vector notation again with the discrete time 
equations: 

x̄yld,t+1 = 

 
dt+1 

vt+1 

 

= 

 
1 −∆t 
0 1 

  
dt 
vt 

 

+ 

 
0 
∆t 

 

ūt (6.5) 

ūt = at (6.6) 

When there is no visible pedestrian to be yielded, the state-space is represented by x̄crs,t. 
By contrast, when there is at least one visible pedestrian, the state-space is represented by 
x̄yld,t; the distance between the closest pedestrian and the vehicle is one of the states. Then, 
the traditional LQR optimization scheme uses the quadratic cost function to optimize the 
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control action. The cost function is defined as follows: 

ct = (x̄t − x̄ref )
T Q(x̄t − x̄ref ) + ū T 

t Rūt (6.7) 

J = 
T−1 

t=0 

ct (6.8) 

ūt = −K(x̄t − x̄ref ) (6.9) 

where K is the Kalman gain, and the optimal control is obtained by minimizing the 
cumulative cost J provided that appropriate Q and R matrices are selected. 
However, the traditional LQR is an unconstrained-optimization scheme. Consequently, 

this proposal with the traditional LQR will generate unrealistic and high-frequency control 
actions under noise in the measurements or the system. Those high-frequency modes of 
the action can be very uncomfortable and dangerous for the passengers. The equations of 
the LQR scheme can be revised with a small modification to limit the jerk: 

at+1 = at + ∆t ∗ jt (6.10)   
dt+1 

vt+1 

at 

  = 

 1 −∆t 0 
0 1 ∆t
0 0 1 

 

  
dt 
vt 
at−1 

 + 

  
0 

j1 ∗ ∆t 2 

j1 ∗ ∆t 

  jt (6.11) 

 
vt+1 

at 

 

= 

 
1 ∆t 
0 1 

  
vt 
at−1 

 

+ 

 
j2 ∗ ∆t 2 

j2 ∗ ∆t 

 

jt (6.12) 

where the state-space for yielding with limited jerk is described in (6.11), and the state-
space for cruising with limited jerk is described in (6.12). Since the jerk of a vehicle is not 
a realizable control input, the LQR controller’s implementation with the modification will 
be similar; the controller will actuate the control input at obtained from (6.11) or (6.12). 
j1 is the maximum allowed jerk while yielding, whereas j2 is the maximum allowed jerk 
while cruising as the ego vehicle must have more agility while yielding. Therefore, j1 is 
chosen as 2m/s3 , the maximum jerk for aggressive driving; by contrast, j2 is chosen as 
0.9m/s2 the maximum jerk for normal driving [139]. 
Finally, we have chosen appropriate Q and R matrices for both the cruising and yielding 

and computed the resulting full-state-feedback coefficients K in MATLAB–R2019a as 
follows: 

Qcrs = 

 
1000 0 
0 1 

 

Rcrs = 
 
1000 

 
Qyld = 

 5 0 0 
0 100 0
0 0 0.1 

  Ryld = 
 
1500 

 

Kcrs = 
 
0.9047 0.9074 

 
Kyld = 

 
−0.0532 0.3139 0.3792 

 
Collision Avoidance. After calculating the span of so-called risk zones, assessing the 
current risk, it is also necessary to determine the collision risk. The quantity measure-
ments, i.e., the normalized density are discrete; therefore, discontinuities in the function 
appear at the critical instance of observing or losing sight of a parked car or a pedestrian. 
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Figure 6.3: The proposed FSM to utilize the quantified risk 

Consequently, we use thresholds to divide the function into regions. for a robust control 
architecture. 
We designed an FSM controller with distinct states for each region in the function. As 

the risk decreases, the ego vehicle could be more encouraged to drive the speed limit while 
slowing down to a proportion of the speed limit in a risky situation. We named the FSM 
states for each region as follows: 

• Normal Drive: The ego vehicle is given the reference velocity of the speed limit, 
vspeed limit, 

• Steady Drive: The ego vehicle is given the reference velocity of some proportion of 
the speed limit, α1vspeed limit, 

• Cautious Drive: The ego vehicle is given the reference velocity of another proportion 
of the speed limit, α2vspeed limit. 

Also, we consider two additional crucial driving modes: yielding pedestrians when neces-
sary and engaging in maximum braking to avoid collision under dangers. The resulting 
FSM architecture is demonstrated in Fig. 6.3. Additionally, the state transition condi-
tions of the designed controller are given in Table 6.1. The interpretation of risk inside 
different risk zones should be different because even a small risk of emergence in danger 
zone should be treated with utmost care. In contrast, the same level of risk of emergence 
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Table 6.1: State Transitions for the FSM in Fig. 6.3 

State 
Transition Explanation 

e1 P r(pe|z̄t) > lsteady 

e2 P r(pe|z̄t) ≤ lsteady 

e3 P r(pe|z̄t) > lcautious 

e4 lsteady ≤ P r(pe|z̄t) ≤ lcautious 

e5 A visible pedestrian to be yielded 
e6 No visible pedestrian to be yielded 
e7 T T Cbrake ≥ T T Cemergency 

e8 T T Cbrake < T T Cemergency 

in discomfort zone might not require similar alertness. Therefore, we assigned different 
threshold values for the different risk zones. 
Combining all, the ego vehicle observes the environment from its sensors to predict the 

distribution of the emerging pedestrians from occlusions; this information is utilized, after 
risk assessment, differently per risk zone, and this inference is going to be converted into 
a high-level command such as normal drive, yielding, etc.; finally, the controller is going 
to choose the appropriate control action, acceleration, to reach the reference state within 
decided control limits. 
The ego vehicle does not require to take precautious action against any pedestrians 

entering the expected path from inside the safety zone, the algorithm’s maximum look-
ahead distance should be dstop,comfort. Then, the future risk is computed by considering 
contextual information within a predefined window with the spatial resolution ∆d. The 
maximum risk per risk zone is compared against the thresholds to choose the appropriate 
deceleration/acceleration limit alimit and jerk limit jlimit with the appropriate FSM state 
to reach the reference velocity vref . It is also crucial to determine the deceleration limit 
by the friction coefficient between the tires and the road. Here we assume that the ego 
vehicle can measure the friction coefficient for different weather conditions. 

6.3 Experiments 

In order to evaluate the proposal, a straight road is chosen. The road is 96 meters long, 
and it has three lanes whose width is 3 meters. The scenarios are divided into three 
categories based on the crowdedness; In suburban scenarios (sc1), there are one or two 
pedestrian, one or two parked cars and a crosswalk; in mildly crowded urban scenarios 
(sc2), there are multiple parked cars, multiple pedestrians and a crosswalk; in very crowded 
urban scenarios(sc3), the parking slots are full, and there are multiple pedestrians and a 
crosswalk. This way it is going to be possible to observe the strengths and weaknesses of 
the proposal in various possible scenarios. 
We compare the proposal with the 3 baselines that represents a driving aspect. 

• Baseline1 (B1): occlusion-unaware, and drives the legal speed limit of the road 
(30km/h). It yields to the pedestrians that are on the road will likely enter its 
expected path. 

• Baseline2 (B2): occlusion-unaware, and drives the two-third of the legal speed limit 

71 



Effect of Pedestrians and Crowds on Vehicle Motion and Traffic Flow 

Figure 6.4: Total successful and unsuccessful yields (mt1 ) of different controllers in mildly 
crowded urban scenarios (sc2 ) 

of the road (20km/h). It yields to the pedestrians that are on the road will likely 
enter its expected path. 

• Baseline3 (B3): occlusion-unaware, and drives the one-third of the legal speed limit 
of the road (10km/h) only if it observes a crosswalk which closer than a specific 
distance; otherwise, it drives the speed limit. It yields to the pedestrians that are 
on the road will likely enter its expected path. 

6.3.1 Metrics 

An extensive survey on important metrics to determine the driving quality of AVs has 
been made by [140]. Combining the metrics from [140] with additional safety metrics, we 
have decided to use the following metrics: 

• mt1 : The total number (successful/unsuccessful) of yields 

• mt2 : Deceleration (mean, std) 

• mt3 : The total number of successful finishes 

• mt4 : Time of emergency braking (mean, std) 

6.4 Results 

The results of the simulation, 1000 episodes per scenario, is demonstrated in Table 6.2. 
In terms of comfort, the proposed method clearly outperforms in terms its yielding ca-
pabilities (mt1 ) even though all baseline methods have the exact same FSM policy for 
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Table 6.2: Overall Performance of Proposed Controller and Baselines over 1000 episodes 

Metrics B1 B2 B3 Proposed 
mt1 (sc1 ) (817/94) (934/24) (912/33) (937/23) 
mt1 (sc2 ) (7482/1811) (8980/1821) (8929/1496) (9911/1294) 
mt1 (sc3 ) (8012/1754) (9645/1875) (9449/1535) (10310/1404) 
mt2 (sc1 ) (-2.90, 1.55) (-1.12, 0.99) (-1.42, 1.23) (-1.07, 0.95) 
mt2 (sc2 ) (-2.13, 1.78) (-1.31, 1.30) (-1.05, 1.29) (-0.79, 0.90) 
mt2 (sc3 ) (-1.99, 1.75) (-1.29, 1.28) (-1.02, 1.27) (-0.80, 0.91) 
mt3 (sc1 ) 898 992 966 996 
mt3 (sc2 ) 652 916 856 986 
mt3 (sc3 ) 664 956 870 988 
mt4 (sc1 ) (0.27, 0.35) (0.08, 0.18) (0.09, 0.22) (0.07, 0.16) 
mt4 (sc2 ) (0.63, 0.57) (0.32, 0.38) (0.30, 0.38) (0.11, 0.18) 
mt4 (sc3 ) (0.63, 0.60) (0.30, 0.36) (0.30, 0.39) (0.12, 0.19) 

yielding. Specifically, the proposed method outperforms the baselines in sc2, by 32.46%, 
10.37%, 11.00% respectively. This clearly shows that, the proposed method is pedestrian 
friendly, in that without resorting to emergency braking, it yields to as many pedestrians 
as possible. In terms of safety, outperformance of the proposed method is clearly visible 
for the number of successful finishes (mt3 ) out of 1000 episodes per scenario where the 
proposed method outperforms the baselines in sc2 by 51.23%, 7.64%, 15.19% respectively 
(performance in sc2 is demonstrated in Fig. 6.5). This metric is crucial as it is directly 
related to collision risk of the method. Furthermore, the proposed method also outper-
forms all other baselines both in the average deceleration (mt2 ) and the average time of 
emergency braking (mt4 ) which could be interpreted as an indication of how successfully 
a method anticipates the incoming risk such that it resorts to minimal deceleration value 
and emergency braking (performance in sc2 is demonstrated in Fig. 6.6). One important 
remark is that in Fig. 6.6 total number of yields per controller is different due to the fact 
that this metric is only available for successful path completions. In other words, an ag-
gressive driving style may end up in a collision which in return means that the successful 
yields in the episode will not be considered. 
One limitation is due to the simplification of the risk assessment with another function. 

The weights of the function that assesses the risk are determined heuristically, and the 
optimality of resulting controller have not proven. Therefore, there may exist a better 
weight vector, or a better representation of the risk. 
Another limitation the simplification such as assessing the risk on a straight road, as-

suming that the vehicle is a point-mass object might limit the performance of the proposed 
method. Although, we have considered several important and realistic phenomena, the 
delay in actuating the control actions and the delay in sensing objects, the aforementioned 
assumptions might still deviate the implementation results from the simulated ones. 

6.5 Conclusion 

This chapter proposed a probabilistic risk assessment and collision avoidance method 
for emerging pedestrians from occlusions and demonstrates a possible proof-of-concept 
for the proposal. The proposal was compared against several baselines. The method was 
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Figure 6.5: The total number of successful finishes (mt3 ) of different controllers in mildly 
crowded urban scenarios (sc2 ) 

evaluated against the baselines in three different scenarios, 1000 episodes with randomized 
initial conditions per scenario type, in the simulation environment in Python built from 
scratch. The method outperformed these baselines in the predefined metrics. Since the 
proposal does not rely on accurate map data or accurate and precise localization to achieve 
occlusion-aware vehicle control, it could be used in which the localization sensor fidelity is 
low, urban areas, and big metropolitans. On the other hand, there are several limitations 
that should be overcome before moving to a real-life implementation of this proposal. 
Future work can focus on the other possibilities to assess the probability using other 

contextual information such as the age of the visible pedestrians, the possible actions 
engaged by the visible pedestrians (presence of children playing soccer at the sidewalk, 
presence of distracted pedestrians due to use of cellphones or a conversation companion). 
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Figure 6.6: Average time of emergency braking (mt4 ) of different controllers in mildly 
crowded urban scenarios (sc2 ) 
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Algorithm 3 The proposed algorithm (Part 1) 

1: function proposedController 
2: amax ← µroad ∗ g 
3: st+1 ← snormal drive 

4: if A visible pedestrian is to be inside the path then 
5: if T T C < T T C stop then 
6: st+1 ← s emergency 

7: else 
8: st+1 ← syielding 

9: else 
10: current state ← danger 
11: max risk ← 0, current risk ← 0 
12: repeat 
13: # Update current risk zone 
14: if d > d stop min then 
15: current state ← discomfort 
16: max risk ← 0 
17: # Check the neighboring visible cues 
18: current risk ← from (6.1) 
19: if max risk < current risk then 
20: max risk ← current risk 
21: if current state = danger then 
22: Set lcautious, l steady, alimit and jlimit 
23: if max risk > l steady then 
24: st+1 ← ssteady drive 

25: else if max risk > lcautious then 
26: st+1 ← scautious drive 

27: else if current state = discomfort then 
28: Set ldiscomfort, l steady, alimit and jlimit 
29: if max risk > l steady then 
30: st+1 ← ssteady drive 

31: else if max risk > lcautious then 
32: st+1 ← scautious drive 

33: d ← d + ∆d 
34: until d ≥ d stop comfort 

35: return st+1 
=0 
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Chapter 7 

Stability Regulation of 
Learning-Based Continuous 
Control 

This chapter is derived from the published work in [141]. 

7.1 Background 

Automating the task of real-world driving requires the development of robust control sys-
tems with safety and stability guarantees. Rule-based methods have been the convention 
in the development of automated driving systems (ADS) and have shown promises in sev-
eral driving tasks [142, 143, 144]. These methods generally involve the development of 
hand-crafted rules to process data and determine the best control output that matches a 
criterion or minimizes a loss function. Their wide-spread adoption can be attributed to 
the ease of formulation, safety guarantees, and interpretability. However, these methods 
often have difficulty with scaling to more complex driving scenarios or multiple objectives. 
Reinforcement learning (RL)-based control has been proposed as an alternative paradigm 

to address sequential tasks and to deal with more complex driving scenarios. These meth-
ods are largely attributed to the use of deep neural networks as universal function ap-
proximators [145]. Their application has been successful in several control tasks such as 
lane keeping [146], lane changing [147], highway driving [148, 149], and even urban driving 
[150]. Rather than hand-crafting rules, these methods learn an optimal control policy 
using trial-and-error to maximize a reward function. However, the use of these methods 
has been largely limited to simulation environments with little real-world application. One 
reason is that the learned policy cannot guarantee safety or stability, which is an impor-
tant requirement for safety-critical applications, especially with the presence of VRUs. 
Recent work has looked at improving the safety of RL agents for automated driving by 
adding constraints on the exploration process or through modifying the optimization pro-
cess. In [151], a policy is learned to predict and mask unsafe actions. [148] proposes an 
explicit rule-based safety controller to correct unsafe RL actions. In [152], a risk function 
is learned, and a trust region constraint is added to guarantee the safety of the driving 
policy. Despite progress of these approaches, limiting the exploration process can lead to 
conservative policies without properly exploring the state-action space. 
When considering shared spaces between pedestrians, cyclists, and drivers; safety of an 
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autonomous system becomes critical. The extension of learning-based control methods 
to these complex environments would require fundamental improvements to the design 
of deep neural networks. One example would be the consideration of controller stability, 
which is a common description of safety for control systems. Stability is important as it 
provides guarantees on the behavior of the system, especially when subject to disturbances. 
This in turn provides enhanced safety to the driver, passenegers, and the surrounding 
VRUs. 
Lyapunov-based neural control has been an emerging approach to train neural network 

policies with Lyapunov stability guarantees. Methods such as [153] and [154] define a 
loss function that measures the violation of the Lyapunov conditions and train a neural 
network on minimizing this loss. [155] considers an approach to inherently constrain the 
closed-loop dynamics to be stable and presents a framework to jointly learn the closed-loop 
dynamics and its Lyapunov function. [156] synthesizes a Lyapunov stable neural network 
controller by formulating the Lyapunov conditions as a mixed integer problem. In [157], a 
Lagrangian relaxation of the Lyapunov conditions is proposed to guarantee the safety of an 
autonomous driving agent trained using offline RL. These methods show promise towards 
ensuring the stability and safety of the learned controller; however, their application has 
been mostly within the supervised learning setting due to the challenge of verifying the 
stability conditions over the entire state space. 
In this chapter, we consider a control-theoretic approach to the training of an RL 

agent. We extend the Deep Deterministic Policy Gradient (DDPG) [158] algorithm with 
Lyapunov-based stability regulation. We learn the stable system closed-loop dynamics and 
its associated control-Lyapunov function (cLf) for a given fixed iteration of the DDPG con-
troller policy. The cLf is then used to provide a Lyapunov stability regulation term to the 
objective of the DDPG agent policy. This allows for the DDPG agent to produce desir-
able system behaviors by optimizing the reward function, while optimizing the Lyapunov 
violations to learn actions that lead to stable dynamics. We focus on stability regulation 
of the RL control policy, as guaranteeing the stability performance over a continuous state 
space remains challenging. For a discrete and bounded state space, the stability criterion 
can be guaranteed using learner-verifier frameworks as in [153]. 
The rest of this chapter is divided as follows: The rest of this section provides the pre-

liminaries of RL and Lyapunov stability. The proposed two-step LSR-DDPG framework 
is presented in Section 7.2. Section 7.3 outlines the simulation setup and experimental 
results within the simulated driving setting. Section 7.4 concludes the chapter. 

7.1.1 Reinforcement Learning 

The sequential decision-making problem of driving is modeled as a Markov Decision Pro-
cess (MDP). The MDP is defined as a tuple ⟨X, U, R, T ⟩ where X is the state space, U is 
the action space, R is the reward function, and T is the transition function. At each step, 
the RL agent at state x ∈ X selects a control action u ∈ U . The new state, x ′ , is then de-
termined through the action and transition function, T (x, u). The agent receives from the 
environment a reward, r(x, u, x ′ ) ∈ R, where the reward function is hand-crafted to reward 
certain behaviors and discourage unsafe actions. The transition function, T , is generally 
unknown and the goal of the RL agent is to find the optimal control policy π : X → U 
that maximizes the expected discounted future reward, Vπ(x) = E 

∞
t=0 γ

tr(xt, ut)|x0 

, 

where γ ∈ [0, 1] is the discount factor and ut = π(xt). 
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7.1.2 Lyapunov Stability 

Consider an n-dimensional nonlinear controlled dynamical system, 

ẋ(t) = f(xt, ut) = fut (xt), (7.1) 

where xt ∈ Rn is the state vector and u(·) : Rn → Rm is the control vector. For clarity, 
we denote the time argument as a subscript, x(t) = xt. Suppose f has an equilibrium 
point, xeq, with ueq such that f(xeq, ueq) = 0. The goal is to find some control policy 
u ∼ π(xt) that stabilizes the dynamical system at the equilibrium point. To do so, we 
view this problem within the perspective of control-Lyapunov functions. See [159] for a 
more in-depth treatment of the definitions provided below. 

Definition 1 (Asymptotic Stability) A system is stable at the origin if ∀ϵ ∈ R+ , ∃δ(ϵ) ∈ 
R+ such that if ||x(0)|| ≤ δ, then ||x(t)|| < ϵ, ∀t ≥ 0. Furthermore, if limt→∞ ||x(t)|| = 0, 
then the system is asymptotically stable at the origin. 

Asymptotic stability provides a guarantee that the system goes to the origin in infinite 
time. It is important to note that it does not imply how long this convergence would take, 
which could be important for performance guarantees on the underlying controller. 
If we consider a path tracking problem, then the notion of asymptotic stability states 

that the dynamical system starting with some initial condition, x(0), within a sphere of 
radius δ will converge after some finite time t to the equilibrium or desired path. 

Definition 2 (Control-Lyapunov Function) Consider the controlled system in (7.1) with 
equilibrium at the origin, xeq = 0. Suppose there exists a real-valued continuously differ-
entiable function V : Rn → R such that the following conditions are met, 

1. V (0) = 0, 

2. V (x) > 0 ∀x ∈ Rn \ {0}, 

3. ∃u : V̇ (x, u) = ∇V (x) · f(x, u) < 0 ∀x ∈ Rn \ {0} 

then the system is asymptotically stabilizable, V is its control-Lyapunov function, and u is 
the stabilizing action. 

The Lyapunov function can be viewed as the “energy” of the system and the third condition 
on its derivative states that the value of the function along the trajectory of the system 
f is decreasing. This can be used to construct stabilizing control laws. We refer to the 
three conditions as the Lyapunov conditions. 

Definition 3 (Exponential Stability) Suppose the system in (7.1) is asymptotically stabi-
lizable. If the following condition is satisfied ∀x ∈ Rn \ {0}, 

∇V (x) · f(x, u) ≤ -αV (x), (7.2) 

for some α > 0, then the system is exponentially stable. 

Exponential stability provides a stronger notion of convergence on the underlying dynamics 
but there is no straight-forward method to find such a function and its stabilizing con-
troller. The use of neural networks to approximate cLf has become a promising direction 
to show some of these stability properties on a system. 
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7.2 Lyapunov Stability-Regulated DDPG Framework 

We propose a two-step framework to learn a control policy with two objectives: (i) learn 
stabilizing control actions and, (ii) learn desirable system (or driving) behaviors. We 
handle the first objective by learning stable system dynamics and its associated control-
Lyapunov function using deep neural networks as universal function approximators. The 
learned dynamics and cLf then provide feedback, through a loss term, to the training of 
the RL agent. The objective of the RL agent is to learn a desired driving behavior and 
stabilizing actions. The overall two-step framework is presented in Fig. 7.1. We now 
describe the details of this framework. 

7.2.1 Joint Learning of Dynamics and Control-Lyapunov Function 

We consider jointly learning the system dynamics and its corresponding control-Lyapunov 
function. Let f̂θ be some initialization of the system dynamics model and Vψ be the control-
Lyapunov function with network parameters θ and ψ respectively. This initialization can 
be random. From [155], it follows that the stable controlled system dynamics in (7.1) can 
be represented as: 

f(x, u) = f̂θ(x, u) − η 
 
x, u|f̂θ, Vψ 

 
(7.3) 

and 

η 
 
x, u|f̂θ, Vψ 

 
= ∇Vψ(x) 

σ 
 
∇Vψ(x)T f̂θ(x, u) + αVψ(x) 

 

||∇Vψ(x)||22 + a 
, (7.4) 

where a ≪ 1 is a small positive constant to avoid division by zero at the equilibrium and 
σ(·) is a smooth ReLU function defined as 

σ(x) = 

   

0 if x ≤ 0, 

x 2/2d if 0 < x < d, 

x-d/2 otherwise, 

and d > 0. This definition guarantees the stability of the closed-loop dynamics by pro-
jecting f̂θ so the condition ∇Vψ(x)T f̂θ(x, u) + αVψ(x) ≤ 0 is satisfied. For example, if the 

condition is satisfied, then η 

x, u|f̂θ, Vψ 


= 0 and f(x, u) = f̂θ(x, u). 

We initialize the nominal dynamics to be a random feed-forward network and the control-
Lyapunov function as an Input Convex Neural Network (ICNN) [160]. The structure of the 
ICNN ensures that the function is convex in x provided that all weight matrices are non-
negative, and all activation functions are convex and non-decreasing. To ensure positive 
definiteness, the final layer of the neural network is modified as follows: 

V (x) = σ (g(x) − g(0)) + ϵ||x|| 22, 

where g(·) is the output of the ICNN, σ(·) is the smooth ReLU activation function, and ϵ > 
0. The choice of σ(·) is positive, convex, and non-decreasing with σ(0) = 0. This enforces 
the strict positive definiteness of the control-Lyapunov function with the regularization 
term ϵ||x|| 2 

2 . Furthermore, shifting the output of the ICNN by g(0) ensures that the global 
minima occurs at the origin (or, without a loss of generality, the desired equilibrium point). 
This choice of neural network architecture inherently satisfies the first two Lyapunov 
conditions: (i) Vψ has only one global minimum at V (0) = 0 and (ii) Vψ(x) > 0 elsewhere. 
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7.2.2 Lyapunov Stability Regulated DDPG Control 

Now, we present the method of finding an appropriate RL policy regulated on stabilizing 
the system dynamics such that the condition in (7.2) is satisfied. Consider the control 
law, 

u ∗(t) = argmin 
u∈U 

V̇ (x, u), (7.5) 

such a control policy selects the action that maximizes the decrease in the system energy. 
While this action may be optimal, it can lead to undesirable system trajectories. For 
example, in the case of automated highway driving, this may result in actions such as 
jerky or unsafe driving since the control law is only concerned with reaching the equi-
librium state. Against this backdrop, we formulate the problem as finding a control law 
that balances the choice of selecting a stabilizing action and producing a desired system 
trajectory. Such a control law may be suboptimal; however, it would provide necessary 
behavior enhancements for the produced state trajectories. 
We choose the DDPG [158] algorithm to find an appropriate stabilizing controller. This 

is a model-free off-policy RL algorithm with an actor-critic architecture for continuous 
action spaces. The aim of the critic network, Q(x, u|θQ), is to evaluate the Q-value (or 
action-value) function based on the actor’s output and the current state. The aim of 
the actor network, π(x|θπ), with parameters θπ is to learn a deterministic policy that 
maximizes the expected Q-value, 

max 
θπ 

E [Q(x, π(x|θ π ))] , (7.6) 

The Q-value affects the actor’s weights using policy gradient descent. To regulate the 
actor policy on stabilizing the system dynamics, we define an additional loss term, Lc, 
coined the Lyapunov violation. The structure of the cLf neural network only requires that 
the selected action satisfies condition 3 of the Lyapunov conditions. Therefore, we define 
the Lyapunov violation as, 

Lc(x, u) = ∇V (x) · f(x, u) + αV (x). (7.7) 

The objective function of the stability-regulated actor policy is then defined as, 

J(θ) = E 
 
ρQ(x, u) − (1 − ρ)Lc(x, u)|x=xt,u=π(xt) 

 
, (7.8) 

where Q(x, u) is the action-value function (critic network) and ρ ∈ [0, 1] is a weighing 
term. The objective of the actor policy now becomes to maximize the action-value function 
and minimize the Lyapunov violation, Lc(x, u). In this case, the action-value function, 
which depends on the reward function, controls the system behavior while the Lyapunov 
violation, which depends on the current iteration of the cLf, evaluates stabilizing actions. 
Since the controller is trained off-policy by sampling batches of experience, the policy loss 
gradient is defined as follows: 

∇θπ J(θ) = − 
1 
N 

 

(x,u)∈B 

 
ρ∇uQ(x, π(x)|θQ)∇θπ π(x|θ π) − (1 − ρ)∇uLc(x, u) 

 
, (7.9) 

where N is the number of samples in each batch and B is the batch of experiences. 
The defined policy loss in (7.9) may be restrictive as the function is minimized for more 
positive Lc(x, u). A positive Lc(x, u) represents a stabilizing action. Instead, we modify 
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the Lyapunov violation term to be the same for all stabilizing actions as any stabilizing 
action should be admissible and allow the selection between the stabilizing actions to be 
dictated by the action-value function. The empirical policy loss gradient then becomes, 

∇θπ J(θ) = − 
1 
N 

 

(x,u)∈B 

 
ρ∇uQ(x, π(x)|θQ)∇θπ π(x|θ π) − (1 − ρ) L̂c(x, u) 

 
, (7.10) 

where L̂c(x, u) = max (Lc(x, u), 0). The critic network is updated by minimizing the 
mean-squared error loss: 

L = 
1 
N 


ei∈B 

 
yi − Q(xi, ui|θQ) 

2 
, (7.11) 

where the experience ei = (xi, ui, ri, xi+1) and, 

yi = ri + γQ 
 
xi+1, π(xi+1)|θQ  

is the updated Q-value obtained by the Bellman equation. To allow for exploration of the 
state space, an Ornstein-Uhlenbeck [161] process noise N is added to the policy action, 
π(xt) = π(xt|θπ)+nt where nt ∼ Nt. The exploration is stochastic, but the learned control 
policy is deterministic. 

7.2.3 Framework Overview and Remarks 

The proposed two-step framework given in Fig. 7.1 iterates between the RL controller 
and learning stable system dynamics and the associated cLf. The agent first performs 
simulation rollouts to obtain system trajectories that is used to update the actor and 
critic networks. The actor network depends on the current fixed iteration of the cLf and 
dynamics to determine the Lyapunov violation term in the loss function (see (7.8)). After 
a certain number of updates to the RL controller, the actor policy is fixed and used to 
collect trajectories of the system dynamics. The cLf and closed-loop dynamics are jointly 
updated to reflect the new (and fixed) actor policy. The RL controller is then further 
trained using the updated cLf and system dynamics. 
Exploring actions and dynamics The objective of the control policy given in (7.8) 

depends on the current iteration of the closed-loop dynamics and control-Lyapunov func-
tion in (7.3) through the Lyapunov violation term. To better reflect the dynamics of the 
system and control-Lyapunov function around the fixed deterministic policy, we add a de-
caying noise parameter ϵt to the system trajectory rollouts used to update the closed-loop 
dynamics. The actions in (7.3) with the exploration term becomes 

ut = u ∗ 
t + ϵt, (7.12) 

where u∗ 
t is sampled from the fixed policy π(xt). We set ϵt to decay linearly to 0 after 

some number of updates so that the closed-loop dynamics and control-Lyapunov function 
reflect the converged control policy. In this case, all simulation rollouts reflect the actor’s 
policy. Note that this is different from the Ornstein-Uhlenbeck noise used during learning 
of the control policy. 
Training the control-Lyapunov function Empirically, we found that training the 

dynamics given in (7.3) using mean-squared error loss resulted in violations of the Lya-
punov conditions even after the training has converged. To address this issue, we impose 
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the L1-loss of the projection term in (7.4). The loss function for the dynamics in (7.3) 
then becomes: 

Lf = 
1 
|D| 


i 

 
(yi − ŷi)

2 + |ηi| 
 
, (7.13) 

where ηi is the L1-loss of the projection term in (7.4) for sample index i, yi = xt+1 is the 
true label collected during rollout, ŷi = f(xt, ut) is the estimated dynamics from (7.3), 
and D = {(xt, ut, xt+1)}i is the sampled system trajectories. When Lf = 0 then the stable 
true dynamics are estimated for the samples used. The L1-loss drives the projection term 
to zero when the loss function is minimized. 

Figure 7.1: Proposed two-step Lyapunov Stability-Regulated DDPG framework. The 
DDPG controller is regulated by a Lyapunov violation term that is calculated from the 
current iteration of the control-Lyapunov function. Every M episodes, the dynamics and 
the control-Lyapunov functions are jointly updated using sampled data points from the 
fixed actor policy. A noise model is introduced in the sampled actions to allow for better 
representation of nearby states, which facilitates the exploration of the DDPG controller. 
This loop is repeated until convergence of the control policy and the Lyapunov violations. 

7.3 Simulation Experiments 

In this section, we consider the implementation of the LSR-DDPG framework presented 
in Section 7.2 for the lane-following driving scenario. All experiments are performed using 
the highway-env [162] simulator. 

7.3.1 Simulation Setup 

Consider a three-lane road environment with no traffic vehicles. The state space of the 
vehicle is bounded between the boundaries of the leftmost lane and the rightmost lane. 
At each initialization, the vehicle is randomly placed within the bounds of the three-lane 
road. Our goal is to find a stabilizing lateral controller u(xt), the stable closed-loop vehicle 
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dynamics f(xt, ut), and its associated control-Lyapunov function V (x). The desired path 
is used as the equilibrium state. The vehicle dynamics are defined by the kinematic bicycle 
model [163]: 

ẏ = v sin(ψ + β), 

ψ̇ = 
v 
L 
sin β, 

β = tan −1 
 
tan δ 
2 

 

, 

(7.14) 

where y is the lateral position, v is the longitudinal velocity, L is the vehicle length, ψ 
is the vehicle heading, δ is the steering command, and β is the slip angle at the center 
of gravity. We assume that the vehicle speed is fixed to 25m/s across all iterations. The 
action space is bounded between 

 
− π 

12 , 
π 
12 

 
, which is normalized to be in the range [−1, 1]. 

We define the normalized state vector at each iteration as 

s = [y sinψ] ∈ [−1, 1] 2 . (7.15) 

7.3.2 Reward Function and Termination 

The reward function is formulated as a positive function of the lateral position and heading 
with respect to the equilibrium trajectory, 

r y = max(1 − |y − yeq|, 0), 
rψ = 1 − | sin (ψ − ψ eq) |, 

and r = ry + rψ. To avoid learning in unsafe states, we terminate the simulation, with 
zero reward, if the vehicle moves outside the boundaries of the road or if the deviation 
from the reference trajectory exceeds π/2. 

7.3.3 Network Parameters 

The nominal system dynamics is defined as a feedforward network with two hidden layers 
of size 128 and ReLU activation. The control-Lyapunov function is defined as an ICNN 
with two hidden layers of size 128 and smooth ReLU activation. The actor network is 
defined as a feedforward network with two hidden layers of size 128, ReLU activation 
between the hidden layers, and tanh activation at the output. This bounds the output 
action between [−1, 1]. The critic network is defined as a feedforward network with two 
hidden layers of size 128 and ReLU activation between all layers except the output. The 
learning rates of the dynamics, actor, and critic networks are set to 1e−4 , 1e−3 , and 1e−3 

respectively. The parameters of all networks are updated using Adam [164] optimizer. 
The discount factor is set to 0.99, α = 0.01, ρ = 0.5, and the dynamics noise ϵ ∼ U [−1, 1]. 

7.3.4 Results 

We train the LSR-DDPG controller framework for 1 500 episodes. Without loss of gen-
erality, we assume an equilibrium trajectory T = [0, 0]. The state space can be shifted 
such that the equilibrium trajectory is at the origin. The dynamics are updated every 
50 episodes for 300 epochs using 2 000 samples of system trajectories with a 3 − 1 train-
test split. The dynamics noise is linearly annealed and completely removed after 1 000 
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episodes. To demonstrate our approach, we also train a baseline DDPG controller as in 
[158] with no stability regulation in the loss function. Results are collected over 5 random 
seeds shared across both controllers. 
Fig. 7.2 shows the training curve of the controllers and the convergence of the trained 

LSR-DDPG policy and Lyapunov violations. The total Lyapunov violations are calculated 
from sampled test data at each update interval of the dynamics. It is noted that the total 
Lyapunov violations decay as the dynamics noise parameter decays. This is a result of 
the convergence of the control policy and the learned stable dynamics as the exploration 
of nearby states is removed. The proposed loss function is also minimized along stable 
trajectories. Comparing the two training curves, it is also noted that the LSR-DDPG con-
troller can generate stabilizing actions whilst still conforming to action trajectories with 
high rewards, or desired behaviors. Random sample trajectories are then collected for the 
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Figure 7.2: Top shows the LSR-DDPG and DDPG training curves. Bottom shows the 
total Lyapunov violations for the LSR-DDPG fixed actor policy at each update interval 
over 5 random seeds and its convergence. 

final, fixed iteration of the learned control policy, dynamics, and control-Lyapunov func-
tion. Fig. 7.3 shows that the learned dynamics is a good predictor of the real dynamics. 
Moreover, for all samples collected, no Lyapunov violations were recorded. 
We then consider a double lane change maneuver on the trained controllers by adjusting 

the reference trajectory. Fig. 7.4 shows the generated trajectories and the control action 
at each step. We note that the LSR-DDPG performs more conservative maneuvering, 
due to the stability regulation, and smoother lane changes while still producing a desired 
system behavior. 
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Figure 7.3: Prediction performance of the learned stable dynamics. Samples are randomly 
collected. 
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Figure 7.4: Comparison of a double lane change maneuver on LSR-DDPG (blue) and 
DDPG baseline (red) controllers. Third lane is not shown. 

7.4 Conclusion 

This chapter presented a framework for regulating an RL controller on the Lyapunov 
stability criterion to produce a desirable system behavior and to learn stabilizing actions. 
We proposed a two-step learning scheme to update the control policy and to update 
the closed-loop stable dynamics with its control-Lyapunov function. The framework was 
evaluated in a three-lane driving environment and compared with a DDPG baseline. We 
demonstrated that the proposed framework could learn an appropriate system behavior 
with stabilizing actions. This in turn improves the overall driving safety of the controller, 
and consequently, the safety of surrounding VRUs. 
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Chapter 8 

Conclusion 

8.1 Conclusion 

A variant social force-based model is presented and shown that it is useful to design, con-
trol, and evaluate the performance of AVs in Vehicle Pedestrian Interaction (VPI) scenarios 
when a pedestrian is using uncontrolled crossings. We further extended the pedestrian mo-
tion model to the formulation of general motion models and used GFSM for the generation 
of realistic trajectories. Then we moved towards designing control of vehicles using model 
predictive control for longitudinal control in vehicle-crowd interaction. Next, we presented 
a method to predict pedestrian intention prediction. The method showed better results 
than the current state-of-the-art. Next, we presented a risk assessment of occluded pedes-
trian and collision avoidance control for AVs. Next, we presented a Framework to improve 
the stability of the RL controller using Lyapunov stability criteria. The framework was 
evaluated in a three-lane driving environment and compared with a DDPG baseline. We 
demonstrated that the proposed framework could learn an appropriate system behavior 
with stabilizing actions. 

8.2 Future Work 

Future work can be done to the VPI framework: 

• Pedestrian model can be improved by using VPI datasets. 

• Control design can consider uncertain pedestrian behavior. 

• The solutions presented can be extended to include more scenarios. 

For generalized motion models, the following future work can be considered: 

• Improvement of motion models for vehicles, and adding new dynamic objects (robots, 
bicycles, etc.). 

• Extending the framework for many stakeholders to design and control complex be-
haviors of vehicles and pedestrians and investigate the feasibility of scalability. 

In model predictive control for vehicle-crowd interaction, the following future work can 
be considered: 
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• In the pedestrian motion prediction process, this constant vehicle speed assumption 
can be improved by incorporating the VCI model into the MPC synthesis. Because 
of the non-linearity of the VCI model, this incorporation requires modifying the VCI 
model so that the MPC can be properly synthesized and successfully solved. 

• The performance of the PID approach can be improved by systematically tuning 
the PID parameters. Specifically, the steady-state error should be minimized or 
eliminated, and other effects such as rise time, overshot, settling time, and stability 
should also be carefully treated. 

• In addition to hard constraints on the control action, a quadratic term of control 
effort could also be included in the MPC cost function, so that the overall MPC 
performance can be improved by taking the control action in consideration. 

In predicting pedestrian intention, the following future work can be considered: 

• Improving the robustness for unexpected situations. 

• Fusion with other sensors to achieve better results. 

• Using a range of pedestrian behaviors (children, old, disabled, etc) to further tune 
the model for better prediction. 

For the risk assessment work, the following future work can be considered: 

• Risk assessment can be improved by using other contextual information. 

• Including a range of situations in risk assessment such as children playing nearby, 
distracted pedestrians, etc. 
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Appendix A 

Research Products for this Project 

A.1 Journal Publications 

F. T. Johora, D. Yang, J. P. Muller, and U. Ozguner, “On the Generalizability 
of Motion Models for Road Users in Heterogeneous Shared Traffic Spaces,” IEEE 
Trans. Intell. Transport. Syst., vol. 23, no. 12, pp. 23084–23098, Dec. 2022, doi: 
10.1109/TITS.2022.3192138. 

D. Yang, H. Zhang, E. Yurtsever, K. A. Redmill, and Ü. ¨ Ozgüner, “Predicting pedestrian 
crossing intention with feature fusion and spatio-temporal attention,” IEEE Transactions 
on Intelligent Vehicles, vol. 7, no. 2, pp. 221–230, 2022. 

A.2 Conference Publications 

D. Yang, K. Redmill, and Ü. ¨ Ozgüner, “A Multi-State Social Force Based Framework for 
Vehicle-Pedestrian Interaction in Uncontrolled Pedestrian Crossing Scenarios,” in 2020 
IEEE Intelligent Vehicles Symposium (IV), Las Vegas, NV, USA: IEEE, Oct. 2020, pp. 
1807–1812. doi: 0.1109/IV47402.2020.9304561. 

D. Yang and Ü. ¨ Ozgüner, “Combining social force model with model predictive control for 
vehicle’s longitudinal speed regulation in pedestrian-dense scenarios,” in The th Biennial 
Workshop on Digital Signal Processing for In-Vehicle Systems, Nagoya University, Japan 
2018. 

M. Koç, E. Yurtsever, K. Redmill, and ¨ U. ¨ Ozgüner, “Pedestrian emergence estima- tion 
and occlusion-aware risk assessment for urban autonomous driving,” in 2021 IEEE Inter-
national Intelligent Transportation Systems Conference (ITSC), pp. 292–297, IEEE, 2021. 

B. Hejase and U. Ozguner, “Lyapunov stability regulation of deep reinforcement learning 
control with application to automated driving,” in 2023 American Control Conference 
(ACC), pp. 4437–4442, IEEE, 2023. 

A.3 Dissertation and Thesis 

Bilal Hejase, Interpretable and Safe Deep Reinforcement Learning Control in Automated 
Driving Applications, PhD Dissertation, The Ohio State University, 2023. 

90 



Effect of Pedestrians and Crowds on Vehicle Motion and Traffic Flow 

Dongfang Yang, Collective Pedestrian Motion Under Vehicle Influence: Social Force Based 
Modeling and Application in Intelligent Transportation, PhD Dissertation, The Ohio State 
University, 2020. 
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	Chapter 1 
	Introduction 
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	Therestofthereportfocusesondifferentcasesofsafetyforvehicle-pedestrianinteractions.Chapter2describesamulti-statesocialforcemodelformodelingpedestrian crossingbehaviorin uncontrolledpedestriancrossingscenariosforvehicle-pedestrianinter-actions.Theeffectsofvehicle-pedestrianinteractionsonmotionplanningisconsideredin Chapter3,suchassteppingoffacurbforindividualandcrowdsofpedestrians.Chapter4 
	Therestofthereportfocusesondifferentcasesofsafetyforvehicle-pedestrianinteractions.Chapter2describesamulti-statesocialforcemodelformodelingpedestrian crossingbehaviorin uncontrolledpedestriancrossingscenariosforvehicle-pedestrianinter-actions.Theeffectsofvehicle-pedestrianinteractionsonmotionplanningisconsideredin Chapter3,suchassteppingoffacurbforindividualandcrowdsofpedestrians.Chapter4 
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	describes the utilization of social force models within model predictive control schemes for longitudinal vehicle control. This chapter specifically focuses on pedestrian-dense traffic scenarios and aims to provide enhanced safety by including the prediction of pedestrian or crowd movements in the control formulation. Chapter 5 considers the problem of pedestrian crossing intention prediction utilizing data-driven approaches from several sensing sources. In Chapter 6 the occluded pedestrian case is consider
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	Chapter 2 
	Multi-State Social Force Based Framework for Vehicle-Pedestrian Interaction in Uncontrolled Pedestrian Crossing Scenarios 
	This chapter is derived from the published work in [2]. 
	2.1 Introduction 
	Pedestrian safety has been an important issue in transportation for a long time. According to NHTSA [1], the percentage of pedestrian fatalities in total traffic fatalities has increased from 12% in 2008 to 16% in 2017. This implies that pedestrian safety is still a big concern. Developing advanced driver-assistance systems (ADAS) is a promising route to improve pedestrian safety. Although research, applications, and products are continuously updating, the approaches for the vehicle to handle the vehicle-pe
	-
	-

	It is generally challenging to model and evaluate such VPI because various VPI patterns can not be usually observed in real-world situations. Having an effective VPI framework for simulation would benefit the testing of newly designed algorithms before moving to the next step. To this end, this Chapter proposed an improved VPI framework that can produce more realistic pedestrian behaviors by extending the social force pedestrian motion model [4]. The framework is suitable for evaluating different automated 
	Several works have studied the VPI in crossing scenarios. A recent comprehensive review [5] identified factors such as pedestrian demographics, traffic dynamics, and environmental conditions by surveying both the classical driver-pedestrian interaction and the VPI that involves automated vehicles. Gap acceptance is a major factor that affects 
	-

	waiting area destination area 
	Figure 2.1: Scenario illustration. The pedestrian first goes to the waiting area (red circle), judges the situation to decide crossing or yielding, and walks to the destination area (blue circle). The vehicle regulates it longitudinal speed to balance between the safety and the efficiency of finishing the interaction. 
	the pedestrian’s behavior in crossing scenarios. Existing works like [6, 7] studied the gap acceptance in different conditions, i.e., at mid-blocks and in front of a platooning of low-speed autonomous pods. A stochastic interaction model using the multivariate Gaussian mixture model [8] was also proposed to simulate the mutual interaction by simultaneously considering the behavior of both the vehicle and the pedestrian. The above works addressed the VPI in a statistic way, however, if we focus on the precis
	-

	Regulating longitudinal speed is the most direct approach for the vehicle to handle the VPI in crossing scenarios. Partially observable Markov decision process (POMDP) [9, 10, 11] is one of the popular methods for discretized longitudinal control incorporating the uncertainty of the pedestrian behavior. Model-based control methods like hybrid feedback control [12] and model predictive control [13] are also suitable for this type of problem. Although model-based control does not inherently consider the pedes
	Pedestrian behavior is usually described by a motion model that can execute decisions like when and how to cross the road. A common assumption is that the pedestrian simply makes the decision on when to start crossing but while the pedestrian is crossing, a constant crossing velocity is maintained [8, 12]. The assumption is good for analyzing decision-making, but not for generating precise motion. This Chapter introduced a new model that combines the microscopic social force pedestrian model with a state ma
	Pedestrian Motion Predictor Longitudinal Speed Control Vehicle Dynamics Multi-State Social Force Interaction Gap Estimation Pedestrian Dynamics Perception Interaction Motion Vehicle Pedestrian 
	Figure 2.2: Framework for vehicle-pedestrian interaction. Both the vehicle and the pedestrian follows a 3-level hierarchy. 
	-

	crossing behavior, which includes approaching the road, judging the situation, and crossing the road. 
	The contribution of this Chapter is summarized as follows: (a) A general VPI framework for uncontrolled crossing scenarios was proposed and can simulate various VPI patterns. Both the vehicle and the pedestrian have a hierarchical pipeline of perception, interaction, and motion that interact with each other. (b) A newly designed multi-state social force model was proposed to describe more realistic pedestrian motion under the effect of the interacting vehicle, i.e., the pedestrian can change velocity and di
	-
	-
	-

	2.2 Framework 
	The process of VPI can be interpreted as a process of two agents mutually recognizing and affecting each other. A general framework consisting of the same hierarchy for either the pedestrian or the vehicle can be conceptually divided as layers of perception, interaction, and motion, as illustrated in Fig. 7.1. All of these layers should ideally interact with any of the others. 
	In this Chapter, we are dealing with the VPI in a specific and representative scenario as shown in Fig. 2.1. The vehicle moves along the lane adjacent to the side where the pedestrian appears, predicts whether the pedestrian is going to cross the road, and adjusts its speed accordingly to avoid the collision while keeping its desired speed as much as possible. The pedestrian emerges from the sidewalk, goes to the waiting area, and judges the situation to see if it is safe to cross the road. If safe the pede
	To address this specific scenario, the interaction among the aforementioned layers was streamlined as described by the arrows in Fig. 7.1. Both the vehicle and the pedestrian are 
	assumed to know the exact past and current states of each other. Therefore, the vehicle’s perception layer employs a predictor to predict the pedestrian’s future motion. And the pedestrian’s perception layer applies an estimator for the time gap of the vehicle going from its real-time position to the pedestrian’s crossing position. The interaction is not controlled by either traffic signals or crosswalk markings, which represents the common situations in residential areas or when the pedestrian jaywalks. Th
	2.3 Interactive Pedestrian Motion 
	2.3.1 Gap Estimation 
	As discussed in [18, 12], is a major factor that determines whether the pedestrian decides to cross or yield to the vehicle. It is defined as a time: 
	gap acceptance 

	t gap = dfront vveh 
	(2.1) 
	where is the current vehicle velocity, and is the the distance to the interaction shown in Fig. 2.1. is updated as time evolves and is compared with the threshold of the gap acceptance , which is drawn from a normal distribution (). The statistics follows the results in [19]. 
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	2.3.2 Pedestrian Dynamics 
	Instead of assuming a straight motion with constant crossing speed [8, 12], the social force model applies a 2D point-mass Newtonian dynamics [4]: 
	¨x p = 1 m p ftotal, 
	(2.2) 
	where is the pedestrian state vector that represents positions and velocities in x, y axes, respectively, is the mass of the pedestrian, and is the total applied force, which is detailed in the following subsection. In the simulation, the point-mass dynamics was discretized with the time step ∆. The dynamics also imposes constraints on the velocity and the acceleration . 
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	2.3.3 Multi-State Social Force Interaction Model 
	Social Force 
	Social force model describes each type of the interaction as a virtual force that applies on the pedestrian dynamics. The cumulative interaction effect is the summation of all individual virtual forces. In the proposed model, the total force was designed as: 
	ftotal = fdes + fveh, 
	(2.3) 
	Approaching Waiting Crossing Finishing Initializing if not if if if if if not 
	Figure 2.3: State transition of the social force model 
	where is the destination force and is the vehicle effect force. The destination force concretizes the pedestrian’s desire to reach a particular location. Given a destination position, this force adjusts the pedestrian’s velocity to walk toward the given destination with the desired speed. The destination force is defined as: 
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	fdes = kdes(v p − vd), 
	(2.4) 
	where is the current pedestrian velocity vector, is the desired velocity vector that points to the destination, and is a scalar parameter that magnifies the difference between and . The desired velocity vector is defined as := rent pedestrian position, and is a scalar parameter that decreases the desired speed when the pedestrian is getting close to the destination. is the desired speed magnitude that represents the most comfortable walking speed. is drawn from a normal distribution (). The distribution fol
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	The vehicle effect is defined as a repulsive force: 
	fveh = Aveh · exp(−b · dv2p) · ⃗nv2p. 
	(2.5) 
	is the distance from the influential point of the vehicle to the current pedestrian position . The influential point is selected as the point on the vehicle contour that is closest to . A pedestrian radius and an extension length for the contour are considered as the buffer. Therefore, := . is a unit direction vector, pointing from to . The force magnitude applies an exponential relationship, with parameters and . More details about the can be found in [4]. 
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	State Transition 
	A crossing behavior is decomposed into several phases, as shown in Fig. 2.3, during which the status of the social force model is slightly different: 
	• 
	• 
	• 
	: The desired speed () and the gap threshold () are obtained. The destination is set to be the waiting area in Fig. 2.1. 
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	• 
	• 
	• 
	: Only the destination force is effective in equation (2.3). If the waiting area, noted as in Fig. 2.3, is reached, switch to the next state. 
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	• 
	• 
	: At this state, the pedestrian judges the gap . If , the pedestrian starts to cross (by switching the destination to be the destination area in Fig. 2.1) and switches to the next state. Otherwise, the pedestrian just waits in the waiting area until , which could be either the vehicle has passed the crossing position or the vehicle slows down and yields to the pedestrian. Still, only is effective. 
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	• 
	• 
	: Pedestrian is within the lane where the vehicle is driving. Both the destination force and the vehicle effect force are effective. The desired speed will be temporarily changed if the pedestrian needs to avoid aggressive vehicle maneuvers (e.g., not yielding but accelerating). This is achieved by comparing the time to collision (TTC) for the vehicle := with the time to finishing the crossing (TTF) for the pedestrian where is the remaining distance from current pedestrian position to the other edge of vehi
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	• 
	• 
	: The pedestrian continues to the destination area. The vehicle effect force is no longer effective. 
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	2.4 Vehicle Motion 
	2.4.1 Pedestrian Motion Prediction 
	Pedestrian motion prediction usually applies a system = () that inputs an observed trajectory = (+ 1)(+ 2)()of length and outputs a predicted trajectory = (+ 1)(+ 2)(+ )of length . This Chapter applies a linear pedestrian motion predictor, in which only the last observed pedestrian state () is used as input, and the output states are propagated by assuming the same velocity last observed. 
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	2.4.2 Vehicle Dynamics 
	A longitudinal point-mass model with drag effect is applied as the vehicle dynamics: ¨() + ˙() = (), where is the longitudinal position, is the vehicle mass, is a drag coefficient, and is the control action (throttle/brake). Rewriting the dynamics using a state vector = [˙](position and velocity) into discretized time of ∆, we have: 
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	x(k + 1) = Ax(k) + Bu(k) 
	(2.6) 
	where A =  1 ∆t 0 1− α∆t M  ,B =  0 ∆t  , and u(k) is the discretized control action. A con-straint [vmin, vmax] on speed is imposed. Also, the control action is bounded by [umin, umax] and the control action rate is bounded by [∆umin, ∆umax]. 
	2.4.3 Control Strategies 
	The speed controller has two objectives: (a) keeping a safe distance to the pedestrian; (b) maintaining the desired speed as much as possible. This Chapter analyzed 3 different control strategies. A vanilla pure velocity keeping control (VKC) was implemented as a baseline and to test the pedestrian behavior under extreme conditions as well. It is compared with an obstacle avoidance control (OAC) and a model predictive control (MPC) that use the predicted pedestrian motion. 
	Velocity Keeping Control (VKC) 
	It simply applies a PI controller to keep the vehicle’s desired velocity : 
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	0
	,veh

	u = KP · (v0,veh − vveh) + KI · I, 
	(2.7) 
	where is the cumulative error of the speed deviation until current time step and , are the proportional gain and the integral gain, respectively. 
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	Obstacle Avoidance Control (OAC) 
	It extends the VKC by adding a strategy to decelerate if the predicted pedestrian trajectory at any time obstructs the vehicle driving lane. In that case, the control action is obtained by: 
	u=− v 2 veh 2 · (dfront − dsafe), 
	(2.8) 
	where is the safe distance, which equals to the when the vehicle decelerates and stops right in front of the pedestrian with the minimum deceleration. 
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	Model Predictive Control (MPC) 
	MPC predicts steps of the vehicle motion. Two safety criteria were designed and imposed on the constraints of the MPC problem. First, for any predicted pedestrian state (+ )12that lies in the vehicle driving lane, its longitudinal position along the road (+ )is used as a longitudinal displacement constraint for the MPC. 12is the index set of the future time steps when the predicted (+ ) lies in the vehicle driving lane. It must satisfy 
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	|sobj(k + n) − s(k + n)| > dsafe,∀n ∈ N, 
	(2.9) 
	where is the safe distance that should be always kept between the vehicle and the pedestrian and (+ ) is the predicted vehicle longitudinal position at time step + . These constraints guarantee that the vehicle never collides with the pedestrian within the prediction horizon. Second, if the predicted pedestrian position at final step also lies in the vehicle driving lane, a constraint on the vehicle’s last predicted speed should be added such that the vehicle is expected to stop in front of the pedestrian a
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	the constraint in a way such that hence the constraint becoming linear, where is the maximum allowed speed. So, the terminal constraint is: 
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	|sobj(k + N p) − s(k + N p)| > vmax 2|umin| · v(k + N p) + dsafe. 
	(2.10) 
	Naturally, constraints on the velocity, control action, and control action rate should be added, they are: 
	vmin < v(k + n) < vmax, ∀n ∈ {1, 2, · · · ,Np} 
	(2.11) 
	umin < u(k + n) < umax, ∀n ∈ {0, 1, · · · ,Np − 1} 
	(2.12) 
	∆umin < ∆u(k + n) < ∆umax, ∀n ∈ {0, 1, · · · ,Np − 1} 
	(2.13) 
	Finally, the MPC problem is formulated as: 
	U ∗ = arg min U  Np n=1 wv  v(k + n) − v0,veh  2 + Np−1 n=0 wu  u(k + n) 2  s.t. [s(k),v(k)] T = x(k), and (2.6)(2.9)(2.10)(2.11)(2.12)(2.13), 
	(2.14) 
	where () is the current vehicle state, and , are the weights for the cost of velocity and control, respectively. In extreme cases if solving the MPC fails, maximum deceleration is applied, with the constraint (2.13) still valid. 
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	Table 2.1: Parameters in the Simulation 
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	Value 
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	2.5 Experiments 
	A two-lane road was created for simulation experiments, with lane width = 32. For each episode, the pedestrian was initialized at 2 meters from the right to the right edge of the road. The destination was set at 3.6 meters from the left to the other edge of the road. The waiting area was centered at 0.5 meters to the right road edge. These 3 points have the same longitudinal position. The vehicle was initialized with 30 different 
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	Figure
	Figure 2.4: Screenshots of a simulation that applies MPC. The initial state of the vehicle (yellow box) is = 165and initial/desired speed ˙= 10. The pedestrian (red circle) was initialized with a gap acceptance threshold of = 427and a desired walking velocity = 159. The blue ’x’ is the pedestrian’s destination. Purple shadows indicate the predicted pedestrian positions (lighter color means longer predicted time). 
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	combinations of initial longitudinal position 115165215265315365and speed ˙246810so that the majority of scenarios of different time gaps were covered. The desired speed was set as = ˙. For each combination, 3 different control strategies were simulated for 200 times, respectively. CVXPY [21] was applied as the MPC solver. Table 2.1 shows the parameter values, which were manually tuned according to the parameter values in previous works [4, 13, 12]. 
	d
	front,
	0 
	∈ {
	.
	, 
	.
	, 
	.
	, 
	.
	, 
	.
	, 
	.
	} 
	s
	0 
	∈ {
	, 
	, 
	, 
	, 
	} 
	v
	0
	,veh 
	s
	0

	2.6 Results 
	In general, there are 4 hyper-parameters in the simulation configuration. They are the threshold of the accepted gap , the desired pedestrian walking speed , the initial vehicle longitudinal position , and the initial/desired vehicle speed ˙ = . The results were evaluated based on selected combinations of the above hyper-parameters. 
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	2.6.1 Qualitative Evaluation 
	Fig. 2.4 shows the screenshots of a simulation using MPC. The evolution of the corresponding pedestrian state and vehicle state are plotted in Fig. 2.5. At the beginning stage, the vehicle recognized the pedestrian who was approaching the edge of the road. The pedestrian motion predictor provided a sequence of predicted future positions that lie in the 
	-
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	Figure
	Figure 2.5: Evolution of some states that corresponds to the simulation in Fig. 2.4: vehicle’s longitudinal (x) position, velocity, and control action; pedestrian’s crossing distance (y position), speed, state, and the estimated gap. 
	-

	yielding, the OAC was comparatively safer than the other two (but at the expense of smoothness). Note that for the VKC, collision happened in some cases when the vehicle’s initial/desired speed is relatively high. 
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	Efficiency 
	The average vehicle velocity is used to evaluate the driving efficiency. The VKC had the highest efficiency because it didn’t react to the pedestrian at all, but the collision is unacceptable. Comparing the OAC with the MPC, the OAC outperformed the MPC at high speed , but was outperformed by the MPC as the decreases. 
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	Smoothness 
	The minimum value of the absolute acceleration/deceleration is used to evaluate the smoothness. Similarly to the efficiency, the VKC maintained the same minimum acceleration but collision happened. The MPC was always smoother than the OAC in general. 
	-

	In sum, considering safety, efficiency, and smoothness simultaneously, when the vehicle speed is relatively low, the MPC outperformed the OAC and the VKC. This is because the MPC predicts the future vehicle motion so that the control action is optimized to consider both the safety, efficiency, and smoothness. And when is low, the MPC has more allowed time to optimize its control action. The results associated with other also follow a similar pattern as illustrated in Fig. 2.6. 
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	2.7 Conclusion 
	This Chapter proposed a framework to address the VPI in uncontrolled crossing scenarios. A novel multi-state social force pedestrian motion model was integrated into the framework. The behavior of both the vehicle and the pedestrian in the experiments of 3 different vehicle control strategies demonstrated the effectiveness of the proposed framework. 
	-

	Major further work would be improving the pedestrian model by considering demographics and by leveraging VPI datasets. Framework components such as pedestrian motion predictor could also be replaced with a more accurate one. In terms of vehicle control, the next step would be better integrating pedestrian uncertainty into the controllers. And lastly, of course, the framework should be extended to cover more VPI scenarios. 
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	Chapter 3 
	On the Generalizability of Motion Models for Road Users in Heterogeneous Shared Traffic Spaces 
	This chapter is derived from the published work in [22]. 
	3.1 Introduction 
	Shared space design principles [23] have been drawing significant attention in recent years, as an alternative to traditional regulated traffic designs. In shared spaces, heterogeneous road users such as pedestrians, cars, bicycles share the same space. Unlike traditional traffic environments, in shared spaces, there are no or very few road signs, signals, and markings; this causes frequent direct interactions among road users to coordinate their trajectories. There is an ongoing debate on the safeness of s
	Yet, the lack of explicit rules makes it essential to investigate the safety issues in shared spaces. Modeling and simulation shared spaces by analyzing and reproducing the motion behaviors of road users including their interactions is crucial to assess and optimize such spaces during the planning phase. Realistic simulation models can also form a safe basis for autonomous cars to learn how to interact with other road users. 
	Interpreting and modeling mixed-traffic interactions pose challenging problems; an interaction can be a simple reaction or a result of complex human decision-making processes, i.e., modifying speed or direction by predicting other road users’ behavior, or communicating with them [5]. Moreover, how one interacts with others is dependent on many factors like their transport mode, current situation, road structures and conditions, social norms (culture), and many individual factors (e.g. age, gender, or time p
	-
	-

	To the best of our knowledge, so far, there are not many works on modeling and 
	simulation of shared spaces. We observe mostly two different state-of-the-art approaches: (1) physics-based models, mainly the social force model (SFM) of pedestrian dynamics [15] including numerous extensions adding, e.g., new forces, decision-theoretic concepts, or rule-based constraints, to describe different types of actors such as cars [28, 29] or bicycles [30]; and (2) cellular Automata (CA) models [31, 32, 33], which are mainly used for modeling mixed-traffic flows in settings with explicit traffic r
	Although these approaches perform well for single bilateral conflicts (i.e., for any point in time, a road user can only handle a single explicit conflict with one other user), they fail in representing multiple conflicts among heterogeneous road users and groups, which are very common in shared spaces. Hence, in our previous works, we integrated SFM with a game-theoretic model to address both bilateral and multiple conflicts among pedestrians and cars [34, 35]. In this chapter, we describe as “an observabl
	conflict 
	conflict 
	interaction 

	In the literature, motion models do not adequately consider the differences in road users’ behaviors induced by differing environmental settings. These models are usually calibrated and validated using scenarios from a single shared space environment. In [37], we took a first step to address this gap by proposing the concept of zone-specific motion behaviors for pedestrians and cars, considering road and intersection zones. In [38], we evaluated the transferabilityof our existing model by modeling scenarios
	1 
	1 

	-

	In this chapter, we delve further into this direction by proposing a conceptually systematic and simple process of modeling general motion models and output a moderate version of a general motion model for pedestrians and cars, by following our proposed modeling process. A general model should be able to reproduce a large variety of motion behaviors of heterogeneous road users ranging from simple free-flow motions to resulted-motions from complex interactions and transferable to new environments with minima
	-

	We further introduce heterogeneity in pedestrian motion by recognizing different motion patterns, by calibrating individual motion characteristics (e.g., sensitivity when interacting with others) and clustering them into different groups (see Section 3.6). The 
	We further introduce heterogeneity in pedestrian motion by recognizing different motion patterns, by calibrating individual motion characteristics (e.g., sensitivity when interacting with others) and clustering them into different groups (see Section 3.6). The 
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	contributions of this chapter are: 

	transferability generalizability 
	1
	We use the terms 
	and 
	interchangeably 

	In this chapter, the keyword is used to represent a set of pedestrians with a similar motion pattern, not the social group, e.g., family members. 
	2
	group 

	• 
	• 
	• 
	We propose a systematic process to formulate a general motion model. 

	• 
	• 
	We propose a motion model for pedestrians and cars, which can simulate a large variety of conflict scenarios among road users and evaluate the generalizability of our model by using three different shared space data sets. The results of our evaluation process indicate that our model achieves satisfactory performance for each data set. 

	• 
	• 
	We present a methodology to recognize and model different motion patterns of pedestrians from real-world data sets. To do so, we investigate several approaches to cluster pedestrians with similar motion patterns into groups. Our evaluation results show that the heterogeneity in pedestrians motion improves the model performance. 
	-



	Following a review of previous research in Section 3.2, we propose the formulation of a general model for movement modeling of heterogeneous road users in Section 3.3. We illustrate the examined data sets and the architecture of our Game-Theoretic Social Force Model (GSFM) in Section 3.4 and Section 3.5, respectively. Section 3.6 explains the calibration methodology and recognition of different walking styles of pedestrians. In Section 3.7, we describe how we evaluate model performance and discuss the resul
	3.2 Related Works 
	Existing mixed-traffic motion models are mostly built based on rule-based models (e.g. Cellular Automata (CA) [32]), or physics-based models, most preeminently the Social Force Model (SFM) [15]. 
	CA models describe road users motion behavior by a set of state transforming rules in a discrete environment. They have been used to model motion behaviors of a set of homogeneous road users, e.g., pedestrians [39, 40], cars [41, 42] and there are also few works describing mixed-traffic motion, e.g., [32] who study interactions among pedestrians and cars at crosswalks, [31] who model car-following and lane-changing actions of cars and motorcycles, or [43] who study bicycle-to-vehicle interactions and its im
	In the classical SFM, introduced in [15], the movement of a pedestrian is represented by differential equations comprising a set of simple attractive, and repulsive forces from other pedestrians and static obstacles that he/she experiences at a specific place and time. Even though SFM was initially modeled for pedestrian dynamics [44, 45, 46], many studies extended it for modeling other types of road users. For example, [17, 47] who include vehicles, considering their impact on pedestrians as separate force
	Both CA-based and SFM-based models can represent simple situations well. However, game-theoretic or probabilistic models are more suitable for complex scenarios where road users must choose an action among many alternatives to handle a given situation [15]. In [48], in case of complex interactions, road users’ choice of action is modeled by a logit model, based on available data but without considering what other users might do. In 
	Both CA-based and SFM-based models can represent simple situations well. However, game-theoretic or probabilistic models are more suitable for complex scenarios where road users must choose an action among many alternatives to handle a given situation [15]. In [48], in case of complex interactions, road users’ choice of action is modeled by a logit model, based on available data but without considering what other users might do. In 
	[49], Fujii et al. used a discrete choice model to illustrate decision making while in pedestrian interactions. Game-theoretic models have often been applied to interpret human decision-making processes, also in traffic situations. Some examples are the application of non-cooperative games to illustrate merging-give way interaction among vehicles ([50]), pedestrian-to-car interaction in shared spaces ([28]), bicyclist-to-car interaction at zebra crossings ([51]), or analyze the difference of cyclist/pedestr
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	Although there are several works on modeling motion behavior of road users, only a very few studies consider different motion patterns for individual road user types [54, 55, 56]. Kabtoul et al. [54] manually annotates several predefined pedestrian types based on willingness to give way to a car. Alahi et al. [55] obtain different movement styles for pedestrians by learning collision avoidance parameters of individual pedestrians and clustering them into groups using the k-means clustering. Their model is r
	Existing closed-source commercial (e.g., AIMSUN [57] or VISSIM [58]) and open-source (SUMO [59]) simulators are somewhat capable of modeling and simulating mixed-traffic at a microscopic level. However, open-source simulators like SUMO have limited means for modeling interaction between heterogeneous road users. To address this issue, some studies combined SUMO with agent frameworks such as JADE ([60]) or JASON ([61]); however, adding new environmental features or define new modalities in such models is dif
	3.3 Modeling Process 
	A general motion model should be able to reproduce realistic motion behaviors of road users in different environmental settings in terms of road structures, culture or norm, types of road users, and types of interactions and to adapt to new environments with less time and effort, which make generating such models very challenging. 
	We propose a systematic process to construct a general motion model in Figure 3.1. Here, D, A, and M represents the decision, action and merge nodes respectively. The process starts with modeling the free-flow movements of road users () with their type and origin, destination, and speed profiles as . The next step is to analyze and model interactions among road users. To do so, one can collect and explore a real-world traffic data set () to identify and extract conflict scenarios between two or more road us
	We propose a systematic process to construct a general motion model in Figure 3.1. Here, D, A, and M represents the decision, action and merge nodes respectively. The process starts with modeling the free-flow movements of road users () with their type and origin, destination, and speed profiles as . The next step is to analyze and model interactions among road users. To do so, one can collect and explore a real-world traffic data set () to identify and extract conflict scenarios between two or more road us
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	data set, it is necessary to check () if there are any new kind of interaction(s), if yes, then this interaction(s) needs to be integrated () into the model. Next, the calibration of all parameters (including the new ones) and the model evaluation on each data set is required. To add a new user type () e.g., integrating vehicle in the pedestrian-only motion model, one needs to go through all the steps in Figure 3.1. This iterative process of modeling continues until a stopping criterion, such as a certain l
	D2
	A5
	M1


	Figure
	Figure 3.1: Formulation of a general motion model for mixed-traffic environments. 
	In this chapter, we use this process to a moderate version of a general model for generating realistic trajectories of pedestrians and cars in different shared spaces, using the HBS, DUT and CITR data sets. Our way of recognizing and classification of interactions (), modeling these interactions (), the calibration () and evaluation () of the model are discussed in Section 3.4.2, 3.5, 3.6 and 3.7, respectively. 
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	3.4 Data Sets and Interaction Classifications 
	3.4.1 Data Sets 
	Figure
	Figure 3.2: The spatial layout of three shared space environments; the top-left sub-figure visualizes the shared street from HBS, the top-right sub-plot shows the roundabout from DUT, the bottom-left sub-plot depicts the intersection from DUT and the bottom-right sub-figure shows interactions from CITR. 
	We have been developing a motion model of pedestrians and cars, named Game-Theoretic Social Force Model (GSFM) [34, 37, 62], mainly based on the scenarios manually extracted from a street-like shared space environment in Hamburg, Germany (HBS). In this chapter, to move towards a general model, we evaluate our model on two other data sets which are different from the HBS data set in terms of spatial structures, types of interactions, and the number of road users. These data sets are the DUT data set from Dal
	• 
	• 
	• 
	[30]: The HBS data set collected from a street with pedestrian crossing from both sides. It contains both bilateral and multilateral interactions among pedestrians and cars, with or without car following interactions. We extracted 103 such scenarios from HBS. 
	HBS 


	• 
	• 
	[63]: The DUT data set contains trajectories of pedestrians and cars from a roundabout and an intersection. It comprises of car-to-crowd lateral interactions; most scenarios extracted from DUT have a large number of pedestrians compared to the HBS and CITR scenarios. 
	DUT 


	• 
	• 
	[63]: CITR is an experimentally designed data set, collected from a university parking lot. It contains several lateral, front, and back interactions among pedestrians and cars. 
	CITR 
	-



	Here as shown in the bottom-right sub-figure of Figure 3.2, lateral interaction indicates the situation where pedestrian(s) cross from in front or behind the car. Front interaction is the face-to-face interaction, and in back interaction scenario, car drives behind the pedes-trian(s). There are also observable differences in these data sets which can be interpreted 
	Here as shown in the bottom-right sub-figure of Figure 3.2, lateral interaction indicates the situation where pedestrian(s) cross from in front or behind the car. Front interaction is the face-to-face interaction, and in back interaction scenario, car drives behind the pedes-trian(s). There are also observable differences in these data sets which can be interpreted 
	as cultural differences. For example, in the DUT data set, road users maintain less inter-distance (i.e., safety distance) compared to the HBS and CITR data sets (see Section 3.6). In all three data sets, an agent’s position at each time step (i.e., 0.5 s) is given as a 2D vector in the pixel coordinate system, and they also contain the pixel-to-meter conversion scales. Table 3.1 summarizes the number of scenarios and individuals involved. 

	Table 3.1: Statistics of Datasets 
	Data set 
	Data set 
	Data set 
	Data set 

	# of Scenarios 
	# of Scenarios 

	# of Pedestrians 
	# of Pedestrians 

	# of Cars 
	# of Cars 

	Time step 
	Time step 


	HBS 
	HBS 
	HBS 

	103 
	103 

	206 
	206 

	126 
	126 

	0.5s 
	0.5s 


	CITR 
	CITR 
	CITR 

	26 
	26 

	208 
	208 

	26 
	26 

	0.5s 
	0.5s 


	DUT 
	DUT 
	DUT 

	30 
	30 

	607 
	607 

	39 
	39 

	0.5s 
	0.5s 



	3.4.2 Interaction Classification 
	In our previous works [34, 62], we classified road users interactions broadly into two categories based on Helbing’s classification of road agents’ behavior [15] and the observation of the shared space video data (mostly HBS): (percept act) and (percept choose an action from different alternatives act). These interactions can also be sub-categorized based on the number and types of road users involved: contains car-following, pedestrian-to-pedestrian, and pedestrian(s)-to-car reactive interactions and inclu
	-
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	simple interaction 
	→ 
	complex interaction 
	→ 
	→ 
	simple interaction 
	complex interaction 

	As mentioned earlier, in this chapter, we are still focusing on pedestrians and cars, but we aim to evaluate the performance of our model on the DUT and CITR data sets. According to the process proposed in Figure 3.1, we analyze these two data sets and detect the following new types of interactions: 
	• 
	• 
	• 
	Unlike HBS, in the DUT data set, sometimes, cars somewhat deviate from their trajectory as a result of reactive interaction with pedestrians. Mostly because of the environment structure in DUT, i.e., more free space for motion of cars. 

	• 
	• 
	As already discussed in Section 3.4.1, the CITR data set [63] contains front and back interactions among pedestrians and cars, which are not observed in the HBS or DUT data sets [30]. 


	How we model these interactions, including integration of new interaction types, is described in Section 3.5. 
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	3.5 Agent-Based Simulation Model 
	We pursue an agent-based model, GSFM, to represent the motion behaviors of pedestrians and cars, initially described in [34]. Here, we give an overview of the architecture of GSFM, visualized in Figure 3.3. In GSFM, each road users is modeled as an individual and their movements are conducted in three interacting modules, namely, , , and . Each of this module has individual roles. GSFM is implemented on a BDI (elief, esire, ntention) platform, LightJason [64], which permits flexible design and explanation o
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	Figure
	Figure 3.3: Conceptual model of pedestrians and cars motion behaviors. Here, denotes the added force to classical SFM and signifies activation/deactivation of a module. 
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	through its three modules. Based on current situation, the activates the relevant module, which then informs the controller on completion of its task. 
	BDI controller 

	computes the free-flow trajectories for all agents by only considering static obstacles (e.g. boundaries, or trees) in the environment. For individuals trajectory planning, we transform the simulation environment into a visibility graph [65], add their origin and destination positions into the graph and perform the A* algorithm [66]. 
	The trajectory planning module 

	governs the actual execution of an agent’s physical movement 
	The force-based module 

	and also captures the simple interactions between agents by using and extending the SFM. To model the driving force of agents towards their destination the repulsive force from the static obstacles and other agents we use the classical SFM. Here, = for time and denote desired and current velocities of , = exp ˆ and = exp ˆ, where and symbolize the interaction strengths, and and are the range of these repulsive interactions, and are the distances from to , or to at a specific time, and indicate the normalize
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	As discussed in Section 3.4.2, the CITR data set contains two new types of interaction, namely, the front and back interaction between pedestrian () and vehicle (). We incor-
	As discussed in Section 3.4.2, the CITR data set contains two new types of interaction, namely, the front and back interaction between pedestrian () and vehicle (). We incor-
	i
	j

	porate these two interactions to our model as a single type, i.e., longitudinal interaction, and following: 
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	In this chapter, is set to 10 m. Deviation of cars due to reactive interaction with pedestrian in the DUT scenarios is addressed by , i.e., the SFM repulsive force. 
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	controls the complex interactions among agents, e.g. pedestrians-to-cars interaction, using Stackelberg game, i.e., a sequential leader-follower game. In a Stackelberg game, first, the leader decides on a strategy that maximizes its utility by predicting all possible reactions of followers and then, the follower reacts by choosing its best response [28]. The game is solved by finding the sub-game perfect Nash equilibrium (SPNE) i.e., the optimal strategy pair. The Eq. (3.5) and Eq. (3.6) depict the SPNE and
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	An individual game manages each complex interaction, and the games are independent on each other. In each game, the number of leaders is fixed to one but the followers can be more. We perform separate experiments with randomly chosen leader, the faster agent as leader (i.e., the car), and pedestrian as a leader. The result suggests that and the faster agent as leader is the best choice. However, if the scenario includes more than one car (e.g., pedestrian-to-cars interaction), then the one who recognizes th
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	During game playing, , and (only for pedestrian) are the viable actions for road users. Execution of these actions are performed in the force-based module. 
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	are the current and final positions respectively. Cars continue by following their free-flow motion. 


	• 
	• 
	Decelerate: Agents decelerate and in the end stop, if required. For pedestrians, m), in that case pedestrian will stop and in case of cars, decRate. 
	Decelerate: Agents decelerate and in the end stop, if required. For pedestrians, m), in that case pedestrian will stop and in case of cars, decRate. 
	newSpeed= 2 , unless the car is very near (i.e., distance(i, j) ≤ r+ r+ 1 
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	Here, decRate =    Speedj (t) 2 , if distance(i, j) ≤ Dmin, Speed2j distance(i,j)−Dmin , otherwise. Dmin is the critical spatial distance. 


	• 
	• 
	Deviate: A pedestrian passes a car from behind from a position = () (up till stays within the range of view of ) and afterwards proceeds moving towards her original goal position. 
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	Figure
	(a) Pedestrian-to-Car Interaction 
	-

	Figure
	(b) Impacts of Situation Dynamics 
	Figure 3.4: The complete payoff matrices for pedestrian-to-car interactions. 
	Although these modules do not obey any sequence and take control alternatively, at the start of the simulation, GSFM keeps a hierarchy among them. It starts with trajectory planning, assuming that agents plan their trajectories before they begin moving. When trajectories are planned, the BDI controller actives the force-based module to model the physical movement of agents. Conflict recognition and classification are performed at regular intervals (the algorithm is given in [37]), and if it detects any comp
	I
	⃗
	stop 
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	⃗
	game 
	I
	⃗
	game 

	: Sample BDI Code Fragment 
	Figure
	Here, ‘+’, ‘-’, ‘’ signify add (plan or belief), remove (belief) and unification (belief), respectively. The double exclamation mark before plan indicates that this plan should run in the current time-step and one exclamation mark before says that the plan will execute in the next time-step. An agent can also trigger a plan from the environment. As an example, when the game module decides on the strategies for the road users involved in a conflict situation, it triggers the plan , and the plan related to th
	>>
	calculate/route 
	walk 
	update/belief
	game/decelerate 

	Pedestrian: d−→ v t i dt =  −→ D o i +Σ −→ I iW + Σ −→ I ij + w p· −→ I long  or −→ I game Car: d −→ v t i dt =  −→ D o i + wc· j̸=car −→ I ij  or −→ I follow or −→ I game or −→ I stop, 
	(3.7) 
	(3.8) 
	ˆY t+∆t i = f{Zi, ( d−→ v t i dt + xi(t))}. 
	(3.9) 
	The process of modeling the movements of any agent at any time step in GSFM is summarized in Eq. (3.7)–(3.9). Here, , , , , (), and denote the target agent, competitive agent, static obstacle, model inputs, the position of in current and next time step respectively. The input profile contains start (), goal (), and speed profile of . The goal of is estimated by extending its last observed position () in real trajectory using Eq. (3.10) with the extended length = 5 m. The weight = 1 for the CITR scenarios, o
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	x des i =x st i + ldes · (x gt i − x st i ), 
	(3.10) 
	We calculate the desired speed of a pedestrian by identifying the walking portion of his/her trajectory, i.e., where the pedestrian’s speed is larger than a threshold and then, we average all the speed values to obtain . We set = 08. A car’s desired speed is set to: () + () 05, where is the set of all the speed values of car . 
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	3.6 Calibration Methodology 
	In this chapter, we calibrate our model parameters in several steps as visualized in Figure 3.5 and the calibration is performed using a genetic algorithm (see section 3.6.2). To recognize different motion patterns of pedestrians from real-world scenarios, we investigate two clustering approaches, namely Principal Component Analysis () with the k-means algorithm (step ), and k-means with step-wise forward selection () method (steps and ), see section 3.6.1. The steps in Figure 3.5 are as follows: We start b
	-
	PCA
	S3
	FS
	S4 
	S6
	-

	Figure
	Figure 3.5: The workflow of model calibration. 
	At the next step, we calibrate the parameters individually for each pedestrian, then cluster individual parameters using the above-mentioned clustering approaches which give us two different sets of pedestrian groups. Next, we perform group calibration (steps: , and ) so that each group has a unique set of parameters values. For the groups (i.e., clusters) that are obtained in step , we perform group calibration directly. However, for the groups obtained by completing and , we perform group calibration in t
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	S6
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	GSFM contains a large set of parameters, which can be broadly classified into parameters for SFM interaction, safety measurements, and payoff matrix calculation for game playing. The SFM and safety-related parameters are listed in Table 3.4 and Table 3.3 shows the game parameters. Among these parameters, for grouping pedestrians, we select the sets of parameters given in Table 3.2 based on sensitivity analysis. The rest of the parameters are calibrated universally as step . 
	S1

	Table 3.2: The list of parameters calibrated for clustering 
	Interaction strength: Vo ij (PP), V o ij (PC), V o ij (CP), Repulsive interaction range: σ (PP), σ (PC), Anisotropic parameter: λ, Scaling factor for devi-ate action: SD 
	3.6.1 Clustering 
	is a simple, fast and widely used clustering algorithm for classifying data based on euclidean distance between the data points, with a predefined number of clusters [69]. In this chapter, we decide on the number of clusters using the elbow method [69], and each data point represents the calibrated parameters’ values of an individual pedestrian. 
	K-means with Principal Component Analysis K-means 

	[69] is a technique that reduces a larger number of parameters to a smaller set of parameters which are linear combinations of the original parameters and contains most of their information. As stated in [70], reducing the dimension of data using PCA is beneficial for k-means. Thus, we use PCA to reduce the number of parameters given in Table 3.2, and then perform k-means on the reduced parameters 
	[69] is a technique that reduces a larger number of parameters to a smaller set of parameters which are linear combinations of the original parameters and contains most of their information. As stated in [70], reducing the dimension of data using PCA is beneficial for k-means. Thus, we use PCA to reduce the number of parameters given in Table 3.2, and then perform k-means on the reduced parameters 
	Principal Component Analysis 
	-

	set to cluster pedestrians into groups. 

	is a simple but commonly used feature (or parameter) selection method. It starts with a empty model which contains no parameters, then continue adding the most significant parameter one after another until a predefined stopping criteria has reached or if all present parameters are already in the model [71]. 
	K-means with Forward Selection Forward selection 

	Forward Selection with k-means 
	Algorithm 1 

	Number of clusters , Set of parameters , Predefined score Set of selected parameters for clustering = 0*initialize clustering score to 0 = 0 
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	Figure
	Figure 3.6: Different pedestrians groups of the DUT data set with different motion patterns. 
	-

	We calculate the significance of the parameter(s) by executing k-means for some k (i.e., number of clusters) and measure the clustering performance using the silhouette score. This method terminates if a preset value of silhouette score has been reached. The silhouette value is a measure to see if a data point is similar to its own cluster than to others [72]. Algorithm 1 shows the steps of the forward selection method with k-means. After performing feature selection using Algorithm 1, we perform k-means on
	-

	Figure 3.6 shows different clusters of pedestrians from the DUT data set obtained by performing k-means with forward selection and k-means with PCA, from left to right. We conduct these approaches separately on each data set. 
	3.6.2 Calibration 
	Genetic algorithms () [73] are evolutionary algorithms, largely applied to tackle optimization problems such as calibration of model parameters [74, 75]. 
	GA
	-

	As stated earlier, we calibrate our model parameters using a GA. It begins with feeding a random initial set of chromosomes i.e., the set of parameters that need to be calibrated into the simulation model to acquire and compare outputs with real-world data to compute and assign a fitness score to the respective chromosome. Next, an offspring population is generated by performing the selection (of the fittest members), crossover, and mutation processes and fed into the model again unless a specific stopping 
	We only consider the parameters in Table 3.2 for grouping pedestrians, and we calibrate these parameters as illustrated in Figure 3.5. Whereas, we calibrate the rest of the parameters of GSFM in beforehand, separately and in two steps: first, we calibrate the remaining SFM and safety parameters and then calibrate the game parameters. We conduct all these calibration steps using the above-described genetic algorithm. To be noted, during individual calibration of pedestrian, we simulate only the target pedest
	-

	Selection of the fitness function and simulation output type depends on the types of parameters to calibrate. To calibrate the SFM and safety parameters, GSFM outputs the simulated positions of agent(s) () to compare with their real positions () for calculating the fitness score of any respective chromosome. For the universal and group calibration, the fitness score is calculated by Eq.3.11 and the fitness function for the individual calibration is given in Eq.3.12. 
	P
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	sim
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	u
	real

	(3.11)
	fscore =  E e  U u  T t  ⃗Preal u (t) − ⃗P sim u (t)   T  U  E fscore =  T t  ⃗Preal u (t) − ⃗P sim u (t)   T fscore = E e  U u  1, if Areal u == Asim u −1, otherwise  U  E 
	(3.12) 
	(3.13) 
	Here, , , and denote the number of scenarios, the number of agents, and the number of time steps, respectively. For Eq. 3.13, the simulated decisions () are obtained by game playing and the real decisions () are manually extracted from the video data. To calibrate the game parameters, calculating the fitness score using Eq. 3.13 is preferable, as the game module is responsible for deciding on decisions/strategies for agents in any conflict situation, not their motion (see Section 3.5). We use Eq. 3.13 for c
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	u
	sim
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	u
	real

	The values of the game parameters are given in Table 3.3. Table 3.4 shows the values of the SFM and safety-related parameters with their calibrated values, where, PP, PC, CP, and CC denote pedestrian-to-pedestrian, pedestrian-to-car, car-to-pedestrian, and car-to-car interactions, respectively. 
	After performing the clustering and calibration processes, we got several sets of parameters which results in different versions of our model. Specifically, GSFM-M1 which indicates the model with k-means and PCA, GSFM-M2 is the model that combines the forward selection method with k-means and calibrates all parameters given in Table 3.2 
	-

	Table 3.3: List of game parameters with calibrated values 
	Symbol 
	Symbol 
	Symbol 
	Symbol 

	HBS Value 
	HBS Value 

	DUT Value 
	DUT Value 

	CITR Value 
	CITR Value 


	G
	G
	G
	G
	C 

	speed 

	11 
	11 

	4 
	4 

	10.4 
	10.4 


	G
	G
	G
	G
	P 

	speed 

	1 
	1 

	0 
	0 

	1 
	1 


	speed 
	speed 
	speed 
	G
	competitor 


	11 
	11 

	0 
	0 

	6.3 
	6.3 


	G
	G
	G
	G
	noai 


	3 
	3 

	0 
	0 

	0.3 
	0.3 


	G
	G
	G
	G
	stopped 


	2 
	2 

	0 
	0 

	1.1 
	1.1 


	G
	G
	G
	G
	F 

	angle 

	1 
	1 

	6.6 
	6.6 

	0.4 
	0.4 


	G
	G
	G
	G
	G
	min 

	dis 


	7 
	7 

	5 
	5 

	6.1 
	6.1 


	G
	G
	G
	G
	G
	Ace 

	angle 


	7 
	7 

	8 
	8 

	7 
	7 


	G
	G
	G
	G
	G
	Dec 

	angle 


	5 
	5 

	8 
	8 

	5 
	5 


	G
	G
	G
	G
	G
	Dev 

	angle 


	8 
	8 

	6 
	6 

	8 
	8 



	Table 3.4: The list of the SFM and safety parameters with their calibrated values. Here, G1, G2, G3 are the clustered groups. 
	Symbol 
	Symbol 
	Symbol 
	Symbol 

	Description 
	Description 

	Unit 
	Unit 

	HBS 
	HBS 

	DUT 
	DUT 

	CITR 
	CITR 


	G1 
	G1 
	G1 

	G2 
	G2 

	G3 
	G3 

	U 
	U 

	G1 
	G1 

	G2 
	G2 

	U 
	U 

	G1 
	G1 

	G2 
	G2 

	G3 
	G3 

	U 
	U 


	o 
	o 
	o 
	VPP
	ij 
	(
	) 


	Interaction strength 
	Interaction strength 

	2 2 
	2 2 
	−

	ms 

	0.1 
	0.1 

	0.1 
	0.1 

	1.9 
	1.9 

	0.1 
	0.1 

	0.01 
	0.01 

	0.1 
	0.1 

	0.1 
	0.1 

	0.2 
	0.2 

	0.1 
	0.1 

	0.4 
	0.4 

	0.1 
	0.1 


	o 
	o 
	o 
	VPC
	ij 
	(
	) 


	Interaction strength 
	Interaction strength 

	2 2 
	2 2 
	−

	ms 

	15.1 
	15.1 

	17.3 
	17.3 

	11.9 
	11.9 

	11.7 
	11.7 

	1.6 
	1.6 

	3.4 
	3.4 

	4.5 
	4.5 

	0.2 
	0.2 

	2.6 
	2.6 

	0.07 
	0.07 

	1.5 
	1.5 


	o 
	o 
	o 
	VCP
	ij 
	(
	) 


	Interaction strength 
	Interaction strength 

	2 2 
	2 2 
	−

	ms 

	— 
	— 

	— 
	— 

	— 
	— 

	— 
	— 

	0.76 
	0.76 

	1.7 
	1.7 

	2.27 
	2.27 

	— 
	— 

	— 
	— 

	— 
	— 

	— 
	— 


	σ PP
	σ PP
	σ PP
	(
	) 


	Repulsive interaction range 
	Repulsive interaction range 

	m 
	m 

	0.17 
	0.17 

	0.24 
	0.24 

	0.25 
	0.25 

	0.25 
	0.25 

	0.17 
	0.17 

	0.18 
	0.18 

	0.23 
	0.23 

	0.1 
	0.1 

	0.2 
	0.2 

	0.25 
	0.25 

	0.18 
	0.18 


	σ PC
	σ PC
	σ PC
	(
	) 


	Repulsive interaction range 
	Repulsive interaction range 

	m 
	m 

	0.1 
	0.1 

	0.7 
	0.7 

	0.2 
	0.2 

	0.91 
	0.91 

	0.11 
	0.11 

	0.14 
	0.14 

	0.27 
	0.27 

	1.5 
	1.5 

	0.39 
	0.39 

	1.1 
	1.1 

	0.69 
	0.69 


	λ 
	λ 
	λ 

	Anisotropic parameter 
	Anisotropic parameter 

	— 
	— 

	0.35 
	0.35 

	0.339 
	0.339 

	0.42 
	0.42 

	0.35 
	0.35 

	0.43 
	0.43 

	0.16 
	0.16 

	0.41 
	0.41 

	0.15 
	0.15 

	0.59 
	0.59 

	0.52 
	0.52 

	0.13 
	0.13 


	D 
	D 
	D 
	S


	Scaling factor for deviate action 
	Scaling factor for deviate action 

	— 
	— 

	7.6 
	7.6 

	12 
	12 

	7.8 
	7.8 

	6 
	6 

	6 
	6 

	7 
	7 

	9.01 
	9.01 

	6.1 
	6.1 

	8.4 
	8.4 

	8.3 
	8.3 

	7.0 
	7.0 


	R 
	R 
	R 
	V


	Range of view 
	Range of view 

	m 
	m 

	18.4 
	18.4 

	10 
	10 

	12.3 
	12.3 


	min 
	min 
	min 
	D
	(
	PC
	) 


	Critical spatial distance 
	Critical spatial distance 

	m 
	m 

	7.8 
	7.8 

	8 
	8 

	7 
	7 


	A 
	A 
	A 
	S


	Scaling factor for accelerate action 
	Scaling factor for accelerate action 

	— 
	— 

	6 
	6 


	C 
	C 
	C 
	S


	Scaling factor for conflict detection 
	Scaling factor for conflict detection 

	— 
	— 

	9 
	9 


	min 
	min 
	min 
	D
	(
	CC
	) 


	Critical spatial distance 
	Critical spatial distance 

	m 
	m 

	8 
	8 


	o iB 
	o iB 
	o iB 
	U 

	Interaction strength for obstacle 
	Interaction strength for obstacle 

	2 2 
	2 2 
	−

	ms 

	10 
	10 


	(obstacle) 
	(obstacle) 
	(obstacle) 
	γ 


	Repulsive interaction range 
	Repulsive interaction range 

	m 
	m 

	0.2 
	0.2 



	Table 3.5: Quantitative results i.e., (m) / (m) / () / of the classical SFM and all versions of GSFM. Here, the number denotes the best score. 
	aADE
	aFDE
	SD
	ms
	−
	1
	CI 
	bold 

	Model 
	Model 
	Model 
	Model 

	pedestrian 
	pedestrian 
	HBS 

	DUT 
	DUT 

	CITR 
	CITR 

	Vehicle 
	Vehicle 
	HBS 

	DUT 
	DUT 

	CITR 
	CITR 


	GSFM-M1 
	GSFM-M1 
	GSFM-M1 

	//0.338/0.0182 
	//0.338/0.0182 
	0.745
	0.807


	0.654/1.07/0.261/0.033 
	0.654/1.07/0.261/0.033 

	0.565/0.859/0.1742/0.0037 
	0.565/0.859/0.1742/0.0037 

	1.263.331.083 
	1.263.331.083 
	/
	/


	1.29/3.33/0.795 
	1.29/3.33/0.795 

	2.415.171.153 
	2.415.171.153 
	/
	/



	GSFM-M2 
	GSFM-M2 
	GSFM-M2 

	0.747/0.812//
	0.747/0.812//
	0.333
	0.0112 


	//0.263/0.036 
	//0.263/0.036 
	0.643
	1.06


	//0.1754/0.0037 
	//0.1754/0.0037 
	0.546
	0.813


	1.33/3.46/1.107 
	1.33/3.46/1.107 

	1.223.040.787 
	1.223.040.787 
	/
	/


	2.46/5.19/1.166 
	2.46/5.19/1.166 


	GSFM-M3 
	GSFM-M3 
	GSFM-M3 

	0.766/0.854/0.338/0.0138 
	0.766/0.854/0.338/0.0138 

	0.698/1.19//0.033 
	0.698/1.19//0.033 
	0.260


	0.577/0.878/0.1742/
	0.577/0.878/0.1742/
	0.0035 


	1.28/3.39/1.094 
	1.28/3.39/1.094 

	1.25/3.27/0.803 
	1.25/3.27/0.803 

	2.49/5.28/1.183 
	2.49/5.28/1.183 


	GSFM-U 
	GSFM-U 
	GSFM-U 

	0.754/0.829/0.335/0.0127 
	0.754/0.829/0.335/0.0127 

	0.705/1.22/0.265/
	0.705/1.22/0.265/
	0.030 


	0.577/0.880//0.0035 
	0.577/0.880//0.0035 
	0.1740


	1.30/3.42/1.097 
	1.30/3.42/1.097 

	1.41/3.51/0.842 
	1.41/3.51/0.842 

	2.49/5.29/1.180 
	2.49/5.29/1.180 


	SFM 
	SFM 
	SFM 

	1.122/1.164/0.376/0.0305 
	1.122/1.164/0.376/0.0305 

	1.499/2.26/0.263/0.036 
	1.499/2.26/0.263/0.036 

	1.185/1.791/0.2566/0.0123 
	1.185/1.791/0.2566/0.0123 

	— 
	— 

	— 
	— 

	— 
	— 



	Figure
	Figure 3.7: Crowd-to-car interaction from the DUT data set. The first row shows the real trajectories and the second row depicts the simulated trajectories, at two subsequent time steps. Car’s trajectories are in black color. 
	during group calibration (), GSFM-M3 is the model with FS and k-means where only the selected parameters by FS are calibrated in group calibration (), and GSFM-U denotes the universal model, i.e., the model with one set of parameters. Due to space restrictions, Table 3.4 visualizes only the the values of parameters in GSFM-U (denoted as ) and GSFM-M2, for each data set. Here, G1, G2, G3 denote the clusters or groups. 
	S8
	S7
	U

	3.7 Evaluation 
	As a quantitative evaluation, we compare all our models, namely GSFM-M1, GSFMM2, GSFM-M3 and GSFM-U and the classical SFM proposed in [76]. We calibrate all parameters of the classical SFM for each data set using the GA in Section 3.6.2 and the fitness function in Eq. (3.11), for a fair comparison. The performances of these models are evaluated by the metrics given in Section 3.7.1 on the extracted interaction scenarios from the HBS, DUT and CITR data sets (summarized in Table 3.1). We select three example 
	-
	® 
	™

	3.7.1 Evaluation Metrics 
	To evaluate the performance of the proposed models in terms of how realistic the resulting trajectories are, we consider two most commonly used metrics [77, 55], namely average displacement error (ADE) and final displacement error (FDE), together with two other metrics: 
	• 
	• 
	• 
	Adjusted Average Displacement Error (aADE)
	Adjusted Average Displacement Error (aADE)
	: ADE computes the pairwise 

	Figure



	Figure 3.8: Pedestrians-to-cars crossing scenario from the HBS data set. The dotted lines represent the real trajectories and the solid lines are the simulated trajectories. Trajectories are visualized at two subsequent time steps. 
	-

	mean square error (in meter m) between the simulated and real trajectories of each agent over all positions and averages the error over all agents. In our extracted scenarios, the trajectory length of agents are different; thus, we choose an adjusted version of ADE to evaluate our models’ performance more precisely: ADE, with as a predefined trajectory length (i.e., number of time steps), assuming that the error in trajectory modeling increases linearly. 
	-
	k 
	-
	aADE = 
	k0 
	k

	k
	0 

	• 
	• 
	• 
	: FDE calculates the average displacement error (in m) of the final point of all agents. We also adjust FDE like aADE. 
	Adjusted Final Displacement Error (aFDE)
	-


	• 
	• 
	the SD metric is for measuring the pairwise speed difference (in ) of simulated and real speed of each agent over all time steps and averaging these difference over all agents. SD is adjusted as aADE. 
	Speed Deviation (SD): 
	-
	ms
	−
	1


	• 
	• 
	We choose the CI metric to penalize any collision of pedes-trian(s) with the car(s). For each pedestrian , CI [01] is described as the portion of the simulated trajectory of that overlaps with any car’s occupancy. CI = 0 means no collision. CI is averaged over all pedestrians and adjusted as other metrics. 
	Collision Index (CI): 
	i
	∈ 
	, 
	i 



	3.7.2 Results 
	Table 6.2 visualizes the performances of the GSFM-M1, GSFM-M2, GSFM-M3, GSFM-U and the classical SFM models on the HBS, DUT and CITR data sets, evaluated using the above-described metrics. In column entries of Table 6.2, for pedestrians, we reported four scores that are aADE, aFDE, SD, and CI, respectively and for cars, three scores are shown as CI is only calculated from the perspective of pedestrians. The bold number indicates the best score. In all criterion, the GSFM-M1 and GSFM-M2 models perform simila
	Table 6.2 visualizes the performances of the GSFM-M1, GSFM-M2, GSFM-M3, GSFM-U and the classical SFM models on the HBS, DUT and CITR data sets, evaluated using the above-described metrics. In column entries of Table 6.2, for pedestrians, we reported four scores that are aADE, aFDE, SD, and CI, respectively and for cars, three scores are shown as CI is only calculated from the perspective of pedestrians. The bold number indicates the best score. In all criterion, the GSFM-M1 and GSFM-M2 models perform simila
	scores of our model for vehicles is comparatively higher than pedestrians, i.e. bigger error, mainly for the CITR data set. One reason behind this is the significant difference in simulated and real speeds of vehicles. Thus, improving our vehicle motion modeling, e.g., by considering different motion patterns and speed profiles of vehicles, is part of our future work. 

	In all cases, the collision index CI is minimal, which indicates all models simulate collision-free trajectories for most of the time. Moreover, in terms of CI, our models perform much better than SFM for the CITR and HBS data sets, but due to higher pedestrian density in DUT, the performance of our models drop and become similar to SFM. For SFM, the entries for cars are empty because the classical SFM can only model pedestrian motions. Thus, in SFM, during the simulation of the extracted scenarios, the car
	Figure
	Figure 3.9: Pedestrians-to-car interaction from the CITR data set. The trajectories of road users: real, simulated in GSFM-U, and simulated in GSFM-M2 are visualized respectively, from left to right. 
	To show the differences in the DUT, HBS and CITR data sets and the capability of our model to address these differences, we choose one scenario from each data set and simulate each scenario in GSFM-M2. In all Figures 3.7, 3.8, and 3.9, the dotted lines indicate the real trajectory and the solid lines represent the simulated trajectories of road users. In Figure 3.7 and Figure 3.8, the real and simulated trajectories are visualized at two specific subsequent time steps. The black lines in Figure 3.7 and Figu
	Figure 3.7 visualizes a crowd-to-car interaction scenario from the DUT data set. Here, the first row shows the real trajectories of the involved road users, and the second row visualizes the simulated trajectories. Most of the DUT scenarios contain a large number of pedestrians, as shown in Figure 3.7. 
	Figure 3.8 depicts a complex pedestrians road crossing example with cars coming from two directions, extracted from the HBS data set. Both in simulation and reality, both cars stop to let the pedestrians cross first, which is a common phenomenon in HBS scenarios. 
	Figure 3.9 shows a pedestrians-to-car interaction scenario from CITR. As visualized in Figure 3.9, GSFM-U simulates all pedestrians in a similar style, while in GSFM-M2, pedestrians follow different motion patterns. Thus, the simulated trajectories of pedestrians in GSFM-M2 are more identical to their real trajectories than the trajectories generated by GSFM-U. 
	-

	To sum up, in all example scenarios, our model realistically simulates complex interactions among pedestrians and car(s). Table 6.2 shows that our model performs satisfactorily for all data sets. Thus, our model was able to model scenarios from new data sets convincingly (i.e. CITR and DUT) with minimal effort compared to traditional approaches (i.e. starting modeling process from scratch for each new case), through the integration of new types of interactions into the model and largely automated calibratio
	To sum up, in all example scenarios, our model realistically simulates complex interactions among pedestrians and car(s). Table 6.2 shows that our model performs satisfactorily for all data sets. Thus, our model was able to model scenarios from new data sets convincingly (i.e. CITR and DUT) with minimal effort compared to traditional approaches (i.e. starting modeling process from scratch for each new case), through the integration of new types of interactions into the model and largely automated calibratio
	-
	-
	-

	the visualization and discussion of the scenario in Figure 3.9 state that the performance of our model is improved due to heterogeneous motion patterns of pedestrians. 

	3.8 Conclusion 
	In this chapter, we proposed a procedure to formulate general motion models and applied this process to extend our Game-Theoretic Social Force Model (GSFM) towards a general model for generating realistic trajectories of pedestrians and cars in different shared spaces. Secondly, we applied and examined two clustering approaches namely, Principal Component Analysis (PCA) with the k-means algorithm and k-means with the forward selection method, to recognize and model different motion patterns of pedestrians. 
	-

	We calibrated, validated, and evaluated our model using three shared space data sets, namely the HBS, DUT and CITR data sets. These data sets differ from one another in terms of spatial layout, types of interactions, traffic culture and density. In both quantitative and qualitative evaluation process, our model performed satisfactorily for each data set, which evinces that by following a systematic procedure with a well-defined calibration methodology, a shared-space model can adapt to a new environment and
	-

	Our future research will focus on improving the motion model for vehicles, adding new modalities (e.g., cyclists) into our model, calibrating the model parameters for a wider range of interactions (e.g., vehicle-to-vehicle complex interaction), recognizing different motion patterns of other user types such as vehicles, and calibrating and evaluating our model using more open-source data sets of shared spaces. Most significantly, we shall study large scenarios with a larger number of participants to investig
	Chapter 4 
	Social Force Model with Model Predictive Control for Longitudinal Vehicle Control in Pedestrian-Dense Scenarios 
	This chapter is derived from the published work in [79]. 
	4.1 Background 
	Pedestrian safety has always been the main concern of the traffic system. In U.S., from year 2007 to 2016, the percentage of pedestrian fatalities in total fatalities has increased from 11% to 16%[80]. In the statistics of 2016, 72% of pedestrian fatalities does not happen at intersection, which means these fatalities happen at places where there is no traffic signal controlling the priorities of the traffic participants. Therefore, it is important to study such unsignalized scenarios, especially for autono
	To cope with this scenario, this study proposed a model-based predictive control strategy that incorporates a pedestrian motion prediction model to achieve the longitudinal speed regulation. Model predictive control (MPC) [81] has been used for vehicle longitudinal speed regulation for a long time. Most studies about MPC longitudinal speed regulation focuses on problems such as keeping a desired distance to the front vehicle, e.g., adaptive cruise control [82], or dealing with big obstacles that appear in t
	Since pedestrian motion is affected by various factors, it is necessary to find an appropriate model that can effectively describe the vehicle-pedestrian interaction. Most existing studies explored only the interaction between the vehicle and a couple of pedestrians, in which theories such as gap acceptance and time to collision have been used to determine the pedestrian’s intention [8]. In [83], a social force model [15] appended with the vehicle influence was proposed to predict the pedestrian’s motion fo
	-

	Figure
	Figure 4.1: The structure of the proposed MPC-VCI longitudinal speed regulation strategy 
	However, this model doesn’t consider the interaction with high-density pedestrians and the proposed vehicle speed regulation method has no predictive ability. In our previous work [17], a social force based vehicle-crowd interaction (VCI) model was proposed to predict the motion of pedestrian crowd of any density, in which each individual pedestrian motion is subject to surrounding pedestrians and incoming vehicles. This study combined our previous work with the long-established MPC by designing the customi
	-

	The flowchart of the combined MPC-VCI method is illustrated in figure 4.1. Vehicle-pedestrian interaction is evaluated at each time step . The future -step pedestrian motion is then predicted and provided with MPC. MPC utilizes the predicted motion to formulate a standard quadratic programming (QP) problem. By solving this QP problem, the optimized control is obtained and consequently applied to the vehicle. 
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	The rest of the chapter is organized as follows. Section 2 outlines the vehicle-crowd interaction model with emphasis of the slightly modified vehicle influence. Section 3 details the MPC based longitudinal speed regulation policy, which includes vehicle dynamics, MPC synthesis, QP generation, and complete algorithm. Section 4 presents the evaluation procedure, followed by simulation results in section 5. In the end, section 6 concludes the chapter. 
	4.2 Pedestrian Motion Prediction 
	4.2.1 Vehicle-Crowd Interaction Model 
	A social force based vehicle-crowd interaction (VCI) model [17] is used for the pedestrian motion prediction under the vehicle influence. In this model, each pedestrian motion is governed by 2D planar point-mass Newtonian dynamics subject to a total force consisting of several sub-forces: 
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	d2 xi dt2 = vi dt = ai = Fi m , 
	(4.1) 
	where 
	Fi =  j∈Q(i) (fij r + fij c + fij n )+f i v + βi(f i v) · f i d. 
	() denotes the index of nearby pedestrians around pedestrian . are social forces, which denote the repulsive (attractive) force, the collision force, and the navigational force from pedestrian to pedestrian , respectively. is the vehicle influence on pedestrian , which is also a repulsive force with a specific direction. is the destination force that drives the pedestrian to the temporary destination. () [01] is a scalar that adjusts the magnitude of . Details of modeling the above sub-forces can be found i
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	4.2.2 Vehicle Influence 
	Based on the original vehicle influence proposed in [17], some parameters of the model was slightly modified to be more suitable for this specific interaction problem. When the vehicle longitudinal speed is less than 02, the vehicle is simply regarded as a rectangular static obstacle. Roughly speaking, the vehicle influence can be viewed as a potential field subject to the change of the vehicle speed. Figure 4.2 shows the magnitude and the direction of in the surrounding area of the vehicle with different v
	.
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	4.2.3 Motion Prediction 
	To predict pedestrian motion, it’s assumed that all pedestrian state at time = can be correctly obtained, which means the sensing capability of the vehicle is perfect. In the prediction process, it is also assumed that the vehicle moves at a constant longitudinal speed the same as the current speed. Pedestrian motion at is then calculated by iteratively applying the pedestrian dynamics in equation (4.1). 
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	4.3 Longitudinal Speed Regulation 
	4.3.1 Vehicle Dynamics 
	This study only considers longitudinal speed regulation, so a planner vehicle model with only longitudinal dynamics [13] is sufficient for this study: 
	M ¨s(t) + α ˙s(t) = Ft(t) − Fb(t) 
	(4.2) 
	where is vehicle longitudinal position, is the vehicle mass, is a linearized friction coefficient, and are traction force and brake force of the vehicle, respectively. 
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	Let = []= [˙]be a state vector of the vehicle position and speed. Equation (4.2) can be written as matrix form. Furthermore, with discretization time ∆, the discretized vehicle dynamics can be obtained: 
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	x(k + 1) = Ax(k) + Bu(k) 
	(4.3) 
	where 
	A=  1 ∆t 0 1− α∆t M  ,B =  0 ∆t M  , u(k) = Ft(k) − Fb(k). 
	Figure
	Figure 4.2: The contour plot of vehicle influence at different longitudinal speed. The vehicle is located at (1515), facing positive x-axis. The vehicle length is 5, and vehicle width is 2. Blue arrows indicate the direction and the magnitude (arrow length) of vehicle influence force on a pedestrian located at the arrow position. As the longitudinal speed increases, the influence area expands. 
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	4.3.2 Model Predictive Controller (MPC) Synthesis 
	At time step , with the vehicle dynamics (4.3) and current vehicle state (), future vehicle state (+ ) can be obtained by iteratively applying the vehicle dynamics: 
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	x(k + n|k) = An x(k) + An−1 Bu(k|k) + An−2 Bu(k + 1|k)+ · · · + ABu(k + n − 2|k) + Bu(k + n − 1|k). (4.4) 
	For simplicity, (+ ) will be used instead of (+ ) for the rest of the paper. Now, consider a MPC with -step prediction horizon. The vehicle state from steps +1 to + can be combined and represented as following equation: 
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	X = Sxxk + SuU 
	(4.5) 
	where 
	X=   x(k + 1) x(k + 2) . . . x(k + N)   ∈ R2N , Sx =   A A2 . . . AN   ∈ R2N×2 , Su =   B 0 ... 0 AB B ... 0 . . . . . . . . . . . . AN−1B ... AB B   ∈ R2N×N , U=   u(k) u(k + 1) . . . u(k + N − 1)   ∈ RN ,xk = x(k) ∈ R2 . 
	Due to the physical limitation of the vehicle, there are constraints on both the control action and the control action rate. Hence, = + 1+ , we have 
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	|u(i)| ≤ umax 
	(4.6) 
	|∆u(i)| ≤ ∆umax. 
	(4.7) 
	A speed constraint is also considered: 
	vmin ≤ x2(i) ≤ vmax, ∀i = k + 1,.. .,k + N. 
	(4.8) 
	To avoid collision between the vehicle and pedestrians, a safe distance to the closest pedestrian in front of the vehicle must be maintained all the time. Since the previous defined pedestrian model can predict the pedestrian motion under vehicle influence in future N steps, the predicted pedestrian information can be used by MPC to maintain the safe distance in N steps. 
	d
	safe 

	This pedestrian safety is formulated as a hard constraint on the vehicle state: 
	x1(i) − x p(i) ≥ dsafe, ∀i = k + 1,.. .,k + N 
	(4.9) 
	where () is position of the closest pedestrian in front of the vehicle in the axis of vehicle’s longitudinal position. 
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	4.3.3 Cost Function Design and Quadratic Programming (QP) Problem Formulation 
	The ultimate goal of the MPC is to find a control sequence = [()(+ 1)(+ 1)]at every () such that the vehicle obeys both the state constraints and the pedestrian safety requirement, while in the meantime, tries to keep the desired speed as much as possible. Therefore, the cost function is designed as how close the vehicle will keep its desired speed: 
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	J(k) = (ArX − Vr)T Q(ArX − Vr) 
	(4.10) 
	where is the quadratic cost, = []represents the reference speed in N steps, and
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	Ar =  0 1 0 0 ... 0 0 0 0 0 1 ... 0 0 . . . . . . . . . . . . . . . . . . . . . 0 0 0 0 ... 0 1 ∈ RN×2N 
	which extracts the velocity states from . 
	X

	Substituting equation (4.5), we can rewrite the cost function as: 
	J(k) = U T HU + 2FU + Y 
	(4.11) 
	where 
	H = S T u A T r QArSu F = (ArSxxk − Vr) T QArSu Y = (ArSxxk − Vr)T Q(ArSxxk − Vr) = const. 
	Similarly, by substituting equation (4.5) and rearrange the constraint equations, the state constraints can be rewritten as: 
	AuU ≥ −Umax 
	−MuU ≥ −∆Umax − u0 
	MuU ≥ −∆Umax + u0 −MvSuU ≥ −Vmax + MvSxxk MvSuU ≥ Vmax − MvSxxk 
	−MxSuU ≥ Dsafe − X p + MxSxxk 
	where 
	(4.12) 
	(4.13) 
	(4.14) 
	(4.15) 
	(4.16) 
	(4.17) 
	Umax = [umax,umax,...,umax]T ∈ R2N , ∆Umax = [∆umax,∆umax,...,∆umax]T ∈ RN , u0 = [u(k− 1),0,...,0] T ∈ RN , 
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	Vmin = [vmin,vmin,...,vmin]T ∈ RN , 
	Dsafe = [dsafe,dsafe,...,dsafe]T ∈ RN , 
	Xp = [x p(k+ 1),xp(k+ 2),...,xp(k+ N − 1)] T ∈ RN , 
	Au =   −1 0 ... 0 1 0 ... 0 0 −1 ... 0 0 1 ... 0 . . . . . . . . . . . . 0 0 ... −1 0 0 ... 1   ∈ R2N×N , Mu =   1 0 ... 0 0 −1 1 ... 0 0 0 −1 ... 0 0 . . . . . . . . . . . . . . . 0 0 ... −1 1 0 0 ... 0 −1   ∈ RN×N , Mv = Ar,Mx =   1 0 0 0 ... 0 0 0 0 1 0 ... 0 0 . . . . . . . . . . . . . . . . . . . . . 0 0 0 0 ... 1 0   ∈ RN×2N . 
	Finally, the optimal control sequence can be obtained by solving the following standard QP problem: 
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	U ∗ = arg minU (U T HU + 2FU + Y) 
	(4.18) 
	subject to equations from (4.12) to (4.17). 
	This QP problem can be easily solved by standard QP toolbox. In this study, the ’mpcqpsolver’ in Matlab is used to solve this QP problem. Once is obtained, The first action of is applied for the current step. 
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	4.3.4 MPC Feasibility and Supplementary Proportional-integral-derivative (PID) Control 
	Due to the highly uncertainty of the pedestrian-dense traffic scenario, solving the above QP problem for MPC might be infeasible. In this study, a classical PID approach [84] is proposed to supplement the MPC. At any time step, when the MPC cannot find a feasible solution, the controller switches to PID approach. To maintain the safe distance , a reference longitudinal speed () for PID is determined based on the current distance to the closest pedestrian in front () (), as shown in figure 4.3. The discrete-
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	u(k) = −[u p(k) + ui(k) + ud(k)] 
	(4.19) 
	where 
	u p(k) = K p e(k), ui(k) = Kie(k)∆t+ ui(k− 1), ud(k) = Kd[e(k) − e(k− 1)]/∆t, e(k) = x2(k) − v PID r (k), 
	and are PID parameters. 
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	Figure
	Figure 4.3: The longitudinal reference speed for the PID controller. A buffer distance is designed to gradually change the reference speed. 
	Table 4.1: Parameters for the longitudinal speed regulation 
	Parameter 
	Parameter 
	Parameter 
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	Tuned Value 
	Tuned Value 
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	Figure
	Figure 4.4: The scenario to be evaluated in the simulation. An autonomous vehicle interacts with a crowd of crossing pedestrians. There is no road layout, so that the vehicle and pedestrians have the same priority. The objective of the autonomous vehicle is to keep a safe distance to the closest pedestrian in front while tries to keep the desired longitudinal speed as much as possible. It is assumed that the vehicle can only move longitudinally, so this study doesn’t consider steering action. 
	-

	4.3.5 Overall Algorithm 
	Table 4.1 shows all the parameters for the vehicle dynamics, the MPC, and the PID, which are manually tuned in the simulation. The overall algorithm to regulate the longitudinal speed of the autonomous vehicle is summarized in Algorithm 2. 
	MPC+PID longitudinal speed regulation 
	MPC+PID longitudinal speed regulation 
	Algorithm 2 

	control action () initialization 
	u
	k


	for each time step k do obtain x(k) and all pedestrian states predict pedestrian motion and obtain Xp solve for U ∗ = arg minU (UTHU + 2FU + Y ) MPC is feasible apply u(k) = U ∗ (1) apply u(k) = fPID(x(k),x p(k)) 
	4.4 Evaluation 
	A classical pedestrian crossing scenario was designed to evaluate the proposed MPC, as illustrated in figure 4.4. The actual (not predicted) pedestrian motion is also generated by aforementioned VCI model [17]. The simulation was repeatedly conducted for 2000 times. For each simulation, pedestrians were randomly initialized inside a rectangular area, so that situations of different pedestrian patterns can be covered. 
	Figure
	Figure 4.5: Screen-shots of an example of simulation at = 562575875101125 (s), respectively. Red circles indicate crossing pedestrians. Black rectangle indicates the autonomous vehicle using MPC approach. 
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	The major evaluation criteria is the time spent for the autonomous vehicle to complete the vehicle-pedestrian interaction. The same number of simulations with pure PID approach on the vehicle was also conducted for the comparison purpose, because PID is regarded as the most efficient traditional approach for the longitudinal speed regulation. 
	-

	Either using MPC or PID, different simulation might generate different interaction results, in which the vehicle might stop and wait for the pedestrian crossing, or directly drive through the pedestrian crowd without stopping and waiting. The reason is that when pedestrians interact with the autonomous vehicle, different pedestrian positions at any time = result in different vehicle speed regulation, which further increases the uncertainty of pedestrian motion at time . Therefore, the simulation was evaluat
	-
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	• 
	• 
	• 
	General Situation: consider the entire simulation results. 

	• 
	• 
	Stop-and-Wait Situation: consider situations when both MPC and PID approaches stop and wait for pedestrian crossing. 

	• 
	• 
	Non-stop Situation: consider situations when both MPC and PID approaches do not stop and wait. 


	4.5 Result 
	4.5.1 Comparison Between MPC and PID 
	To visually illustrate the simulation result, figure 4.5 shows the screen-shots of one simulation example. The corresponding video is available online.In this example, the autonomous vehicle slightly adjusted its longitudinal speed and successfully completed the vehicle-pedestrian interaction. 
	-
	1 
	-

	Figure 4.6 shows the change of the vehicle state and controller state. In this particular example, MPC approach generates smoother longitudinal speed than PID approach. 
	The 2000 simulation results in scenarios of a number of 30 pedestrians were used for further analysis, which is divided into following 3 situations: 
	• 
	• 
	• 
	Difference of total time spent to complete the interaction in General Situation. 

	• 
	• 
	Difference of longest time spent to wait for pedestrian crossing in Stop-and-Wait Situation. 

	• 
	• 
	Difference of total time spent to complete the interaction in Non-stop Situation. 


	Figure
	Figure 4.6: An example of performance comparison between MPC approach (left column) and PID approach (right column). In general, since MPC approach can predict the future trajectories of pedestrians, it generates smoother longitudinal velocity than PID approach. Note that half of the vehicle length (2.5m) is subtracted in the distance to the closest pedestrian in front. 
	Figure
	Figure 4.7: The difference of total time spent to complete the interaction between MPC approach and PID approach in all situations. The histogram is almost symmetric with a slight shift to the left (approximately 1s), which indicates the total time spent in MPC approach is generally shorter than PID approach. 
	Figure
	Figure 4.8: The difference of the longest time spent to wait for pedestrian crossing between MPC approach and PID approach in situations where both approaches stop and wait for pedestrian crossing. In the histogram, the slight shift to the left indicates the longest waiting time in MPC approach is generally shorter than PID approach. 
	Figure
	Figure 4.9: The difference of total time spent to complete the interaction between MPC approach and PID approach in situations where both approaches do not stop and wait. The histogram strongly indicates that the total time spent in MPC approach is shorter than PID approach. 
	Figures 4.7, 4.8, and 4.9 show the histograms of the time difference for the above 3 situations. In general, the MPC approach is better than PID approach. Detail description can be found in the figure captions. 
	4.5.2 Different Pedestrian Density 
	Simulations of different pedestrian density were also conducted. The numerical results are shown in table 4.2.Generally speaking, the MPC approach is better than PID approach in terms of the time to complete the interaction, although the performance degrades as the pedestrian density decreases. 
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	There is a steady-state error of 016at the desired speed = 4for the PID approach. The maximum delay caused by this steady-state error to complete the interaction is 04, which is calculated by assuming = all the time. Therefore, if the maximum delay of PID is considered, MPC approach is still better than PID approach in pedestrian-dense scenario (30 pedestrians in the simulation). However, in less-dense scenarios (20 or 10 pedestrians), it is hard to conclude that MPC approach is better than PID approach, al
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	4.6 Conclusion 
	This chapter investigated the possibility of applying model predictive control (MPC) supplemented with social force based vehicle-crowd interaction (VCI) model to regulate the longitudinal speed of the autonomous vehicle that faces a crowd of crossing pedestrians. The MPC problem was formulated based on state constraints and a safe distance to achieve collision avoidance and maximally maintaining desired speed. The formulation was successfully converted into a standard quadratic programming (QP) problem, wh
	-
	-

	Future work is required to solve the following issues: 
	• 
	• 
	• 
	In the pedestrian motion prediction process, this constant vehicle speed assumption can be improved by incorporating the VCI model into the MPC synthesis. Because of the non-linearity of VCI model, this incorporation requires modifying the VCI model so that the MPC can be properly synthesized and successfully solved. 
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	1
	https://youtu.be/JlR3aZ1saDU 
	https://youtu.be/JlR3aZ1saDU 


	N.A. in column 3 row 4: The number of instances in this situation is very small, hence the result is not provided here. 
	2

	Table 4.2: Average Time Difference (in seconds) Between MPC and PID Approaches with Different Pedestrian Density in Different Situations (A. General: time spent to complete the interaction in all situations; B. Stop-and-Wait: longest waiting time when both approaches stop and wait for pedestrian crossing; C. Non-stop: time spent to complete the interaction when both approaches do not stop and wait) 
	-

	# of Ped. 
	# of Ped. 
	# of Ped. 
	# of Ped. 

	General 
	General 

	Stop-and-Wait 
	Stop-and-Wait 

	Non-stop 
	Non-stop 


	30 
	30 
	30 

	-1.2665 
	-1.2665 

	-1.9457 
	-1.9457 

	-0.9843 
	-0.9843 


	20 
	20 
	20 

	-0.5243 
	-0.5243 

	-1.8338 
	-1.8338 

	-0.7630 
	-0.7630 


	10 
	10 
	10 

	-0.4153 
	-0.4153 

	N.A. 
	N.A. 

	-0.5394 
	-0.5394 



	• 
	• 
	• 
	The performance of the PID approach can be improved by systematically tuning the PID parameters. Specifically, the steady-state error should be minimized or eliminated, and other effects such as rise time, overshot, settling time, and stability should also be carefully treated. 

	• 
	• 
	In addition to hard constraints on the control action, a quadratic term of control effort could also be included in the MPC cost function, so that the overall MPC performance can be improved by taking the control action in consideration. 


	Chapter 5 
	Predicting Pedestrian Crossing Intention 
	This chapter is derived from the published work in [85]. 
	5.1 Background 
	Autonomous driving technology has made significant progress in the past few years. However, to develop vehicle intelligence that is comparable to human drivers, understanding and predicting the behaviors of traffic agents is indispensable. This chapter aims to develop behavior understanding algorithms for vulnerable road users. Specifically, a vision-based pedestrian crossing intention prediction algorithm is proposed. 
	-

	Behavior understanding plays an crucial role in autonomous driving system. It establishes trust between people and autonomous driving vehicles. By explicitly showing passengers how the system make its decisions, people will be more willing to accept this technology. 
	-

	In level 4 autonomous driving, pedestrian crossing behavior is one of the most important behaviors that needs to be studied urgently. In urban scenarios, vehicles frequently interact with crossing pedestrians. If the autonomous system failed to handle vehicle-pedestrian interaction, casualties will most likely occur. With accurate intention prediction, the decision-making and planning modules in autonomous driving systems can access additional meaningful information, hence generating more safe and efficient
	-
	-

	Nowadays, visual sensors such as front-facing cameras are becoming the standard configuration of autonomous driving systems. In the tasks of object detection and tracking, both the software and hardware of vision components are mature and ready for mass production. This provides a perfect platform on which vision-based behavior prediction algorithms can be deployed. Researchers and engineers in the prediction field can just focus on algorithm design. When the algorithm is ready, deployment becomes relativel
	-

	Vision-based pedestrian crossing intention prediction has been explored for several years. Early works [86] usually utilized a single frame as input to a convolutional neural network (CNN) based prediction system. This approach ignores the temporal aspect of image frames, which play a critical role in the intention prediction task. Later on, with the 
	Figure
	Figure 5.1: Predicting pedestrian crossing intention is a multi-modal spatio-temporal problem. Our method fuses inherently different spatio-temporal phenomena with CNN-based visual encoders, RNN stacks, and attention mechanisms to achieve state-of-the-art performance. 
	-
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	maturity of recurrent neural networks (RNNs), pedestrian crossing intention was predicted by considering both the spatial and temporal information [87, 88, 89]. This led to different ways of fusing different features, e.g., the detected pedestrian bounding boxes, poses, appearance, and even the ego-vehicle information [90, 91, 92, 93, 94]. The most recent benchmark of pedestrian intention prediction was released by [95], in which the PCPA model achieved the state-of-the-art in the most popular dataset JAAD 
	In this work, we focus on improving the performance of vision-based prediction of pedestrian crossing intention, i.e., whether a pedestrian detected by a front-facing camera will cross the road or not in a short time horizon (1-2s). Our work leverages the power of deep neural networks and fuses the features from different channels. As shown in Figure 5.1, the proposed model considers both non-visual and visual information. They are extracted from a sequence of video frames 1-2s before the crossing / not cro
	-
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	Our main contributions are as follows: 
	• 
	• 
	• 
	A novel vision-based pedestrian intention prediction framework for ADSs and ADASs. The proposed method employs a novel neural network architecture for utilizing different spatio-temporal features with a hybrid fusion strategy. 

	• 
	• 
	Extensive ablation studies on different feature fusion strategies (early, later, hierarchical, or hybrid), input configurations (adding/removing input channels, using semantic segmentation masks as explicit global context), and visual encoder options (3D CNN or 2D convolution with RNN + attention) to identify the best model layout. 
	-


	• 
	• 
	Demonstrating the efficiency of the proposed method on the commonly used JAAD dataset [86], and achieving state-of-the-art performance on the most recent pedestrian action prediction benchmark [95]. 
	-



	5.1.1 Related Work 
	Vision-based pedestrian crossing prediction traces back to the works [96] that utilize the Caltech Pedestrian Detection Benchmark [97]. However, the Caltech dataset does not explicitly annotate the crossing behavior of the pedestrians. This gap was later filled by the introduction of JAAD dataset [86] that offers high-resolution videos and explicit crossing behavior annotations. With the release of JAAD dataset, a simple baseline was also created that uses a 2D convolutional neural network (CNN) to encode t
	Instead of using a single image, most recent works use 
	Spatio-temporal modeling. 

	image sequences as input to the prediction model due to the importance of temporal information in the prediction task. This leads to spatio-temporal modeling. 
	Spatio-temporal modeling can be achieved by first extracting visual (spatial) features per frame via 2D CNNs [98] or graph convolution networks (GCNs) [99], and then feeding these features into RNNs such as long-short term memory (LSTM) model [100] and gate recurrent unit (GRU) model [101]. For example, [87, 88, 89] use 2D convolution to extract the visual features from image sequence, and RNNs to encode the temporal information among these features. The encoded sequential visual features are fed into a ful
	Another way of extracting the sequential visual features is utilizing 3D CNN [102]. It directly captures the spatio-temporal features by replacing the 2D kernels of the convolution and the pooling layers in 2D CNN with 3D counterparts. For example, [103, 104] use 3D CNN based framework (3D DenseNet) to directly extract the sequential visual features from the pedestrian image sequence. The final prediction is achieved in a similar way of using a fully-connected layer. 
	-

	The crossing intention prediction task can also be combined with scene prediction. A couple of works [105, 106] attempted to decompose the prediction task into two stages. In the first stage, the model predicts a sequence of future scenes using an encoder/decoder network. Then, pedestrian actions are predicted based on the generated future scenes using a binary classifier. 
	Instead of end-to-end modeling of visual features, information such as pedestrian’s bounding box, body-pose keypoints, vehicle motion, and the explicit global scene context can also be modeled as separate channels as inputs to the prediction model. This requires a proper way of fusing the above information. 
	Feature fusion. 

	For example, [90, 107, 108, 109, 91] introduced human poses/skeletons in pedestrian crossing prediction tasks since human pose can be considered as a good indicator of human behaviors. By extracting the pose keypoints from cropped pedestrian images, crossing behavior classifiers are built based on the human pose feature vectors. Improvement in prediction accuracy shows the effectiveness of using pose features. However, these methods either only rely on human pose features without considering other important
	Some other methods focused on novel fusion architecture. For instance, [92] proposed SF-GRU, a stacked RNN-based architecture, to hierarchically fuse five feature sources (pedestrian appearance, surrounding context, pose, bounding box, and ego-vehicle speed) for pedestrian crossing intention prediction. Nevertheless, this method does not take global context into account. [93] proposed a multi-modal based prediction system that integrates four feature sources (local scene, semantic map, pedestrian motion, an
	Very recently, more datasets such as PIE [89] and PePScenes [110] provide more annotations for fusing different features. A benchmark was also released with the PCPA model [95]. They create more room for researchers to explore the task of vision-based pedestrian crossing intention prediction. 
	-

	Figure
	Figure 5.2: The yellow part denotes the fusion of visual features. 2D convolutional features of local context and global context are encoded by GRU and fed to the attention blocks respectively. Two outputs are concatenated as final visual features. The blue part denotes the fusion of local features (non-visual). These non-visual features are encoded by GRU and fused hierarchically, and then fed to an attention block to obtain the final non-visual features. The red part denotes the final fusion. Final visual
	Overview of the proposed pedestrian crossing intention prediction model. 

	5.2 Proposed Method 
	5.2.1 Problem formulation 
	The task of vision-based pedestrian crossing intention prediction is formulated as follows. Given a sequence of observed video frames from the vehicle’s front view and the relevant information of ego-vehicle motion, the goal is to design a model that can estimate the probability of the target pedestrian ’s action 01of crossing the road, where is the specific time of the last observed frame and is the number of frames from the last observed frame to the crossing / not crossing (C/NC) event. 
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	In the proposed model, explicit features such as pedestrian’s bounding box, pose key-points, local context (cropped image around the pedestrian), and global context (semantic segmentation) are firstly extracted. They are used together with the vehicle’s speed as separate channels that serve as the input to the prediction model. Therefore, our model has the following input sources: 
	• 
	• 
	• 
	The sequential local context around pedestrian : 
	The sequential local context around pedestrian : 
	i

	Cli = {c t−m li ,c t−m+1 li , ..., c t li}; 


	• 
	• 
	The 2D location trajectory of pedestrian denoted by bounding box coordinates (top-left points and bottom-right points): 
	The 2D location trajectory of pedestrian denoted by bounding box coordinates (top-left points and bottom-right points): 
	i 

	Li = {l t−m i ,l t−m+1 i , ..., l t i}; 


	• 
	• 
	Pose keypoints of pedestrian : 
	Pose keypoints of pedestrian : 
	i

	Pi = {pt−m i , pt−m+1 i , ..., pt i}; 


	• 
	• 
	Speed of ego-vehicle: 
	Speed of ego-vehicle: 
	S = {s t−m ,s t−m+1 , ..., s t}; 


	• 
	• 
	The sequential global context denoted by the mask of semantic segmentation: 


	C g = {c t−m g ,c t−m+1 g , ..., c t g}. 
	Each source has a sequence of length + 1. The input sources are illustrated in Figure 5.2. 
	m 

	5.2.2 Input acquisition 
	. Local context provides visual features of the target pedestrian. 2D location trajectory gives the position change of the target pedestrian in the image. They can be extracted by a detection (e.g. YOLO [111]) and tracking (e.g. SORT [112]) system. In our work, we directly use the ground truth and from the dataset, because pedestrian detection and tracking are not the primary focus of this work. Specifically, the local context consists of a sequence of RGB images of size [224224] pixels around the target pe
	Local context and 2D location trajectory
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	l t−m i = {x t−m it , yt−m it ,x t−m ib , yt−m ib }, 
	where denotes the top-left point and bottom-right point. 
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	. Pedestrian pose keypoints represent the target pedestrian’s detailed motion, i.e., the posture at each frame while moving. They can be obtained by applying a pose estimation algorithm on the local context . Since the applied JAAD dataset does not provide ground truth pose keypoints, we utilize pre-trained OpenPose model [113] to extract the pedestrian pose keypoints where is a 36D vector of 2D coordinates that contain 18 pose joints, i.e., 
	Pedestrian pose keypoints
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	p t−m i = {x t−m i1 , y t−m i1 ,x t−m i2 , yt−m i2 , ..., x t−m i18 , yt−m i18 }. 
	Ego-vehicle speed is a major factor that affects the pedestrian’s crossing decision. It can be directly read from the ego-vehicle’s system. Since the dataset contains the annotation of ego-vehicle’s speed, we directly use the ground truth labels for the vehicle speed = . 
	Ego-vehicle speed. 
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	Global context = offers the visual features that account for multi-interactions between the road and road users, or among road users. In our work, we use pixel-level semantic masks to represent the global context. The semantic masks classify and localize different objects in the image by labeling all the 
	Global context = offers the visual features that account for multi-interactions between the road and road users, or among road users. In our work, we use pixel-level semantic masks to represent the global context. The semantic masks classify and localize different objects in the image by labeling all the 
	Global context. 
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	pixels associated with the objects the a pixel value. Since the JAAD dataset does not have annotated ground truth of semantic masks, we use DeepLabV3 model [114] pretrained on Cityscapes Dataset [115] to extract the semantic masks and select important objects (e.g. road, street, pedestrians and vehicles) as the global context. For the model to learn the interactions between the target pedestrian and these objects, the target pedestrian is masked by an unique label. The mask area uses the target pedestrian ’
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	5.2.3 Model architecture 
	The overall architecture is shown in Figure 5.2. It consists of CNN modules, RNN modules, attention modules, and a novel way of fusing different features. 
	We use VGG19 [98] model pre-trained on ImageNet dataset [116] to build the CNN module. Sequential RGB images are collected as a 4D array input with the dimensions of [number of observed frames, row, cols, channels] ([162242243] in this work), and then loaded by the CNN module. First, the feature map of every image from the fourth maxpooling layer of VGG19 is extracted with size [5121414]. Second, every feature map is averaged by a pooling layer with a 14 14 kernel, and then flattened and concatenated, to ob
	CNN module. 
	, 
	, 
	, 
	, 
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	× 
	, 

	We use gated recurrent unit (GRU) [101] to build the RNN module. The reason of choosing GRU is that GRU is more computationally efficient than its counterpart LSTM [100], which is older, and its architecture is relatively simple. The applied GRUs have 256 hidden units, which result in a feature tensor of size [16256] 
	RNN module. 
	-
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	Attention module [117], by selectively focusing on parts of features, is used for better memorizing sequential sources. Sequential features (e.g. the output of RNN-based encoder) are represented as hidden states = . The attention weight is computed as: 
	Attention module. 
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	α= exp(score(he, ˜hs))  s ′ exp(score(he, ˜hs ′ )) , 
	where () = and is a weight matrix. Such attention weight trades off the end hidden state with each previous source hidden state . The output vector of the attention module is produced as 
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	Vattention = tanh(Wc[hc; he]), 
	whereis a weight matrix, and is the sum of all attention weighted hidden states as The output of the attention module in our work is a feature tensor with size [1256]. 
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	We applied a hybrid way of fusing the features from different sources. The strategy is shown in Figure 5.2. The proposed architecture has two branches, one for non-visual features and one for visual features. 
	Hybrid fusion. 

	The non-vision branch fuses three non-visual features (bounding boxes, pose keypoints, and vehicle speed). They are hierarchically fused according to their complexity and level of abstraction. The later stage of fusion, the closer impact of the fused feature on final prediction. This is illustrated in Figure 5.2(a). First, sequential pedestrian pose keypoints are fed to a RNN-based encoder. Second, the output of the first stage is concatenated 
	The non-vision branch fuses three non-visual features (bounding boxes, pose keypoints, and vehicle speed). They are hierarchically fused according to their complexity and level of abstraction. The later stage of fusion, the closer impact of the fused feature on final prediction. This is illustrated in Figure 5.2(a). First, sequential pedestrian pose keypoints are fed to a RNN-based encoder. Second, the output of the first stage is concatenated 
	P
	i 

	with 2D location trajectory and fed to a new RNN-based encoder. Last, the output of the second stage is concatenated with ego-vehicle speed and fed to a final RNN-based encoder. The output of the final encoder is then fed to an attention block to obtian the final non-visual feature vectors . 
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	The vision branch fuses two visual features, consisting of local context (enlarged pedestrian appearance around the bounding box) and global context (semantic segmentation of important objects in the whole scene), as shown in Figure 5.2(b). Local context is encoded by first extracting spatial features from the CNN module (as explained in the previous section) and then extracting temporal features from the GRU module. Global context is encoded in the same way. Both local and global features are then fed into
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	Figure
	Figure 5.3: Illustration of Later Fusion 
	Lastly, as shown in Figure 5.2(c), the final non-visual feature vectors and the final visual feature vectors are concatenated and fed into another attention block, followed by a fully-connection (FC) layer to obtain the final predicted action: 
	V
	nvi 
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	A t+n i = fF C (fattention(Vnvi; Vvi)). 
	5.3 Experiments 
	5.3.1 Dataset and Benchmark 
	The proposed model was evaluated using JAAD dataset [86]. It contains two subsets, JAAD behavioral data (JAAD) and JAAD all data (JAAD). JAADcontains pedestrians who are crossing (495 samples) or are about to cross (191 samples). JAADhas additional pedestrians (2100 samples) with non-crossing actions. To create a fair benchmark, the dataset configuration follows the same one as in [95]. It uses a data 
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	Figure
	Figure 5.4: Illustration of Early Fusion 
	sample overlap of 0.8, local context scale of 1.5. The evaluation metrics use accuracy, AUC, F1 score, precision, and recall. They are the most recognized metrics and are used by most related works. 
	5.3.2 Implementation 
	In the expriments, the propsoed model was compared with the following methods: Sin-gleRNN [87], SF-GRU [92] and PCPA[95]. We adopted the benchmark implementation released with PCPA model [95]. This benchmark collects the implementations of most pedestrian intention prediction methods. Our model was developed based on the this benchmark. We use a dropout of 0.5 in the attention module, L2 regularization of 0.001 in FC layer, binary cross-entropy loss, Adam optimizer [118], learning rate = 5 10, epochs = 40, 
	× 
	−
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	5.3.3 Ablation study 
	An ablation study was also conducted to compare different strategies of fusing different features. In addition to baseline methods (SingRNN [87], SF-GRU [92] and PCPA [95]) and the proposed model (Ours), a total of 7 variants of the proposed model (Ours1, Ours2, ... , Ours7, as indicated in table 5.3 and table 5.4) were trained and compared with the proposed one. First, for the visual encoder, we tried (1) 2D CNN combined with RNN (VGG and GRU in our experiments) and (2) 3D CNN as proposed in the PCPA model
	Figure
	Figure 5.5: Illustration of Hierarchical Fusion 
	segmentation). Last, we tried different fusion strategies that include later fusion, early fusion, and hierarchical fusion so that they can be compared with the proposed hybrid fusion strategy. Later fusion (Figure 5.3) is the same as the one proposed in PCPA [95]. Early fusion (Figure 5.4) concatenates non-visual features and visual features directly and then send them into one RNN module followed by an attention module. Hierarchical fusion (Figure 5.5) gradually fuses both visual features and non-visual f
	5.4 Results 
	Table 5.1: Quantitative Results on JAAD Behavior Subset 
	Models 
	Models 
	Models 
	Models 

	Visual Encoder 
	Visual Encoder 

	Model Variants 
	Model Variants 

	JAAD
	JAAD
	beh 



	Global Context 
	Global Context 
	Global Context 

	Fusion Approach 
	Fusion Approach 

	Accuracy 
	Accuracy 

	AUC 
	AUC 

	F1 
	F1 

	Precision 
	Precision 

	Recall 
	Recall 


	SingleRNN [87] 
	SingleRNN [87] 
	SingleRNN [87] 

	VGG + GRU 
	VGG + GRU 

	✗ 
	✗ 

	✗ 
	✗ 

	0.59 
	0.59 

	0.52 
	0.52 

	0.71 
	0.71 

	0.64 
	0.64 

	0.80 
	0.80 


	SF-GRU [92] 
	SF-GRU [92] 
	SF-GRU [92] 

	VGG + GRU 
	VGG + GRU 

	✗ 
	✗ 

	hierarchical-fusion 
	hierarchical-fusion 

	0.58 
	0.58 

	0.56 
	0.56 

	0.65 
	0.65 

	0.68 
	0.68 

	0.62 
	0.62 


	PCPA [95] 
	PCPA [95] 
	PCPA [95] 

	3D CNN 
	3D CNN 

	✗ 
	✗ 

	later-fusion 
	later-fusion 

	0.53 
	0.53 

	0.53 
	0.53 

	0.59 
	0.59 

	0.66 
	0.66 

	0.53 
	0.53 


	Ours 
	Ours 
	Ours 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	hybrid-fusion 
	hybrid-fusion 

	0.62 
	0.62 

	0.54 
	0.54 

	0.74 
	0.74 

	0.65 
	0.65 

	0.85 
	0.85 



	• 
	• 
	• 
	• 

	The result means the best in the models. 
	The result means the best in the models. 
	bold 

	Table 5.2: Quantitative Results on JAAD All Dataset 



	Models 
	Models 
	Models 
	Models 

	Model Variants 
	Model Variants 

	JAAD
	JAAD
	all 



	Visual Encoder 
	Visual Encoder 
	Visual Encoder 

	Global Context 
	Global Context 

	Fusion Approach 
	Fusion Approach 

	Accuracy 
	Accuracy 

	AUC 
	AUC 

	F1 
	F1 

	Precision 
	Precision 

	Recall 
	Recall 


	SingleRNN [87] 
	SingleRNN [87] 
	SingleRNN [87] 

	VGG + GRU 
	VGG + GRU 

	✗ 
	✗ 

	✗ 
	✗ 

	0.79 
	0.79 

	0.76 
	0.76 

	0.54 
	0.54 

	0.44 
	0.44 

	0.71 
	0.71 


	SF-GRU [92] 
	SF-GRU [92] 
	SF-GRU [92] 

	VGG + GRU 
	VGG + GRU 

	✗ 
	✗ 

	hierarchical-fusion 
	hierarchical-fusion 

	0.76 
	0.76 

	0.77 
	0.77 

	0.53 
	0.53 

	0.40 
	0.40 

	0.79 
	0.79 


	PCPA [95] 
	PCPA [95] 
	PCPA [95] 

	3D CNN 
	3D CNN 

	✗ 
	✗ 

	later-fusion 
	later-fusion 

	0.76 
	0.76 

	0.79 
	0.79 

	0.55 
	0.55 

	0.41 
	0.41 

	0.83 
	0.83 


	Ours 
	Ours 
	Ours 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	hybrid-fusion 
	hybrid-fusion 

	0.83 
	0.83 

	0.82 
	0.82 

	0.63 
	0.63 

	0.51 
	0.51 

	0.81 
	0.81 



	• 
	• 
	• 
	• 

	The result means the best in the models. 
	bold 



	Figure
	Qualitative results on the JAAD dataset bounding boxes. The prediction results as well as ground truth labels are represented as or . 
	Figure 5.6: 
	produced by PCPA [95] and our proposed model (Ours). The target pedestrians in images are enclosed by 
	crossing 
	not crossing

	5.4.1 Quantitative Results 
	Table 5.1 shows the qualitative results on JAADdataset. It compares the proposed model with baseline models of SingleRNN [87], SF-GRU [92] and PCPA [95]. The proposed model achieved the best scores in accuracy, F1, and recall. F1 score is an balanced metirc considering both recall and percision. For binary classification, it is the most important indicator of how good the model is. Our model achieved about 4% improvement in F1. In addition to F1, accuracy is another important metric. Our model also achieved
	beh 

	Table 5.2 shows the qualitative results on JAADdataset. JAADhas additional samples of non-crossing behaviors. It is larger than JAAD. The data distribution is more similar to real world scenarios. As illustrated by table 5.2, the proposed achieved the best in accuracy, AUC, F1, precision. Similar to the results in JAAD, our model achieved the best in terms of the two important metrics, F1 and accuracy. 
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	all 
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	Table 5.3 and table 5.4 show the results of ablation study on JAADdataset and JAAD, respectively. Different model variants are denoted by Ours1, Ours2, ..., Ours7. By comparing Ours5 with Ours4 and Ours1 with the PCPA model, it shows that introducing global context can improve the model performance. If we further compare Ours4 with the PCPA model, it shows that using 2D CNN plus RNN instead of 3D CNN for visual feature encoding also has the advantage of extracting spatio-temporal features, hencing improving
	beh 
	all
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	Table 5.3: Ablation Study on JAAD Behavior Subset 
	Models 
	Models 
	Models 
	Models 

	Model Variants 
	Model Variants 

	JAAD
	JAAD
	beh 



	Visual Encoder 
	Visual Encoder 
	Visual Encoder 

	Global Context 
	Global Context 

	Fusion Approach 
	Fusion Approach 

	Accuracy 
	Accuracy 

	AUC 
	AUC 

	F1 Score 
	F1 Score 

	Precision 
	Precision 

	Recall 
	Recall 


	Ours 
	Ours 
	Ours 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	hybrid-fusion 
	hybrid-fusion 

	0.62 
	0.62 

	0.54 
	0.54 

	0.74 
	0.74 

	0.65 
	0.65 

	0.85 
	0.85 


	Ablations 
	Ablations 
	Ablations 


	Ours1 
	Ours1 
	Ours1 

	3D CNN 
	3D CNN 

	✓ 
	✓ 

	later-fusion 
	later-fusion 

	0.59 
	0.59 

	0.53 
	0.53 

	0.69 
	0.69 

	0.65 
	0.65 

	0.75 
	0.75 


	Ours2 
	Ours2 
	Ours2 

	3D CNN 
	3D CNN 

	✓ 
	✓ 

	early-fusion 
	early-fusion 

	0.59 
	0.59 

	0.54 
	0.54 

	0.69 
	0.69 

	0.65 
	0.65 

	0.74 
	0.74 


	Ours3 
	Ours3 
	Ours3 

	3D CNN 
	3D CNN 

	✓ 
	✓ 

	hierarchical-fusion 
	hierarchical-fusion 

	0.57 
	0.57 

	0.48 
	0.48 

	0.70 
	0.70 

	0.62 
	0.62 

	0.81 
	0.81 


	Ours4 
	Ours4 
	Ours4 

	VGG + GRU 
	VGG + GRU 

	✗ 
	✗ 

	later-fusion 
	later-fusion 

	0.59 
	0.59 

	0.51 
	0.51 

	0.72 
	0.72 

	0.63 
	0.63 

	0.83 
	0.83 


	Ours5 
	Ours5 
	Ours5 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	later-fusion 
	later-fusion 

	0.64 
	0.64 

	0.59 
	0.59 

	0.73 
	0.73 

	0.68 
	0.68 

	0.78 
	0.78 


	Ours6 
	Ours6 
	Ours6 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	early-fusion 
	early-fusion 

	0.60 
	0.60 

	0.56 
	0.56 

	0.70 
	0.70 

	0.67 
	0.67 

	0.73 
	0.73 


	Ours7 
	Ours7 
	Ours7 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	hierarchical-fusion 
	hierarchical-fusion 

	0.54 
	0.54 

	0.50 
	0.50 

	0.64 
	0.64 

	0.63 
	0.63 

	0.65 
	0.65 



	• 
	• 
	• 
	• 

	The result means the best in the models. 
	The result means the best in the models. 
	bold 

	Table 5.4: Ablation Study on JAAD All Dataset 



	Models 
	Models 
	Models 
	Models 

	Model Variants 
	Model Variants 

	JAAD
	JAAD
	all 



	Visual Encoder 
	Visual Encoder 
	Visual Encoder 

	Global Context 
	Global Context 

	Fusion Approach 
	Fusion Approach 

	Accuracy 
	Accuracy 

	AUC 
	AUC 

	F1 Score 
	F1 Score 

	Precision 
	Precision 

	Recall 
	Recall 


	Ours 
	Ours 
	Ours 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	hybrid-fusion 
	hybrid-fusion 

	0.83 
	0.83 

	0.82 
	0.82 

	0.63 
	0.63 

	0.51 
	0.51 

	0.81 
	0.81 


	Ablations 
	Ablations 
	Ablations 


	Ours1 
	Ours1 
	Ours1 

	3D CNN 
	3D CNN 

	✓ 
	✓ 

	later-fusion 
	later-fusion 

	0.77 
	0.77 

	0.77 
	0.77 

	0.54 
	0.54 

	0.42 
	0.42 

	0.76 
	0.76 


	Ours2 
	Ours2 
	Ours2 

	3D CNN 
	3D CNN 

	✓ 
	✓ 

	early-fusion 
	early-fusion 

	0.77 
	0.77 

	0.74 
	0.74 

	0.51 
	0.51 

	0.41 
	0.41 

	0.69 
	0.69 


	Ours3 
	Ours3 
	Ours3 

	3D CNN 
	3D CNN 

	✓ 
	✓ 

	hierarchical-fusion 
	hierarchical-fusion 

	0.78 
	0.78 

	0.77 
	0.77 

	0.55 
	0.55 

	0.43 
	0.43 

	0.75 
	0.75 


	Ours4 
	Ours4 
	Ours4 

	VGG + GRU 
	VGG + GRU 

	✗ 
	✗ 

	later-fusion 
	later-fusion 

	0.75 
	0.75 

	0.79 
	0.79 

	0.54 
	0.54 

	0.40 
	0.40 

	0.85 
	0.85 


	Ours5 
	Ours5 
	Ours5 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	later-fusion 
	later-fusion 

	0.77 
	0.77 

	0.80 
	0.80 

	0.56 
	0.56 

	0.43 
	0.43 

	0.84 
	0.84 


	Ours6 
	Ours6 
	Ours6 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	early-fusion 
	early-fusion 

	0.79 
	0.79 

	0.74 
	0.74 

	0.52 
	0.52 

	0.43 
	0.43 

	0.66 
	0.66 


	Ours7 
	Ours7 
	Ours7 

	VGG + GRU 
	VGG + GRU 

	✓ 
	✓ 

	hierarchical-fusion 
	hierarchical-fusion 

	0.80 
	0.80 

	0.81 
	0.81 

	0.59 
	0.59 

	0.46 
	0.46 

	0.84 
	0.84 



	• 
	• 
	• 
	• 

	The result means the best in the models. 
	bold 



	5.4.2 Qualitative Results 
	Figure 5.6 provides qualitative results for the proposed model of pedestrian crossing intention prediction. We mainly compared the proposed method with the PCPA model. In the provided examples, our method correctly predicted the crossing intention but the PCPA failed. Taking a closer look at the examples, the following argument is raised. Without utilizing the global context, the task of crossing intention prediction may face the problems of (1) unknown direction of the pedestrian (Case a in Figure 5.6), (2
	-

	Figure 5.7 provides more qualitative results to analyze the advantages of the proposed model over the PCPA model as well as a few of failure cases. Figure 5.7-(a) and Figure 5.7(b) show the cases when the proposed model generated correct predictions but the PCPA failed. The main reason is that our model considers the global visual context that contains the semantic segmentation of the drivable area. The model can learn from this whether the pedestrian is moving toward or on the drivable area, which is an im
	-

	Figure 5.7-(c) and Figure 5.7-(d) show the cases when both the proposed model and the PCPA failed. Figure 5.7-(c) shows an intersection scenario. The pedestrian (yellow bounding box) has already crossed the ego road but near the edge of the road on the other side. This may mislead the model to generate a prediction of crossing. The failure in figure 5.7-(d) was mainly due to the poor illumination such that the model cannot obtain enough detailed feature. 
	Figure
	Figure 5.7: More qualitative results. (a) and (b) show the cases of correct predictions by the proposed model but the PCPA failed. (c) and (d) show the results when both the proposed and the PCPA model failed. 
	5.5 Conclusion 
	In this chapter, we proposed a novel method for vision-based pedestrian crossing intention prediction. Our method explicitly considers the global context as a channel representing the interaction between the target pedestrian and the whole scene. We also proposed a hybrid fusion strategy for different features using 2D CNNs, RNNs, and attention mechanisms. Experiments on the JAAD dataset show that the proposed method achieves the state-of-the-art against baseline methods in the pedestrian action prediction 
	-

	Future work can focus on improving our model’s robustness in unexpected situations, e.g., poor vision and occlusion. Additionally, feature fusion with more information sources can be explored. Finally, fine-tuning the model for particular pedestrian subsets, such as children and disabled people, can increase overall safety and performance. 
	Chapter 6 
	Pedestrian Emergence Estimation and Occlusion-Aware Risk 
	Pedestrian Emergence Estimation and Occlusion-Aware Risk 
	Assessment 

	This chapter is derived from the published work in [119]. 
	6.1 Background 
	612,500 pedestrians were killed in 2013 by road traffic injuries, which was the number one cause of death among the age group 15-29 [120]. Fully automated driving systems are seen as possible remedies for reducing road traffic fatalities due to the fact that they do not possess the fundamental issues of human drivers, such as failure to comply with the rules, lack of attention while driving, etc. Furthermore, decision-making for automated driving systems (ADS) is a challenging area that plays a key role in 
	The motion prediction and risk assessment are vital in taking precautious actions. Lefevre et al. [123] categorized the motion prediction and risk assessment methods into four categories, and stated that despite being computationally more demanding, interaction-aware methods are more reliable than other methods. As an alternative to the interaction-aware methods, occlusion-aware [124] risk assessment methods have been proposed. Those alternatives vary from solutions based on partially/mixed observable Marko
	-

	There are currently two shortcomings of available methods in the literature. First, little attention has been paid to using visible information and prior knowledge to predict pedestrian emergence out of occluded areas. Second, human driver performance under occlusion and limited visibility conditions have been mostly neglected. 
	This chapter introduces a novel occlusion-aware risk assessment system for ADSs. The 
	Figure
	Figure 6.1: An example of environmental cues and how a human driver would easily decide a similar scheme for emergence probability 
	Figure
	Figure 6.2: Overview of the proposed framework 
	proposed method can estimate pedestrian emergence probability from occluded areas and adjust its driving policy accordingly. Our method’s overview is demonstrated in Fig. 6.1, where the red ego vehicle uses information such as visible pedestrians and parked cars to assess the probability of emerging pedestrians to derive an optimal driving policy. 
	The main contributions can be summarized as follows: 
	• 
	• 
	• 
	Using contextual information for estimating pedestrian emergence from occluded areas 

	• 
	• 
	Employing the estimated emergence probabilities in an occlusion-aware risk assessment framework 
	-


	• 
	• 
	Incorporating the proposed occlusion-aware risk assessment framework into a longitudinal vehicle controller for realizing comfortable and safe driving 
	-



	The chapter continues as follows: Section 6.2 explains the framework of the current proposal in detail. Section 6.3 introduces 3 baseline controllers to compare against the proposed method and provide details about the simulation environment. Section 6.4 evaluates the proposed method and demonstrates that the proposed method’s performance is significantly better over several metrics quantitatively. Section 6.5 concludes and discusses possible future directions. 
	-

	6.2 Methodology 
	Here, we propose a novel occluded emerging pedestrian distribution estimation and risk assessment method. The framework includes three parts: (1) estimating pedestrian emergence from occlusions; (2) risk assessment; and (3) the controller. The overview of the proposed method is demonstrated in Fig. 6.2. A simulation environment is created using Python programming. The parked cars are placed randomly on the two sides of the road to create the occlusions. The occlusions and visible objects to the ego vehicle 
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	6.2.1 Estimating Pedestrian Emergence from Occlusions 
	The goal is to find the distribution of the emerging pedestrians from occlusions. Our solution is to use contextual information such as the presence of the parked cars, crosswalks, and visible pedestrians. As we set forth previously, the POMDP representations and Bayesian filtering are computationally demanding. Therefore, we suggest a solution that generates a posterior belief without explicit Bayesian filtering. Specifically, to reduce the computational demand of the estimation of the posterior distributi
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	Pr(pe|¯zt) ≃ 1 1+e −¯wT ¯zt ¯zt = [1, n1, n2, d1, d2, d3]T 
	(6.1) 
	(6.2) 
	where Pr(¯) is the pedestrian emergence from occlusion probability, is the pedestrian emergence event, and ¯is the observation vector; is the normalized density of parked cars, is the normalized density of visible pedestrians, is the normalized distance to the crosswalk, is the normalized distance to the closest parked car, and is the normalized distance to the closest visible pedestrian. Heuristics have chosen the weight vector of the observations in (6.1). In the case of unobservability, , , is considered
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	6.2.2 Risk Assessment 
	Risk assessment is the most crucial part and the main contribution of this work. Passengers can feel both the force and the change in the force exerted on their bodies. The change in force is widely known as . Furthermore, both acceleration and jerk are perceived omnidirectionally by a human body. Therefore, a , and a value can be 
	Risk assessment is the most crucial part and the main contribution of this work. Passengers can feel both the force and the change in the force exerted on their bodies. The change in force is widely known as . Furthermore, both acceleration and jerk are perceived omnidirectionally by a human body. Therefore, a , and a value can be 
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	defined under the assumption that values between [] for acceleration, and values between [] for jerk are defined as . 
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	Due to physical limitations, before reaching a steady acceleration of choice, the acceleration’s magnitude rises linearly for a ramp time . Then, the ramp time from the magnitude of 0 to is denoted by whereas the ramp time from the magnitude of 0 to is denoted by . Also, the distance traveled before stopping by the ego vehicle, with the magnitude of deceleration decided to be and the ramp time decided to be , is denoted by whereas the distance traveled with the magnitude of deceleration decided to be and th
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	6.2.3 Driving Policy 
	The proposed occlusion-aware risk assessment framework is incorporated into a safe and robust driving policy. The driving policy is given in algorithm 3. 
	A controller is required to achieve the necessary control actions. We use a modified, LQR-based control strategy based on a point-mass discrete-time vehicle dynamics model given by: 
	Longitudinal control. 

	¯xcrs,k+1 = vk+1 = vk + ∆t ∗ ak dk+1 = dk − ∆t ∗ vk 
	(6.3) 
	(6.4) 
	where is the velocity of the ego vehicle, is the acceleration value of the ego vehicle , in (6.4), is the lateral distance to the imaginary line tangent to the close side of the visible pedestrian to the vehicle, and also perpendicular to the ego vehicle’s direction. Here, we used to distinguish discrete-time representation from continuous-time representation. Henceforth, we replace with . Using the vector notation again with the discrete time equations: 
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	¯xyld,t+1 =  dt+1 vt+1  =  1 −∆t 0 1  dt vt  +  0 ∆t  ¯ut ¯ut = at 
	(6.5) 
	(6.6) 
	When there is no visible pedestrian to be yielded, the state-space is represented by ¯. By contrast, when there is at least one visible pedestrian, the state-space is represented by ¯; the distance between the closest pedestrian and the vehicle is one of the states. Then, the traditional LQR optimization scheme uses the quadratic cost function to optimize the 
	When there is no visible pedestrian to be yielded, the state-space is represented by ¯. By contrast, when there is at least one visible pedestrian, the state-space is represented by ¯; the distance between the closest pedestrian and the vehicle is one of the states. Then, the traditional LQR optimization scheme uses the quadratic cost function to optimize the 
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	control action. The cost function is defined as follows: 

	ct = (¯xt −¯xref )T Q(¯xt −¯xref ) + ¯u T t R¯ut 
	(6.7) 
	J= T−1 t=0 ct 
	(6.8) 
	¯ut = −K(¯xt −¯xref ) 
	(6.9) 
	where is the Kalman gain, and the optimal control is obtained by minimizing the cumulative cost provided that appropriate and matrices are selected. 
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	However, the traditional LQR is an unconstrained-optimization scheme. Consequently, this proposal with the traditional LQR will generate unrealistic and high-frequency control actions under noise in the measurements or the system. Those high-frequency modes of the action can be very uncomfortable and dangerous for the passengers. The equations of the LQR scheme can be revised with a small modification to limit the jerk: 
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	(6.10) 
	(6.11) 
	(6.12) 
	where the state-space for yielding with limited jerk is described in (6.11), and the state-space for cruising with limited jerk is described in (6.12). Since the jerk of a vehicle is not a realizable control input, the LQR controller’s implementation with the modification will be similar; the controller will actuate the control input obtained from (6.11) or (6.12). is the maximum allowed jerk while yielding, whereas is the maximum allowed jerk while cruising as the ego vehicle must have more agility while y
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	Finally, we have chosen appropriate and matrices for both the and and computed the resulting full-state-feedback coefficients in MATLAB–R2019a as follows: 
	Q 
	R 
	cruising 
	yielding 
	K 

	Qcrs =  1000 0 0 1  Qyld =  5 0 0 0 100 00 0 0.1   
	Rcrs =  1000  
	Ryld =  1500  
	Kcrs =  0.9047 0.9074  Kyld =  −0.0532 0.3139 0.3792  
	After calculating the span of so-called risk zones, assessing the current risk, it is also necessary to determine the collision risk. The quantity measurements, i.e., the normalized density are discrete; therefore, discontinuities in the function appear at the critical instance of observing or losing sight of a parked car or a pedestrian. 
	Collision Avoidance. 
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	Figure
	Figure 6.3: The proposed FSM to utilize the quantified risk 
	Consequently, we use thresholds to divide the function into regions. for a robust control architecture. 
	We designed an FSM controller with distinct states for each region in the function. As the risk decreases, the ego vehicle could be more encouraged to drive the speed limit while slowing down to a proportion of the speed limit in a risky situation. We named the FSM states for each region as follows: 
	• 
	• 
	• 
	: The ego vehicle is given the reference velocity of the speed limit, , 
	Normal Drive
	v
	speed limit


	• 
	• 
	: The ego vehicle is given the reference velocity of some proportion of the speed limit, 
	Steady Drive
	αv, 
	1
	speed limit



	• 
	• 
	: The ego vehicle is given the reference velocity of another proportion of the speed limit, . 
	Cautious Drive
	α
	2
	v
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	Also, we consider two additional crucial driving modes: yielding pedestrians when necessary and engaging in maximum braking to avoid collision under dangers. The resulting FSM architecture is demonstrated in Fig. 6.3. Additionally, the state transition conditions of the designed controller are given in Table 6.1. The interpretation of risk inside different should be different because even a small risk of emergence in should be treated with utmost care. In contrast, the same level of risk of emergence 
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	Table 6.1: State Transitions for the FSM in Fig. 6.3 
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	in might not require similar alertness. Therefore, we assigned different threshold values for the different risk zones. 
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	Combining all, the ego vehicle observes the environment from its sensors to predict the distribution of the emerging pedestrians from occlusions; this information is utilized, after risk assessment, differently per , and this inference is going to be converted into a high-level command such as , , etc.; finally, the controller is going to choose the appropriate control action, acceleration, to reach the reference state within decided control limits. 
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	The ego vehicle does not require to take precautious action against any pedestrians entering the expected path from inside the safety zone, the algorithm’s maximum lookahead distance should be . Then, the future risk is computed by considering contextual information within a predefined window with the spatial resolution ∆. The maximum risk per risk zone is compared against the thresholds to choose the appropriate deceleration/acceleration limit and jerk limit with the appropriate FSM state to reach the refe
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	6.3 Experiments 
	In order to evaluate the proposal, a straight road is chosen. The road is 96 meters long, and it has three lanes whose width is 3 meters. The scenarios are divided into three categories based on the crowdedness; In , there are one or two pedestrian, one or two parked cars and a crosswalk; in , there are multiple parked cars, multiple pedestrians and a crosswalk; in , the parking slots are full, and there are multiple pedestrians and a crosswalk. This way it is going to be possible to observe the strengths a
	suburban scenarios (sc1)
	mildly crowded urban scenarios (sc2)
	very crowded urban scenarios(sc3)

	We compare the proposal with the 3 baselines that represents a driving aspect. 
	• 
	• 
	• 
	: occlusion-unaware, and drives the legal speed limit of the road (30). It yields to the pedestrians that are on the road will likely enter its expected path. 
	Baseline1 (B1)
	km/h


	• 
	• 
	: occlusion-unaware, and drives the two-third of the legal speed limit 
	: occlusion-unaware, and drives the two-third of the legal speed limit 
	Baseline2 (B2)

	Figure



	Figure 6.4: Total successful and unsuccessful yields () of different controllers in () 
	mt1 
	mildly crowded urban scenarios 
	sc2 

	of the road (20). It yields to the pedestrians that are on the road will likely enter its expected path. 
	km/h

	• 
	• 
	• 
	: occlusion-unaware, and drives the one-third of the legal speed limit of the road (10) only if it observes a crosswalk which closer than a specific distance; otherwise, it drives the speed limit. It yields to the pedestrians that are on the road will likely enter its expected path. 
	Baseline3 (B3)
	km/h



	6.3.1 Metrics 
	An extensive survey on important metrics to determine the driving quality of AVs has been made by [140]. Combining the metrics from [140] with additional safety metrics, we have decided to use the following metrics: 
	• 
	• 
	• 
	: The total number (successful/unsuccessful) of yields 
	mt1 


	• 
	• 
	: Deceleration (mean, std) 
	mt2 


	• 
	• 
	: The total number of successful finishes 
	mt3 


	• 
	• 
	: Time of emergency braking (mean, std) 
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	6.4 Results 
	The results of the simulation, 1000 episodes per scenario, is demonstrated in Table 6.2. In terms of comfort, the proposed method clearly outperforms in terms its yielding capabilities () even though all baseline methods have the exact same FSM policy for 
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	Table 6.2: Overall Performance of Proposed Controller and Baselines over 1000 episodes 
	Metrics 
	Metrics 
	Metrics 
	Metrics 
	mt1 sc1 
	(
	) 


	B1 
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	(9449/1535) 

	(10310/1404) 
	(10310/1404) 


	mt2 sc1 
	mt2 sc1 
	mt2 sc1 
	(
	) 


	(-2.90, 1.55) 
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	yielding. Specifically, the proposed method outperforms the baselines in , by 3246%, 1037%, 1100% respectively. This clearly shows that, the proposed method is pedestrian friendly, in that without resorting to emergency braking, it yields to as many pedestrians as possible. In terms of safety, outperformance of the proposed method is clearly visible for the number of successful finishes () out of 1000 episodes per scenario where the proposed method outperforms the baselines in by 5123%, 764%, 1519% respecti
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	One limitation is due to the simplification of the risk assessment with another function. The weights of the function that assesses the risk are determined heuristically, and the optimality of resulting controller have not proven. Therefore, there may exist a better weight vector, or a better representation of the risk. 
	Another limitation the simplification such as assessing the risk on a straight road, assuming that the vehicle is a point-mass object might limit the performance of the proposed method. Although, we have considered several important and realistic phenomena, the delay in actuating the control actions and the delay in sensing objects, the aforementioned assumptions might still deviate the implementation results from the simulated ones. 
	-

	6.5 Conclusion 
	This chapter proposed a probabilistic risk assessment and collision avoidance method for emerging pedestrians from occlusions and demonstrates a possible proof-of-concept for the proposal. The proposal was compared against several baselines. The method was 
	Figure
	Figure 6.5: The total number of successful finishes () of different controllers in () 
	mt3 
	mildly crowded urban scenarios 
	sc2 

	evaluated against the baselines in three different scenarios, 1000 episodes with randomized initial conditions per scenario type, in the simulation environment in Python built from scratch. The method outperformed these baselines in the predefined metrics. Since the proposal does not rely on accurate map data or accurate and precise localization to achieve occlusion-aware vehicle control, it could be used in which the localization sensor fidelity is low, urban areas, and big metropolitans. On the other hand
	Future work can focus on the other possibilities to assess the probability using other contextual information such as the age of the visible pedestrians, the possible actions engaged by the visible pedestrians (presence of children playing soccer at the sidewalk, presence of distracted pedestrians due to use of cellphones or a conversation companion). 
	Figure
	Figure 6.6: Average time of emergency braking () of different controllers in () 
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	Algorithm 3 The proposed algorithm (Part 1) 1: function proposedController 2: amax ← µroad ∗g 3: st+1 ← snormal drive 4: if A visible pedestrian is to be inside the path then 5: if T T C < T T C stop then 6: st+1 ← s emergency 7: else 8: st+1 ← syielding 9: else 10: current state ← danger 11: max risk ← 0, current risk ← 0 12: repeat 13: # Update current risk zone 14: if d > d stop min then 15: current state ← discomfort 16: max risk ← 0 17: # Check the neighboring visible cues 18: current risk ← from (6.1)
	Chapter 7 
	Stability Regulation of Learning-Based Continuous Control 
	This chapter is derived from the published work in [141]. 
	7.1 Background 
	Automating the task of real-world driving requires the development of robust control systems with safety and stability guarantees. Rule-based methods have been the convention in the development of automated driving systems (ADS) and have shown promises in several driving tasks [142, 143, 144]. These methods generally involve the development of hand-crafted rules to process data and determine the best control output that matches a criterion or minimizes a loss function. Their wide-spread adoption can be attr
	-
	-

	Reinforcement learning (RL)-based control has been proposed as an alternative paradigm to address sequential tasks and to deal with more complex driving scenarios. These methods are largely attributed to the use of deep neural networks as universal function ap-proximators [145]. Their application has been successful in several control tasks such as lane keeping [146], lane changing [147], highway driving [148, 149], and even urban driving [150]. Rather than hand-crafting rules, these methods learn an optima
	-
	-
	-

	When considering shared spaces between pedestrians, cyclists, and drivers; safety of an 
	autonomous system becomes critical. The extension of learning-based control methods to these complex environments would require fundamental improvements to the design of deep neural networks. One example would be the consideration of controller stability, which is a common description of safety for control systems. Stability is important as it provides guarantees on the behavior of the system, especially when subject to disturbances. This in turn provides enhanced safety to the driver, passenegers, and the 
	Lyapunov-based neural control has been an emerging approach to train neural network policies with Lyapunov stability guarantees. Methods such as [153] and [154] define a loss function that measures the violation of the Lyapunov conditions and train a neural network on minimizing this loss. [155] considers an approach to inherently constrain the closed-loop dynamics to be stable and presents a framework to jointly learn the closed-loop dynamics and its Lyapunov function. [156] synthesizes a Lyapunov stable n
	In this chapter, we consider a control-theoretic approach to the training of an RL agent. We extend the Deep Deterministic Policy Gradient (DDPG) [158] algorithm with Lyapunov-based stability regulation. We learn the stable system closed-loop dynamics and its associated control-Lyapunov function (cLf) for a given fixed iteration of the DDPG controller policy. The cLf is then used to provide a Lyapunov stability regulation term to the objective of the DDPG agent policy. This allows for the DDPG agent to prod
	-
	-

	The rest of this chapter is divided as follows: The rest of this section provides the preliminaries of RL and Lyapunov stability. The proposed two-step LSR-DDPG framework is presented in Section 7.2. Section 7.3 outlines the simulation setup and experimental results within the simulated driving setting. Section 7.4 concludes the chapter. 
	-

	7.1.1 Reinforcement Learning 
	The sequential decision-making problem of driving is modeled as a Markov Decision Process (MDP). The MDP is defined as a tuple where is the state space, is the action space, is the reward function, and is the transition function. At each step, the RL agent at state selects a control action . The new state, , is then determined through the action and transition function, (). The agent receives from the environment a reward, () , where the reward function is hand-crafted to reward certain behaviors and discou
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	7.1.2 Lyapunov Stability 
	Consider an n-dimensional nonlinear controlled dynamical system, 
	˙x(t) = f(xt, ut) = fut (xt), 
	(7.1) 
	where is the state vector and () : is the control vector. For clarity, we denote the time argument as a subscript, () = . Suppose has an equilibrium point, , with such that () = 0. The goal is to find some control policy () that stabilizes the dynamical system at the equilibrium point. To do so, we view this problem within the perspective of control-Lyapunov functions. See [159] for a more in-depth treatment of the definitions provided below. 
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	Definition 1 (Asymptotic Stability) A system is stable at the origin if ∀ϵ ∈ R+ , ∃δ(ϵ) ∈ R+ such that if ||x(0)|| ≤ δ, then ||x(t)|| < ϵ, ∀t ≥ 0. Furthermore, if limt→∞ ||x(t)|| = 0, then the system is asymptotically stable at the origin. 
	Asymptotic stability provides a guarantee that the system goes to the origin in infinite time. It is important to note that it does not imply how long this convergence would take, which could be important for performance guarantees on the underlying controller. 
	If we consider a path tracking problem, then the notion of asymptotic stability states that the dynamical system starting with some initial condition, (0), within a sphere of radius will converge after some finite time to the equilibrium or desired path. 
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	(Control-Lyapunov Function) Consider the controlled system in with equilibrium at the origin, . Suppose there exists a real-valued continuously differentiable function such that the following conditions are met, 
	Definition 2 
	(7.1) 
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	2. V (x) > 0 ∀x ∈ Rn \ {0}, 
	3. ∃u : ˙V (x, u) = ∇V (x) · f(x, u) < 0 ∀x ∈ Rn \ {0} 
	then the system is asymptotically stabilizable, V is its control-Lyapunov function, and is the stabilizing action. 
	u 

	The Lyapunov function can be viewed as the “energy” of the system and the third condition on its derivative states that the value of the function along the trajectory of the system is decreasing. This can be used to construct stabilizing control laws. We refer to the three conditions as the . 
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	(Exponential Stability) Suppose the system in is asymptotically stabi-lizable. If the following condition is satisfied , 
	Definition 3 
	(7.1) 
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	∇V (x) · f(x, u) ≤ -αV (x), 
	(7.2) 
	for some , then the system is exponentially stable. 
	α > 
	0

	Exponential stability provides a stronger notion of convergence on the underlying dynamics but there is no straight-forward method to find such a function and its stabilizing controller. The use of neural networks to approximate cLf has become a promising direction to show some of these stability properties on a system. 
	-

	7.2 Lyapunov Stability-Regulated DDPG Framework 
	We propose a two-step framework to learn a control policy with two objectives: (i) learn stabilizing control actions and, (ii) learn desirable system (or driving) behaviors. We handle the first objective by learning stable system dynamics and its associated control-Lyapunov function using deep neural networks as universal function approximators. The learned dynamics and cLf then provide feedback, through a loss term, to the training of the RL agent. The objective of the RL agent is to learn a desired drivin
	7.2.1 Joint Learning of Dynamics and Control-Lyapunov Function 
	We consider jointly learning the system dynamics and its corresponding control-Lyapunov function. Let be some initialization of the system dynamics model and be the control-Lyapunov function with network parameters and respectively. This initialization can be random. From [155], it follows that the stable controlled system dynamics in (7.1) can be represented as: 
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	f(x, u) = ˆfθ(x, u) − η x, u|ˆfθ, Vψ 
	(7.3) 
	and 
	η  x, u|ˆfθ, Vψ  = ∇Vψ(x) σ  ∇Vψ(x)T ˆfθ(x, u) + αVψ(x)  ||∇Vψ(x)||22+a , 
	(7.4) 
	where 1 is a small positive constant to avoid division by zero at the equilibrium and () is a smooth ReLU function defined as 
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	σ(x) =    0 if x ≤ 0, x 2/2d if 0 < x < d, x-d/2 otherwise, 
	and 0. This definition guarantees the stability of the closed-loop dynamics by projecting so the condition ()() + () 0 is satisfied. For example, if the condition is satisfied, then = 0 and () = (). 
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	We initialize the nominal dynamics to be a random feed-forward network and the control-Lyapunov function as an Input Convex Neural Network (ICNN) [160]. The structure of the ICNN ensures that the function is convex in provided that all weight matrices are nonnegative, and all activation functions are convex and non-decreasing. To ensure positive definiteness, the final layer of the neural network is modified as follows: 
	x 
	-

	V (x) = σ (g(x) − g(0)) + ϵ||x|| 22, 
	where () is the output of the ICNN, () is the smooth ReLU activation function, and 0. The choice of () is positive, convex, and non-decreasing with (0) = 0. This enforces the strict positive definiteness of the control-Lyapunov function with the regularization term . Furthermore, shifting the output of the ICNN by (0) ensures that the global minima occurs at the origin (or, without a loss of generality, the desired equilibrium point). This choice of neural network architecture inherently satisfies the first
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	7.2.2 Lyapunov Stability Regulated DDPG Control 
	Now, we present the method of finding an appropriate RL policy regulated on stabilizing the system dynamics such that the condition in (7.2) is satisfied. Consider the control law, 
	u ∗(t) = argmin u∈U ˙V(x, u), 
	(7.5) 
	such a control policy selects the action that maximizes the decrease in the system energy. While this action may be optimal, it can lead to undesirable system trajectories. For example, in the case of automated highway driving, this may result in actions such as jerky or unsafe driving since the control law is only concerned with reaching the equilibrium state. Against this backdrop, we formulate the problem as finding a control law that balances the choice of selecting a stabilizing action and producing a 
	-

	We choose the DDPG [158] algorithm to find an appropriate stabilizing controller. This is a model-free off-policy RL algorithm with an actor-critic architecture for continuous action spaces. The aim of the critic network, (), is to evaluate the Q-value (or action-value) function based on the actor’s output and the current state. The aim of the actor network, (), with parameters is to learn a deterministic policy that maximizes the expected Q-value, 
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	max θπ E [Q(x, π(x|θ π ))] , 
	(7.6) 
	The Q-value affects the actor’s weights using policy gradient descent. To regulate the actor policy on stabilizing the system dynamics, we define an additional loss term, , coined the . The structure of the cLf neural network only requires that the selected action satisfies condition 3 of the Lyapunov conditions. Therefore, we define the Lyapunov violation as, 
	L
	c
	Lyapunov violation

	Lc(x, u) = ∇V (x) · f(x, u) + αV (x). 
	(7.7) 
	The objective function of the stability-regulated actor policy is then defined as, 
	J(θ) = E  ρQ(x, u) − (1 − ρ)Lc(x, u)|x=xt,u=π(xt)  , 
	(7.8) 
	where () is the action-value function (critic network) and [01] is a weighing term. The objective of the actor policy now becomes to maximize the action-value function and minimize the Lyapunov violation, (). In this case, the action-value function, which depends on the reward function, controls the system behavior while the Lyapunov violation, which depends on the current iteration of the cLf, evaluates stabilizing actions. Since the controller is trained off-policy by sampling batches of experience, the p
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	∇θπ J(θ) = − 1 N  (x,u)∈B  ρ∇uQ(x, π(x)|θQ)∇θπ π(x|θ π) − (1 − ρ)∇uLc(x, u)  , (7.9) 
	where is the number of samples in each batch and is the batch of experiences. The defined policy loss in (7.9) may be restrictive as the function is minimized for more positive (). A positive () represents a stabilizing action. Instead, we modify 
	where is the number of samples in each batch and is the batch of experiences. The defined policy loss in (7.9) may be restrictive as the function is minimized for more positive (). A positive () represents a stabilizing action. Instead, we modify 
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	the Lyapunov violation term to be the same for all stabilizing actions as any stabilizing action should be admissible and allow the selection between the stabilizing actions to be dictated by the action-value function. The empirical policy loss gradient then becomes, 

	∇θπ J(θ) = − 1 N  (x,u)∈B  ρ∇uQ(x, π(x)|θQ)∇θπ π(x|θ π) − (1 − ρ) ˆLc(x, u)  , 
	(7.10) 
	where () = max (()0). The critic network is updated by minimizing the mean-squared error loss: 
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	L= 1 N ei∈B  yi − Q(xi, ui|θQ) 2 , 
	(7.11) 
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	yi = ri + γQ  xi+1, π(xi+1)|θQ  
	is the updated Q-value obtained by the Bellman equation. To allow for exploration of the state space, an Ornstein-Uhlenbeck [161] process noise is added to the policy action, () = ()+where . The exploration is stochastic, but the learned control policy is deterministic. 
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	7.2.3 Framework Overview and Remarks 
	The proposed two-step framework given in Fig. 7.1 iterates between the RL controller and learning stable system dynamics and the associated cLf. The agent first performs simulation rollouts to obtain system trajectories that is used to update the actor and critic networks. The actor network depends on the current fixed iteration of the cLf and dynamics to determine the Lyapunov violation term in the loss function (see (7.8)). After a certain number of updates to the RL controller, the actor policy is fixed 
	The objective of the control policy given in (7.8) depends on the current iteration of the closed-loop dynamics and control-Lyapunov function in (7.3) through the Lyapunov violation term. To better reflect the dynamics of the system and control-Lyapunov function around the fixed deterministic policy, we add a decaying noise parameter to the system trajectory rollouts used to update the closed-loop dynamics. The actions in (7.3) with the exploration term becomes 
	Exploring actions and dynamics 
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	ut =u ∗ t + ϵt, 
	(7.12) 
	where is sampled from the fixed policy (). We set to decay linearly to 0 after some number of updates so that the closed-loop dynamics and control-Lyapunov function reflect the converged control policy. In this case, all simulation rollouts reflect the actor’s policy. Note that this is different from the Ornstein-Uhlenbeck noise used during learning of the control policy. 
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	Empirically, we found that training the dynamics given in (7.3) using mean-squared error loss resulted in violations of the Lya-punov conditions even after the training has converged. To address this issue, we impose 
	Empirically, we found that training the dynamics given in (7.3) using mean-squared error loss resulted in violations of the Lya-punov conditions even after the training has converged. To address this issue, we impose 
	Training the control-Lyapunov function 

	the L1-loss of the projection term in (7.4). The loss function for the dynamics in (7.3) then becomes: 

	Lf = 1 |D| i  (yi − ˆyi)2 + |ηi|  , 
	(7.13) 
	where is the L1-loss of the projection term in (7.4) for sample index , = is the true label collected during rollout, ˆ= () is the estimated dynamics from (7.3), and = ()is the sampled system trajectories. When = 0 then the stable true dynamics are estimated for the samples used. The L1-loss drives the projection term to zero when the loss function is minimized. 
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	Figure
	Figure 7.1: Proposed two-step Lyapunov Stability-Regulated DDPG framework. The DDPG controller is regulated by a Lyapunov violation term that is calculated from the current iteration of the control-Lyapunov function. Every episodes, the dynamics and the control-Lyapunov functions are jointly updated using sampled data points from the fixed actor policy. A noise model is introduced in the sampled actions to allow for better representation of nearby states, which facilitates the exploration of the DDPG contro
	M 

	7.3 Simulation Experiments 
	In this section, we consider the implementation of the LSR-DDPG framework presented in Section 7.2 for the lane-following driving scenario. All experiments are performed using the highway-env [162] simulator. 
	7.3.1 Simulation Setup 
	Consider a three-lane road environment with no traffic vehicles. The state space of the vehicle is bounded between the boundaries of the leftmost lane and the rightmost lane. At each initialization, the vehicle is randomly placed within the bounds of the three-lane road. Our goal is to find a stabilizing lateral controller (), the stable closed-loop vehicle 
	Consider a three-lane road environment with no traffic vehicles. The state space of the vehicle is bounded between the boundaries of the leftmost lane and the rightmost lane. At each initialization, the vehicle is randomly placed within the bounds of the three-lane road. Our goal is to find a stabilizing lateral controller (), the stable closed-loop vehicle 
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	dynamics (), and its associated control-Lyapunov function (). The desired path is used as the equilibrium state. The vehicle dynamics are defined by the kinematic bicycle model [163]: 
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	˙y = v sin(ψ + β), ˙ψ= v L sin β, β = tan −1  tan δ 2  , 
	(7.14) 
	where is the lateral position, is the longitudinal velocity, is the vehicle length, is the vehicle heading, is the steering command, and is the slip angle at the center We define the normalized state vector at each iteration as 
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	of gravity. We assume that the vehicle speed is fixed to 25m/s across all iterations. The action space is bounded between   − , , which is normalized to be in the range [−1, 1]. 
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	s = [y sinψ] ∈ [−1, 1] 2 . 
	(7.15) 
	7.3.2 Reward Function and Termination 
	The reward function is formulated as a positive function of the lateral position and heading with respect to the equilibrium trajectory, 
	r y = max(1 − |y − yeq|, 0), rψ = 1 − | sin (ψ − ψ eq) |, 
	and = + . To avoid learning in unsafe states, we terminate the simulation, with zero reward, if the vehicle moves outside the boundaries of the road or if the deviation from the reference trajectory exceeds 2. 
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	7.3.3 Network Parameters 
	The nominal system dynamics is defined as a feedforward network with two hidden layers of size 128 and ReLU activation. The control-Lyapunov function is defined as an ICNN with two hidden layers of size 128 and smooth ReLU activation. The actor network is defined as a feedforward network with two hidden layers of size 128, ReLU activation between the hidden layers, and activation at the output. This bounds the output action between [11]. The critic network is defined as a feedforward network with two hidden
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	7.3.4 Results 
	We train the LSR-DDPG controller framework for 1 500 episodes. Without loss of generality, we assume an equilibrium trajectory = [00]. The state space can be shifted such that the equilibrium trajectory is at the origin. The dynamics are updated every 50 episodes for 300 epochs using 2 000 samples of system trajectories with a 3 1 train-test split. The dynamics noise is linearly annealed and completely removed after 1 000 
	-
	T 
	, 
	− 

	episodes. To demonstrate our approach, we also train a baseline DDPG controller as in [158] with no stability regulation in the loss function. Results are collected over 5 random seeds shared across both controllers. 
	Fig. 7.2 shows the training curve of the controllers and the convergence of the trained LSR-DDPG policy and Lyapunov violations. The total Lyapunov violations are calculated from sampled test data at each update interval of the dynamics. It is noted that the total Lyapunov violations decay as the dynamics noise parameter decays. This is a result of the convergence of the control policy and the learned stable dynamics as the exploration of nearby states is removed. The proposed loss function is also minimize
	-

	0 200 400 600 800 1000 1200 1400 Episode 10 15 20 Average RewardDDPG LSR-DDPG 0 5 10 15 20 25 30 Dynamics update interval (300 epochs) 0 50 100 150Total Lyapunov violations22.5 25.0 27.5 0 2 4 
	Figure 7.2: Top shows the LSR-DDPG and DDPG training curves. Bottom shows the total Lyapunov violations for the LSR-DDPG fixed actor policy at each update interval over 5 random seeds and its convergence. 
	final, fixed iteration of the learned control policy, dynamics, and control-Lyapunov function. Fig. 7.3 shows that the learned dynamics is a good predictor of the real dynamics. Moreover, for all samples collected, no Lyapunov violations were recorded. 
	-

	We then consider a double lane change maneuver on the trained controllers by adjusting the reference trajectory. Fig. 7.4 shows the generated trajectories and the control action at each step. We note that the LSR-DDPG performs more conservative maneuvering, due to the stability regulation, and smoother lane changes while still producing a desired system behavior. 
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	0 20 40 60 80 100 120 −0.1 −0.2 −0.3 0.0 0.1 0.2 0.3 Heading, sin(ψ) Real Predicted 
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	Figure 7.3: Prediction performance of the learned stable dynamics. Samples are randomly collected. 
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	Figure 7.4: Comparison of a double lane change maneuver on LSR-DDPG (blue) and DDPG baseline (red) controllers. Third lane is not shown. 
	7.4 Conclusion 
	This chapter presented a framework for regulating an RL controller on the Lyapunov stability criterion to produce a desirable system behavior and to learn stabilizing actions. We proposed a two-step learning scheme to update the control policy and to update the closed-loop stable dynamics with its control-Lyapunov function. The framework was evaluated in a three-lane driving environment and compared with a DDPG baseline. We demonstrated that the proposed framework could learn an appropriate system behavior 
	Chapter 8 
	Conclusion 
	8.1 Conclusion 
	A variant social force-based model is presented and shown that it is useful to design, control, and evaluate the performance of AVs in Vehicle Pedestrian Interaction (VPI) scenarios when a pedestrian is using uncontrolled crossings. We further extended the pedestrian motion model to the formulation of general motion models and used GFSM for the generation of realistic trajectories. Then we moved towards designing control of vehicles using model predictive control for longitudinal control in vehicle-crowd in
	-
	-
	-

	8.2 Future Work 
	Future work can be done to the VPI framework: 
	• 
	• 
	• 
	Pedestrian model can be improved by using VPI datasets. 

	• 
	• 
	Control design can consider uncertain pedestrian behavior. 

	• 
	• 
	The solutions presented can be extended to include more scenarios. 


	For generalized motion models, the following future work can be considered: 
	• 
	• 
	• 
	Improvement of motion models for vehicles, and adding new dynamic objects (robots, bicycles, etc.). 

	• 
	• 
	Extending the framework for many stakeholders to design and control complex behaviors of vehicles and pedestrians and investigate the feasibility of scalability. 
	-



	In model predictive control for vehicle-crowd interaction, the following future work can be considered: 
	• 
	• 
	• 
	In the pedestrian motion prediction process, this constant vehicle speed assumption can be improved by incorporating the VCI model into the MPC synthesis. Because of the non-linearity of the VCI model, this incorporation requires modifying the VCI model so that the MPC can be properly synthesized and successfully solved. 

	• 
	• 
	The performance of the PID approach can be improved by systematically tuning the PID parameters. Specifically, the steady-state error should be minimized or eliminated, and other effects such as rise time, overshot, settling time, and stability should also be carefully treated. 

	• 
	• 
	In addition to hard constraints on the control action, a quadratic term of control effort could also be included in the MPC cost function, so that the overall MPC performance can be improved by taking the control action in consideration. 


	In predicting pedestrian intention, the following future work can be considered: 
	• 
	• 
	• 
	Improving the robustness for unexpected situations. 

	• 
	• 
	Fusion with other sensors to achieve better results. 

	• 
	• 
	Using a range of pedestrian behaviors (children, old, disabled, etc) to further tune the model for better prediction. 


	For the risk assessment work, the following future work can be considered: 
	• 
	• 
	• 
	Risk assessment can be improved by using other contextual information. 

	• 
	• 
	Including a range of situations in risk assessment such as children playing nearby, distracted pedestrians, etc. 
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