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FOREWORD

This research was initiated by a request from the Federal Highway
Administration’s Office of Safety and Traffic Operations RA&D. The study
developed methodology to correct for one of the most serious problems in accident
analysis -- the regression-to-the-mean bias. Regression-to-the-mean is the
phenomenon where the number of accidents at a high-accident location decreases
even if no safety improvements are made. In addition, a menu-driven micro-
computer program was developed to allow easy application of this new analysis
technique. The method developed in this study provides a better estimate of the
expected safety for a site.

The report is in three volumes. Volume I presents an intuitive, non-technical
explanation of the regression-to-the-mean methodology. The required assumptions
and data requirements are defined in lay terms for ease of comprehension to the
highway engineer. Technical, statistical explanations are relegated to Volume
III. Volume II of the report briefly describes the computer program and presents
examples of the computer output, focusing on interpretation of the output
results. Parties interested in receiving the computer program should contact
Michael S. Griffith of the Federal Highway Administration on (703} 285-2382.

Volumes I and II will be distributed with two copies to each Region and six
copies to each Division Office. Four of the Division copies should be sent to
the State. Volume III will be distributed on a 1limited basis, one copy to each
Region and two copies to each Division Office. One of the Division copies should
be sent to the State. Al1 volumes of the report will be sent to the Transpor-
tation Research Information Service HNetwork, Department of Transportation
Library, and the National Technical Information Service (NTIS) in Springfield,
Virginia, to be available for interested parties.

R. 3. tetso]d

Director, Office of Safety and
Traffic Operations Research
and Development

NOTICE

This document is disseminated under the sponsorship of the Department of
Transportation in the interest of information exchange. The United States
Government assumes no liability for its contents or use thereof. The contents
of this report reflect the views of the contractor who is responsible for the
accuracy of the data presented herein. The contents do not necessarily reflect
the official policy of the Department of Transportation. This report does not
constitute a standard, specification, or regulation.

The United States Government does not endorse products or manufacturers. Trade
or manufacturers’ names appear herein only because they are considered essential
to the objective of this document.
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SI* (MODERN METRIC) CONVERSION FACTORS

— —_—

————

APPROXIMATE CONVERSIONS TO SI UNITS APPROXIMATE CONVERSIONS FROM SI UNITS
Symbol When You Know Multiply By To Find Symbol Symbol When You Know Multiply By To Find Symbol
LENGTH LENGTH
in inches 254 millimetres mm ' mm millimetres 0.039 inches in
ft feet 0.305 metres m m metres 3.28 feet ft
yd yards 0.914 metres m m metres 1.09 yards yd
mi miles 1.61 kilometres km km kilometres 0.621 miles mi
AREA AREA
in? square inches 645.2 millimetres squared mm? mm? millimetres squared  0.0016 square inches in?
ft2 square feet 0.093 metres squared m? m? metres squared 10.764 square feet ft?
yd? square yards 0.836 metres squared m? ha hectares 2.47 acres ac
ac acres 0.405 hectares ha km? kilometres squared ~ 0.386 square miles mi
mi? square miles 2.59 kilometres squared  km?
VOLUME VOLUME
fl oz fluid ounces 29.57 millilitres mL mL millilitres 0.034 fluid ounces fl oz
gal gallons 3.785 litres L L litres 0.264 gallons gal
ft* cubic feet 0.028 metres cubed me m’ metres cubed 35.315 cubic feet ft2
yd? cubic yards 0.765 metres cubed m? m’ metres cubed 1.308 cubic yards yd?
NOTE: Volumes greater than 1000 L shall be shown in m®.
MASS MASS
oz ounces 28.35 grams 9 g grams 0.035 ounces oz
ib pounds 0.454 kilograms kg kg kilograms 2.205 pounds Ib
T short tons (2000 fb)  0.907 megagrams Mg Mg megagrams 1.102 short tons (2000 bb) T
TEMPERATURE (exact) TEMPERATURE (exact)
°F Fahrenheit 5(F-32)/9 Celcius °C °C Celcius 1.8C + 32 Fahrenheit of
temperature temperature temperature temperature
lllumination Illumination
fc foot-candles 10.76 lux Ix Ix lux 0.0929 foot-candles fe
fL foot-Lamberts 3.426 candela/m? cd/m? cd/m? candela/m? 0.2919 foot-Lamberts fL
* Sl is the symbol for the International System of Measurement (Revised July 1989)
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e Chaprer 1 - INtroductio) e———————————————————

This manual contains documentation for assisting users in the operation and
interpretation of the computer program, BEATS, Bayesian Estimation of Accidents in
Transportation Studies. This program implements the statistical methods developed in
Volume I, Application of New Accident Analysis Methodologies. A brief description of the
methodology is provided here for the purposes of review, only. The first time user is
strongly encouraged to read volume I before using BEATS and to refer to this manual only
as a refresher.

As with any easily implemented software, use of this program without a
comprehensive understanding of the data requirements, assumptions of the methodology, and
interpretation of results can lead to erroneous conclusions. This manual and the tutorial
available during the program execution will provide a brief summary. However, these
sources will not be sufficient to ensure proper application of the analyses for the first time
user.

BEATS can accommodate each of the three accident analyses described in volume 1,
namely:

1. The estimation of effectiveness of a highway safety treatment.
2. The identification and ranking of high accident locations.
3. The combining of safety treatment effects from multiple sources.

The program, written in Turbo Pascal, can be run on any DOS-driven IBM or IBM
compatible PC. The program is pre-compiled and can be executed on a computer without a
hard disk drive, such as a lap-top. Memory limitations are controlled by the size of the data
set being analyzed. To execute the program, the diskette need only be inserted and the word
BEATS entered in the same drive where the disk was inserted.

The menu screens direct the user from this point with complete instructions. For
each of the accident analysis applications, the user may request more information in the way
of tutorials or the user may opt to bypass the tutorials and go directly to data analysis. Since
the tutorials contain information vital to the appropriateness of the EBEST method, i.e.,
assumption and data requirements, first time users are encouraged to go through them, The
bypass option is designed primarily for frequent users.

Chapter 2 presents a brief overview of the methodologies including data needs and
assumptions. An example of the menu screens and tutorial information will be presented in
chapter 3. These screens are the ones that would be seen if the user opted for the Safety
Treatment Tutorials and Analysis using data with exposure measures and with both
comparison and reference group information in the before and after time periods. Chapter 4



contains sample outputs from the BEATS program and a detailed explanation of the computer
output. Chapter 5 addresses potential problems which the user may encounter in the program
execution.



The methodologies developed in volume I, namely EBEST and MACEST, require
certain basic data assumptions and the availability of critical data elements. In this chapter,
these will be reviewed. However, first time users of this method should refer to volume 1
for comprehensive details.

The EBEST method is an Empirical Bayes methodology for preforming two of the
three accident analysis applications listed in chapter 1:

1. Evaluation of highway safety measures.
2. Ranking and identification of high hazard locations.

The MACEST method is an Empirical Bayes methodology for performing the third accident
analysis application:

3. Combining safety information from multiple studies.

Data needs and assumptions

reference group

For safety evaluation, the EBEST method requires that reference group data be
available. The reference group is a sample of sites which , together with the treatment sites,
represent the population of potential treatable sites. Accident data for the same time period
as the treatment before period is necessary. Data from the reference group for the after
period is desirable but not necessary if:

[ ] Data is available for estimating other confounding effects such as time - i.e.,
comparison group data.

° It can be assumed that there is no time effect or any extraneous variables
which could compromise the estimation of a treatment effect.

In the ranking and identification of high hazard locations, the entire set of sites to be
ranked form this sample of potential treatable sites, Hence, for this application, the
reference group is inherently available.

The EBEST method cannot be used unless reference group data is available. Failure
to provide this data will result in failure of the BEATS program. Also, for both frequentist
and EBEST methods, if the denominator of the crossproduct ratio is zero, it is undefined and
an estimate cannot be obtained. This will happen whenever the treatment group before or

3



after data has zero accidents or the comparison or reference group after data has zero
accidents at all sites.

exchangeability and exposure

For both EBEST and MACEST, the underlying assumption of exchangeability must
be satisfied. Exchangeability means that the measure of effectiveness being estimated
(accident counts, accident rates, etc.) must come from populations whose true means are
independent and identically distributed. That is, the true accident rate for one site must be a
random variable from a distribution which has some mean and the true accident rate for any
other site in the data set must come, randomly, from that same distribution. Stated another
way, there should be no reason, a priori, to know that one site’s true mean rate is higher (or
lower) than any others.

For the MACEST procedure, the data being analyzed consists of safety treatment
estimates or cross-product ratios. The assumption of exchangeability here means that there
should be no reason to believe, a priori, that one study’s estimate of the safety effectiveness
1s higher (or lower) than any other in the group of studies being combined in a synthesis
study analysis.

The variable which most critically affects the assumption of exchangeability is
exposure or a site’s relative accident nsk. If sites vary tremendously in their exposure, as
represented by vehicle miles traveled (VMT), for example, yet VMT is not available, using
the accident counts in an EBEST procedure, violates the assumption of exchangeability.

The reason: it would be obvious to guess, a priori, which sites had the highest accident
counts - the ones with more traffic. If, on the otherhand, VMT is available, accident rates as
accidents per unit VMT can be analyzed and these rates are exchangeable. The reason:

there is no reason, a priori, to suspect which sites would have higher (or lower) true mean
rates.

Exposure is a key variable and its definition depends upon the problem. For sites of
varying section length, section length is an exposure measure. For sites of varying before or
after treatment periods, such as construction project safety studies, the time periods are a
measure of exposure. Basically, both the EBEST and MACEST procedures allow
information from sites with greatest exposure, or potential accident risk, to be given more
weight than information from sites with low exposure,

In applying the MACEST procedure, careful consideration should be given as to what
variables represent study exposures. Obviously, the number of sites in a study is an
exposure measure and it would be desirable to give the safety treatment effectiveness
estimates from studies based on a larger number of sites more weight.

Data are needed on all variables which might cause sites to vary in their exposure or
accident risk potential. Since sites rarely have the same traffic volumes, it is highly

4



recommended that data always be available on traffic volumes and used in this procedure.
Rarely will omission of traffic volume be justified as explained in volume I. However, this
program allows the user the option of not entering an exposure variable. Emphatic warnings
are expressed if this option is selected.

The availability of comparison group data is also optional, if reference data is
available during the after period to adjust for time change. If both are available, the
program will estimate the treatment effect both ways.



mmenm Chapter 3 - Execution of BEATS w————————

The BEATS program is pre-compiled. On an IBM-PC with hard disk drive, C, and
one floppy drive, B, the user would insert the diskette in the B drive and type:

B:
After which, from the B drive the user enters:
BEATS

From this point on, the computer prompts the user. An example of the menu screens
will now be presented for the user who wants to perform a safety treatment evaluation and
has accident and exposure data available for reference, treatment, and comparison groups
before and after treatment. All tutorials will also be presented for completeness.

Tables 1 through 3 list the first three menu screens to appear. The non-indented line
on table 3 denotes the line being highlighted. Movement of the up and down cursor key
allows changing the selection. For the desired selection, either press the enter key when the
desired menu item appears or depress the function key (F1 through F8) for the desired
action. Table 3 signifies that the Introduction is desired and the F1 key is pressed to view
table 4. Tables 4 through 7 contain introductory information with very brief summary
reviews of the methodologies and assumptions. After table 7, the user is returned to the
main menu (table 8) and allowed to make another selection. At this point, the seasoned user
may opt to bypass the tutorials (F2 through F4) and go directly to the methods (FS through
F7). The first time user should proceed through the short tutorials. For this example F2 is
depressed and the next screen viewed (table 9). Tables 9 through 20 contain the safety
treatment tutorials.

Table 21 returns the user to the main menu. The ranking and meta-analysis tutorials
are presented in tables 22 through 30. The treatment evaluation example begins with table
31. Table 32 specifies the data requirements and table 33 asks whether or not exposure data
is available. If the user says no, the analysis continues; however, the user is strongly
cautioned on the risks of not having exposure data. For this example, the user enters 1 for
yes and proceeds to table 34 and is queried as to whether or not the reference group after
data will be entered. Again, for this example the response is 1, yes, and the user is asked,
in table 35, if comparison group data will be available. Another 1, yes response produces
table 36 which describes the data input procedure.

Data must be stored in an ASCII file. Input and output files must use the format:

(Drive):\(File Name)



Table 37 describes the ASCII file which contains the data and the required format.
The format is a free-format, i.e., data elements need not follow an exact format, but all data
elements must be numeric and variables separated by at least one space. The maximum field
size is 5 digits for all variables except exposure which can cover 18 fields with as many as 8
digits to the right of the decimal point. Missing data, such as no exposure for a site if the
exposure option was selected or no accident information for one site, is not accepted by this
program. These sites must be edited from the data file prior to program execution,

Assuming an ASCII file exists and has been copied to the BEATS diskette, the user
enters the name on the file as requested in table 38. For this example, the file is called:

ml9smzS

The program then requests the user to specify the name of the file which will contain
the program results. The BEATS program does not print the data results to the screen but
rather to a file on the diskette. To print the results, the user must print the output file after
the program has executed. The name of the output file given for this example is:

outsmz5s

Table 39, the last screen for the execution of this example, asks for specific details
which the user might request for the output. Since some data sets may be quite large, options
are given for printing only the top 20 sites by accident count or accident rate, or listing only

the global (overall) statistics. Since this data set is small, the option was to list estimates for
all sites (F1).

Description of the input data
The data file must contain the following elements, depending on the selected options:

Identification (site number) - a numeric variable five digits or less.
Treatment period - 1 before, 2 after.

Group type - 1 treatment, 2 reference group, 3 comparison group.
Number of accidents,

Exposure.

The exposure variable is assumed to be one number. That is, if more than one
exposure factor exists, the number entered as "exposure” should be the product of all of the
numbers. For example, suppose the study included sites of varying section lengths. Then,
the product of AADT and section length needs to be computed and the result of this product
is the single value entered here as exposure. The BEATS program will not accept multiple
exposure variables separately. That is, if section length and AADT are both recorded



separately, the computer program will not work. Exposure units may be scaled to whatever
dimensions desired such as AADT/10,000, miles, etc.

A typical record would be:
220 2 1 550 2234.56

This would represent site 220, a treatment site after treatment, with 550 accidents per year
and 2234.56 average annual daily traffic.

After program execution for one data set, other data sets may be analyzed sequentially
by returning to the main menu. Care should be taken to rename the output file so the
previous data analysis is not overwritten. That is, if a new data set is defined in table 38 as

m19smz6,

the output file should have a different label as well, like

outsmz6.



mmm Chapter 4 - BEATS Ouipu! e—————————————

The BEATS output will be contained in an ASCII data file created during the
program’s execution. The file will reside in the same directory as the BEATS program and
will have the name assigned by the user in table 38.

The BEATS output includes:

A narrative summary of the study results.

Descriptive statistics about the study data.

Data listings and rankings as requested by the user.

Statistical details of the parameter estimates and test statistics from which the
narrative is based.

In this chapter, the output for the safety treatment example of chapter 3 will be
described. Since the output for the ranking procedure is similar to that of the safety
treatment procedure, the only other output that will be explained in this chapter is that from
MACEST.

The safety treatment evaluation results for the example in chapter 3 was stored in the
file outsmz5. To print this, the user would type:

PRINT B:outsmz5

assuming the program was executed from the B drive. (Note: PRINT commands will vary
with computers and printer types. If this command is not recognized, the user must find out
what the PRINT command is for that particular PC set-up).

The print out from this command is shown in figure 1 and tables 40 through 42.
Figure 1 is a narrative which explains the results of this analysis. This table should be read
while referring to the descriptive statistics output of table 40. The descriptive statistics
columns are:

group - labels referring to treatment (trt.), comparison (comp.) and
reference (ref.) groups.

time period - before or after treatment.

no. of sites - number of sites in each group and time period.

total freq. - total number of accidents in each group and time period.

max. freq. - the maximum number of accidents at any one site for each group

and time period.



min. freq.

total exp.
max. exp.
min. exp.

rate

the fewest number of accidents at any one site for each group
and time period.

the total (sum) of all exposure over all sites (e.g., total VMT).
the maximum exposure for any one site.
the minimum exposure for any one site.

the total accidents divided by the total exposure for each group
and time period.

Table 41 gives detailed statistical estimates from which the narrative of figure 1 was
derived. Much of what is in this table is only of interest to the statistical researcher and can
be ignored by those who are primarily interested in the interpretation of the study results
(figure 1). The specific items will be identified here but the reader is referred to Volume III,
Theoretical Development of New Accident Analysis Methodologies, for a more detailed

explanation.

max (z)

min (z)

avg (e)

ratio (e)

mu (mom)

r (mom)

the maximum number of accidents among the treated sites before
treatment.

the minimum number of accidents among the treated sites before
treatment.

the average exposure for the treated sites before treatment.
the ratio of the maximum exposure to the minimum. (This will
affect the amount of shrinkage and variability in the assumed

prior distribution.)

the method of moments estimate of the mean of the gamma
distribution.

the method of moments estimates of the exposure (variability
factor) of the gamma distribution.

The last two statistics are used as initial estimates in the numerical iterative procedure
to compute the maximum likelihood (EBEST) estimates. The mu (mom) is equivaleat to
Hauer’s estimate if all exposures are equal (r (mom) = 1). Using the method of moments
estimates as initial guesses has generally resulted in faster convergence. However, these
estimates can be negative for some data sets and if this happens they are not good starting
values. When this happens, the computer program automatically resets them to one and
proceeds with the maximum likelihood procedure.

10



avg (y) and var (y) the mean estimated mean and variance of the accident

rates, y.
bavg. - the average of the shrinkage coefficients, B,.
no. iter. - the number of iterations required to converge to the

maximum likelihood solution.

expected after the expected number of total accidents for the treated

sites accidents after treatment based on EBEST(EB) and
based on the classical (FREQ) procedures.

The following statistics use the comparison group data:

trteEB, - estimation of the cross product ratio using the EBEST
estimate (this value minus one times 100 gives the
percentage of increase or reduction due to treatment in
percent).

trtef], - the estimation of the cross product ratio using the
classical estimate.

tEB, and zf, - the test statistics for testing the significance for testing
the significance of the effect. These are compared to
standard normal z-values at some desired level of
significance for testing the hypothesis that there is no
treatment effect.

The next line of statistics correspond to the same items as above but use the reference
group for adjusting for time trends. If there is a big difference in the conclusions drawn
using the reference group versus the comparison group, the user should carefully consider
which is more appropriate in adjusting for time effects, etc.

Table 42 lists the data for each site in the treatment group. The column heading are
defined as:

id - the number of the site (identification).
count - the total accidents at the site.
exposure - the exposure for that site.

rate - the accident rate, z/e.

11



exp. rate
exp. count

B.

diff. count

diff. rate

LB,UB

the EBEST estimate of the accident rate for that site.

the EBEST estimate of the total accidents.

the shrinkage coefficient (Those sites with values close to one
are being shrunk more toward the group mean. The more

values in this column near one, the more r-t-m bias in the data).

the difference between the observed number of accidents at the
site and the estimated number of accidents.

the difference between the observed and estimated accident rates.

the upper and lower 95-percent confidence interval about the
estimated accident rate at that site.

The last two columns should be compared to the observed site accident rates, y.
When the observed rates fall outside of this interval, it means that the accident rate for these
sites is significantly higher (or lower) than expected. This can be a criteria for identifying
high hazard locations (volume I, 3.2).

12



mmm Chapter 5 - Potential Problems ueeess—————————————

The numerical complexities of obtaining the maximum likelihood estimates for this
problem can result in computational problems and program failure. An iterative numerical
algorithm which requires initial estimates is necessary. Many algorithms exist, and the one
sclected here was compared to others and found to be superior to other alternatives.?
Nonetheless, computational handicaps exist and are a function of the quality and quantity of
data available.

These computational problems are in addition to the problems that could occur when
EBEST assumptions are violated or certain data elements are not available. In these cases,
the BEATS program cannot find a numerical solution. This happens when the data for
whatever reasons, seem to represent an unusual likelihood function where a unique
maximum cannot be found. When this occurs, the algorithm will not converge to a solution.
A limitation of 25 iterations is built into the program to prevent it from executing
continuously. After 25 iterations, if convergence is not obtained, a message to this effect
will be printed.

Unfortunately, there is no simple solution to this problem. There is some
incompatibility between the data and the assumed models, and only with the assistance of a
statistician can it sometimes be resolved. Experience to date indicates that this phenomenon
is rare and not likely to occur. It did occur occasionally during the simulation study. These
instances seemed to occur when the number of sites was small and the variability in
exposures was large or when exposures were large relative to the number of accidents.

The user should be alerted to the possibility of this problem. When it occurs, the data
should be scrutinized for violations of assumptions of the model. If the problem cannot be
corrected, the EBEST method cannot be used. This can occur with any statistical method
when the data is not compatible with the assumed model. Whereas most other statistical
methods will still numerically provide a solution, though incorrect, without warning, the
EBEST method will simply fail and no solution will result. Perhaps this is preferable to
providing a solution but a wrong one.

13



mmmm M ENUL SCreeN S m—————

Table 1. Screen 1.

Bayesian Estimation of Accidents in Transpertatlon Studies

BERS EEEE A TTTTT SSs
B B A A T s

B B E A A T s
BBRB EEE AAAMM T 588
B B E A A T s
B B E A A T s
BBBB EEEE A A T 555

rass any key to contir

Table 2. Screen 2.

Cavelop and impl tion of this methodology was conducted
under the avepices of the Texas Transportation Institute (TTI})

undar a contract with the Federal Hlighway Administration. Dr. Olga
Pendleton was Principal Investigator. Or. carl Morris, Universlty

of Texas Canter for Statlstical Science was consultant to the project.
Pr. Morris developed the Emplrical Bayes (EBEST) methodology and
conducted data mnalysis with assistance from graduate students Mary
Bishop and Cindy Chrlstiansen. The computer program and data analysis
were conducted by Dr. Ofelia Gonzalez and Dr. Horaclo Duarte.

Tess any key to conti

Table 3. Screen 3.

BEATS
Menu

QA A

B w25

F1 Intreductlion

F2 Treatment Evaluatlon Tutorlal
F) Ranking Tutorial

Fd Meta-Analysis Tutorial

FS Treatment Eval. Data Apalysls
F6 Ranking DBata Analysls

b2l Meta=-Analysle

F8  Quit

BTV |

14



Table 4. Screen 4.

This program provides a methed for cbtalning expected acchdent
rates or frequencies for a glven data cet. The statistical wethedology
used (the EBEST wethod) lc a procedure whlch uses prior Informatlon
to adjust for potentlal regressjon-to-the-mean effects. EBEST ATranda
for Emplrlcal Bayeslan Estimation of Safety In Transportation.

Prans
Y ey - naxt acreen) ESC - m&in kmenu

Table 5. Screen 5.

Regresslon-to-the-pean

Regrescsion-ta-the-wean can be a confounding facter in accldent

analysie. Thle is epeclally true when avaluating the effectiveness
of a safety treatment.

Since trostment cltes are not generally selected at candom, but
rather according to high accldent experlence, theee sltes may
represant a blased sample-biased ln the dlrectleon of high accident
rates. Therefore, a reductlon In accldent rates Iln subseguent yeare
could ba antlclpated apart from any treatment effect simply because
the future accldent rate ls movlng (regressing) toward tha true mean
rate ot the population of potential treatment mltss.

In order to lsolate true trentment effects in sccldents from
regression-to-the-pean eflects, a more realistic eckimate for the
expacted accldent rate at the treated sltes 1 needed,

Press

Table 6. Screen 6.

'any Key — next screen! PgUp - previoua acrean: ESC - maln monu==e

Empirical Bayese Estlmatlon of Safety in Transportatlon - EBEST

Empirical Bayes estimates ore based on knowledge mbout the
entire population of potential tremtment eites. This knowledge
ls obtained from data representing thils populatlon. With thls
knowledge, the expacted accident rate for the treated =ites can
be adjusted for any sampling bias due to the treatwent aite
sclection procesa. Thla thep provides a more realistic cstimate

of the expected number of mccldents apart from any treatment
effesct.

Press

—————many kay - naxt screen! PQUp - praevicus screen; ESC - main menu=—e—
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Table 7. Screen 7.

Ehoret tutorials are avallabla te assist you in underatanding
how BEATS works and what are lts data raguiremants,

BEATS can perform thrae tapks:

1. Evaluate the effoctlveness of a cafety
treatmant In a before/after study.

2. Rank sitee according te their safety as might
be desired to identlfy high hazard locations.

3. Combine aatimates of safaty treatments fram
multipla seurces {studies).

FProge any kay to go back to the main me

Table 8. Screen 8.

! a H . o 4
K BEATS L M
Menu : !

. Fi Introductlen _ - 4
. K Fa Treatment Evaluation Tutorial ¥ . .
Ranking Tutorial o " *

F4 Meta-Analysis Tutorial

F5 Treatment Eval. Data Analysis . , o
b Ranking Data Analysis ! ’

F7 Hata-AnRalyais ‘-
F8 Quit

OO I T
-
u

N

Table 9. Screen 9.

Data requirements:

In order to adeguately evaluate a salety treatment usin
BEATS you will need to conslder tha validlty of certain H
assumptions required of the method (EBFST). Alsae, you will
need to satlsfy certain ninlmal data requirements.

Press
ny kay ~ naxt screan:

ESC =~ paln manuw
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Table 10. Screen 10.

Treatmant groupt

The treatment group is defined as s ccllectlon of locations
which have received some safety treatment. Accident counts Eor
aoma dasignated period beforas and after treatment are requlred.

Tha duratlion of theses tinme perlods, befora and after, need
hot be equal but you will need to specify the pericds in some
unlt (months, years, otc.). Additional infermation about these
gites, such as traffic veolume, sectijon length, etc. may be very
vital te adequataly evaluate tre treatwent. This wlll depand on

the assunptlon of exchangeability whlch wlll be derfinaed in futura
proapte.

Presn

e g1y k9y - Naxt sorssn; PQUp - previous ecrean)

ESC - main monu=eced

Tahle I1. Screcn 11.

Referenca groupt

Tha reference group &nd treattent group collectively
represent the antire population of potential treatment aites.

The guality of the reference group has slgnlficant impact
on the quality of the EBEST estimates and subsequently on
conclusions about the treatment effectiveness.

any key ~ next screen; PgUp = pravicus Bcreen; ESC - mALlR me Ny =———

Table 12. Screen 12.

Basicmlly, tha reference group ls providing sddltional
informatlon on the entire population of sltes whlch may have
besen candlda%es for the treatment. If the treatment group is
blasedly sampled, the reference group would form the complement
of the treatment group. In that gense, the reference group may
be blased as well but in the opposslrg direction, i.s. towara
lower accldent rates. Information frem the referenze and
traatment groups can then be used te estlmate the amount of
blas in the treatnent group. Thae treatment group alona cannot
provide this inforsation.

L—any kay =~ next scraen; PgUp - prevloua mcreen) ESC = maln menu e
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Table 13, Screen 13.

Although you will meed data on the treatment sites both
before and after treatment, you will only need dsta on the
reference group for the before periocd for the analysls arout
to be considered. IT reference group data Is avallable for
the sfter period, this datm may, under cartain conditions,
be used in lieu of a comparlsen group.

Prass

by K@y - next Scraanr Pgup - pravious scresn) ESC - maln men

Table 14. Screen 14,

Comparleen Group:

A comparlson group is detined as a group of sltes whlch
19 independent of the treatment. The comparison group need
not be a separate group cf sites but may be the sane gites under
a differant cendition which i3 not affected by the treatment
(veathar, time of day, etc.). The comparison group provides
informatlon about the anticipated scclident change from the befcre
to after perlods. The estinmate of this antlicipated change is then

usad to adjust the axpected accidert counts at tha traeated sltes
In order to raerlect a trend in tine.

Press
e—AnY Xey - next scraani

Table 15, Screen 15.

PQUp - previous screeny ESC - maln monu=——

A comparleon group ls not a reference groap. It provides
informatlon only about tlme trend, not regression-to-the-mean.
Corpatison groups are selected not because tkey represent a gowod
sarple from the same populatlon ©of potentlal treatment sites, but
because the change in accldents f{rom before to after time periods
for the comparieon group Le consldered to be m good estimata of

the antlclpated change in accidents for the treatment group apart
from any treatmant effact.

A typlcal example would be uslng dry weather accidents before
and after a resurfacing treatment ms a comparison group for wet
weather accidents at those came sltes. The change Iln dry weather
accldents would secve as an estimate for tha zhange snticipated
in wet weather accldents apart from any resurfaclry. MAlthough
this might be a good cemparlison conditlen, dry weather accidents
would not Eorm an approprlate reference group for wet weather
accldents since they do not represant the same populationsa.

Press
——aA0Y XBY - naxt screent PgqUp - previous screen;
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Table 16. Screen 16.

The referenca group may be used in plece of a comperlson group
Af oufficlent data 1p available for both before and after perlods.
The EBEST procedure adjusts for regression blas ln the reference
group tha gane way Lt adjusts for biag in the treatment group.

Whether you use reference group dats or comparlscn group data
te¢ optlonal. Mowgver, at least one of these ls rejulred to sdjust
for the time trend. You will need, then, treatmert group data
hafore And Aftar and ejlther reférence group data before and atftar
or conparison group data bafore &nd artar.

any Ray - NAKEt sarasn! PQUp - pravious szreeni

ESC ~ mAiNn Defu=—r—

Table 17. Screen 17.

Exchangeablllity Assumprion:

A critical assumption in using EB methads I& exchange-
abillty. Baslcally, this means that we khave ne reason, in advance
of data cellectlon, to know which sites in our data se: would have

higher accident rates. Thle assumptlion can be best definea using
an example.

Presa

any kay - naxt screen; PgUp - prevlous screan:

ESC - pain monu=————

Table 18. Scrcen 18.

Exanple of exchangesbillity:

Suppose that the only deta available for a group of sites is
their accldent counts. Without any cther reasures of expeosurae,
such as traffic volura, tha accldent count Tust EBerve as a
surrogate fer accldent rata 85 it is the only avalilable measure of
safety. Suppose, FRow, that some very busy urban intersections sre
combined with low volume residentlal intersectiens in tha treatment
group. Before any accldent data f{s even observed one could guess
which intersection would have more accidents. 1n this exarple, the
exchangeablility assumptlion akout the true site means is violated,
To eatlsfy it, traffle volure datm Is needed. In this way, the

amount of informatlon contributed by asach site cen bu walghted by
tratrzlic volume.

Press
PgUp - previous screen; ESC - paln Denuss

——any kay - naxt gcrean;
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Table 19. Screen 19.

Although trafflc volume is the most cbvicus varlablae which
| affects exchangeablllity, other variables can bYe a factor. For

exampla, section length may vary awong sites in soma Treatment
studiea., Another factor might be time perjods. For construction
zone treatmants, duration of the construccion peried may vary.
Collectively, thaesa factors can pe termed as exposura factors.
If sites vary in thair exposures, data on the amcunt of exposurs
is aszantial to the analysls.

Press
A--'-—any key - next acreen; PgQUp ~ previous screen: ESC - maln menu

Table 20. Screen 20.

Asking BEATS to svaluate a smefety treatment for aites
with diffarant traffic volumes but not providing the Volumas
ls 1like trying to evaluats a diat whers the dletars ate

substantially different quantities bur not specifying how
nuch sach parscn ata.

Press any kay to go back to the main mer

Table 21. Screen 21.

BEATS
Henu

F1 Introduction

Fa Treatment Evaluatlon Tutorial
FJ Ranking Tutorial

Heta-Analysis Tutorial
Treatment Eval. Date Analyals
Ranking Data Analyslis
Meta-Analysis
Quit

]
1o o e

.

v e

e gl AR b

Qetst s aedeey B s A mdeas ot omns o
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Table 22. Screen 22,

Data requlrements:

In order to adeguately rank the sites according to thelr
cafety petential wusing the EBEST method you will reed to conslder
the valldlity of certaln assumpticns cequired of the rmethod and you
will need to satisfy certaln minimal data reguirenenta.

Prose
ny Kéy - nRaxt mcremn; ESC - pnaln menu

Table 23. Screen 23,

Exchangeabllity Assumptlon:

A critlcal assuaptlion in uslng EB rethods Is exchange-
ability. Baslcally, this Teans that we have no reason, in sdvance
af date collection, te krow which nites In our data ret =oculd havae

higher accldent rates. Thile assurption can ba best deflned using
an exampla.

Press
any kay - next screen)

Fgdp - prevlous secroen;

Table 24. Screen 24,

ESC - waln menuy-———

Exmzple of exchangeabllity:

Suppose that the only datas avallable for a group of oltes is
their accident counts. withcut mny other measures of expomura,
such ae trafflc volume, the acclident count ruct
surrogsate for accldent rato as Lt 1e the only avallable neasure of
safaty. Suppose, now, tnat some wvery busy urban intecsections mce
combinod with low wolume residential (ntersecticns ln the treatment
group. Befara any accldent data is even observed ore could guess
wvhich tntersectlon would have rmore mcecldents. In thls exarple, the
exchangeabllity agsurptlon about the true site means is violated,
To satisfy iv, trafflc vclure dztz la needed. In thin way, the
anourt of information cantriruted by each eite can bm waighted by
trafflc volucae.

errve ao a

Press

a————emany key = next gcreen; PgUp = previcuc ecreen:
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Table 25. Screen 25.

L_—'—any kay - next séresn; PgUp - previous secrsen;

Although trafflec volume ls the most obvious variable whlich
affacts exchangeabllliy, other variables can he a factar. Far
example, secticon length may vary amorg sites in some treatment
studiesa. Anather factor might be “ime pericds. For construction
Ione treatments, duration of the construction peried may VAry.
Collectively, these factors can ba termed as exposura factors.
If sitss vary in their exposures, data on the amount of exposura
is essentlal to tha analysis.

Press

ESC - Daln meny=e———

Table 26. Screen 26.

-

Asking BEATS te rank a group of mites with dlfferent
traffic volumes but net providing the volumes 1s like trying
to rank dietare who ate different guantities according to
their weight loss without specifying how much each person ate.

ress any kay to go back to the maln menuece——

Table 27. Screen 27.

)
BEATS H
Henu )
B
F1 Introduction . [
Fi Treatpment Evaluatien Tuterlal
M F3 Ranking Tutorial
F4 Meta-Analirsis Tuterial H
1 F5 Treatment Eval. Cata Analysis PR -
F& Ranking Data Analysis : .
F? Meta-Analysia
F8 Quit

. T Ay o T ¢ T s pmembane

; S o - o . 4

i e ey R PPN PR Y |
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Table 28. Screen 28.

Meta-analyele tefers to the sclence of obraining gquantitative
information Erom a callection of scientlfle srudies. 1In relatlion
to countermessure evaluatlon using acecident datz, a specitic
applicatlon of neta-analysls would be the combining of treatment
effect estimates From mora than cne Etudy for a particuler mafety
treatment .

Preaas
ny key — paxt scrmans BSC - maln menu

Table 29. Screen 29.

Combining informatlon on many studies is typlcally the
objectlve of synthesls reports cn speclfic safety treatrents.
Kowever, these studies coften fall te provide a quantitatlve
edtlznate of the overall effect when cozblning studles.

It le lrportant to note that meta-analycls le appliceble
when only & partlon of the study data are avallable,
means, varlapces snd other descriptive statietlca. Glven the
handicap of not having the raw dats for each study, meta-
analysis provides tha best statlstical estirate possible uslng
the reduced data. If the raw dats is avallable, it (s always
better to usq all of the data than just a portlion of it.

such ae

Fresa
bermmemum sy K@Y = next scresn; PgUp - previous screen:

ESC - main manu——c——

Tahle 30. Screen 30.

In practicae, declclons often need tc ke tased on data which
is provlded ir soxe condensed foro. Trese declsions mre typlically
made subjectively btecauss quantitative estimates are not avalilabla.
Hata-analysle cam provlide sdch estimates.

L_—ere:m any kay to go back to the maln mer
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Table 31. Screen 31.

BEATS
Henu i

Fl Intreductlan

Treatment Evaluation Tutorial
3 Ranking Tutorlal
F4 Meta-Analysis Tutorial

FS Treatment Eval. Data Analysls T,
F5 Ranking Data Analysis
F? Heta-Analysis .
FB Quit

R VR P
il
N

i e o g

s mm et e itamed o kv

Table 32. Screen 32.

Data Requirsmenta:

Data are needed on all variables which might causs aites to
vary in their axposure or accident risk potential.

S5inca mites rarely hava the sane traffie volumes, it is highly
recoamended that data always be available on traffic volumes and

used in this procsdure. Rarely will sxisslon of trafflc volume bae
H Justiried.

The axchangeability assumptlon for tha expected true accidant
rate ls extremaly irportankt and significant violation of this
asguoptlon will preduce erronaus resulta and concluaslons.

Fress d
Y keay = next screen; ES5C - maln men

Table 33. Screen 33.

De you have exposure data for the sites in your
analygls wnich will resuit in satisfying the
exchangeabiliry assurptian?

Pleasa anter:

1l - Yea, I have exposura

2 - Ho, I de net have exposura

i
|
] Press

any keyY - next screan:; PqUp - previgus screen:;

ESC - Dain Danu=e)
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Table 34. Screen 34,

Do you have refercnce group data for the after
perilod to estimate the tlze trend?

Pleasa make a selectlon:

1 - Yag
2 - Ko

1
Prces

be————wuany ke@y - naxt ecreen; PgUp - previcus ecreenr ESC - maln meny=————

Table 35, Screen 35.

Co you have comparlson group data for the after
perlod to estlnate the time trend?

Please qnter:

Press

any key - next Bscreenj PgUp - pravlous screen; E5C - maln menu=me———t

Table 36. Screen 36.

Your file must be Iln ASCII farmat ard ccnhntaln the following data
items (allow at leasst oha space between entrles):

Idantificacion (site number, year, county, etc).

1 Lf before treatment parled, 2 17 atter treatment perlod.

1 If treatment group, 2 lf refererca group, 3} if comparlson group.

- number of accidents (z).

- axposure (traffic volume, sectlon length, nurber of months, or
the product of more than cre exposure varlable). Exposure
units may be gcaied to whataver dlmenslons desired such ag
AADT/10,000, miles, eotc.

Fress
PgUp = pravlious screen; ESC = main rany=————————

—————any K@y = next screeni
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Table 37. Screen 37.

A typlcal record would be:
1 1 L 550 1234.56

repredanting sita 1, a treatment sita before treatment, with 550
accidents par year and 21234.56 aversge annual dalily trafric.

Press
¥ key = next screen) Pglp = previgus screen: ESC - main ponu——d

Table 38. Screen 38.

Please enter the name of your input file

cribchl

Pieass entar the nama af yaur output file

outcrih

Preas any kay ta contl

Table 39. Screen 39.

o

Treatmant Evaluatlon Output bata
Menu

Fl List estimates for all sites by id

F2 List estirpates for top 20 sites by rate
F1 List estimates for top 20 sites by count
F4 Llst globa) statistics only

FS Quit .

=

26



EBEST Mathod using both Comparison Group and Reference Group es

Comparison Group wlth Exposure Data

SUMHARY OF EAFETY TREATHEHNT EVALUATIOIl RESULTS
In this study thera were

20 treatment mltes, 20 comparlson oltes,
and B0 reference sltes.

The total number of nccidents st theor aiten
durlnz thias parliod are llsted In tha Descriptive Statistlice Tabla,
[

This bla also 1isats tha maximum and minimum slte accldent [reguencles,
the total exposures, the maximum and minimum exposures, and the mccldent
rate, 1.s. nooldaents psr unit axposurs.

Three mathods were uged to estimate the treptment effect: the
EBEST mothod uslng tha compariseon group (1f available), the frequentist

or croes product ratlo, and the EBEST metbod using the reference group
in plaps of the comparleon group, 1f avallable.

Ueing the freguentist method and the comparlson group, the expected
number of accldents at the treatment sites alter is assumed to egqual the
number before, namely, 111. There was a3 -§7.28% change In accldents

uuini this mathod whlch la statfstically slqnificant at tha 5% level of
significance IE -4.09 s greater than 1.96 in absolute value.

Using the EBEST method end the compatlson group, the expected
number of accldents at the treatment sltes arter adjusted for regreesion
~to-the-mean 1s 64.9. There was a -44.06% change ln acclidents uslng
thle method which ls statlstlically slgnificant at the 5% level of
Blgnificance it -3.39 ig¢ grester than 1.96 in absolute value.

Ualng the frequentist method and the reference group, the expected
humbexr of accldents at the treatment mites after is assumed to equal the
number before, namely,

111. There was 3 -74.631 change in accldents
uslni thle method which is mtatlstically slgniflicant at the 5% laevel of
algnlticance if -6.29 is greater than 1.96 in abealute value.

velng the EBEST method and the reference group, the expected
number of accldents at the treatment sites after adjusted for regresaslon
~to-the-pean 1s 64,9, There was s -56.631 change In accidents using
this method which le etatietically slgnlflcant at the 5t level of
significance if -4.86 ls greater than 1.96 in absolfute value.

Tha method you select to usa depends vpon several things and 1t vou
sre not awnra of these igesueh you should reviaw the tutorlala in thla
program. Basically, to evaluate the amount of regresslon-to-the-mean
which may be present In thls date set, compare the average shrinkage in
your data eet, pamely, 0.95, to 1.0. If thls number ls close to 1.0,
you have substantlial regreasion-to-the-mean and should une onn of the
EBEST methods. If the average mhrinkage Is close to zero, you dao not

have nuch of a regression-to-the-mean problem and the three methods
should yleld comparable results.

Peciding between the EBEST method wlth the comparison group versus
the relerence group depends upon whlch data sct you feel best reflects
tha expected change in accldents over time Independent of mny treatment.

The other statistics aon thls output pertaln to the EBEST estimaten
for the prior distribution parameters, mubat and rhat, the method of
porents astimates for these guantikties (MOM) which were used aa startlng
values for tha maximum llkellhood solutlon, max and min observed
frequencles in the treatment plus reference groups (z}. average
exposuraas for thle group, {(Avg{e}}, &nd the ratlo of the maximum to
minimum exposures for thls group (ratlo(e)). The number of iterations
reguired in tha maximum ilkellhood procedure Is also glven. The
estimates of treakment effect using the EBEST procedure with comparlson
group (trteEB), the frequent{st method {trtet), the EBEST procedure using

the referenca group (trteEBr) mnd thelr respcctlve test statistlca, tEB
snd tf are also llatad.

A liating of hefore trentment mlte data lo then glven ordered by nlte
1D0. Tha data includea tha chserved accldent fregucncleao, 7z, the exposura
o, the vboerved rate, y=z/e, the estimated true olte mean unlng EPEST,
1hat, the astimated accldent freguency uelng EDEST, zhat, the ehrinknge
coetticlent, Bl, the difference between ohserved and expected sccldents,
rdlf, the dlfference betwveen cboerved snd expected rates, yhat, and the
vpper and lowar 95% confidence bounds about the estimated true site rate,
LB and UB. IE the obwerved rate, y, falls outside of thls interval, It
can be consldered am mignificantly different from the rate one would have
expected at that site. Thls Information can be vserul in Jdentifying high
hazard locatlons, i.a. sites which are experlencing unusually high numbers
of accldents.

Figure 1. Safety treatment evaluation narrative computer output.
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Table 40. Safety treatment evaluation descriptive statistics computer output.

EBEST Method using both Comparison Group and Reference Group as

Comparison Group with Exposure Data

Descriptive Statistics

Time

No. of

Total

Max. Min. Total Max. Min. Rate
Group period sites Freq. Freq. Freq. Exp. Exp. Exp. (freg/exp)
trt. befcre 20 111 7 4 280.5 24.6 10.2 0.23958
trt. after 20 15 4 0 2B80.5 24.6 10.2 0©.1248
comp. before 20 55 8 0 281.0 26.7 10.1 0.1957
comp. after 20 53 7 0 281.0 26.7 10.1 0.1886
ref,. before 80D 181 4 0 1034.7 25.7 10¢.0 0.1749
ref. after 80 225 11 0 1034.7 25.7 10.0 0.2175
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Table 41. Safety treatment evaluation detailed statistical results.

EBEST Method using both Comparison Group and Reference Group as

Comparison Group with Exposure Data

Empirical Bayes Statistics

Max(z) Min(z) Avg(e) ratiof{e)

7 0 13.15 2.57

mu(mom) r(mom) Avg(y) Var(y}

D.2268 101.347 0.22683 D.02026

MuHat RHat Bavg No. Iter

0.2224 228.98B0 0.946 7

Expected After Accidents
EB FREQ
64.93 35

Treatment effect and test statistic using comparison group

trteEBc trtefc tEBc zfc

-44.06 -67.28 -3.38 -4.09
Treatment effect and test statistic using Reference Group
as a Comparison group

trteEBr trtefr tEBr zfr

-56.63 -74.63 -4.86 -6.29
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Table 42. Safety treatment evaluation data listing.

EBEST Method using both Comparison Group and Reference Group as

Comparison Group with Exposure Data

EB statistics for all sites ordered by ID

e
o7

expo- exp. exp. diff. diff.
count sure rate rate count Bi count rate LB uB

DWE o0 s W

13.0 0©.3072 0.2269
10.2 0.3910 0.2296
10.7 0.4686 0.2333
18.0 0.2778 0.2264
10.5 0.4757 0.2335
24.6 0.2029 0.2205
10.8 0.4617 0.2332
14.6 0.3429 0.2296
14.8 0.3376 0.2294
12.6 0.3981 0.2315
11.0 0.4525 0.2330
19.4 0.2575 0.2251
11.7 0.5128 0.2365
12.7 0.4710 0.2355
12.2 0.4902 0.2360
13.2 0.5283 0.2391
10.2 0.6890 0.2422
13.7 0.5121 0.2387
14.2 0.4923 0.2382
22.2 0.3137 0.2306

0.95 1.08 0.08 0.1790 0.2796
0.96 1.65 0.16 0©0.1811 0©.2828B
0.96 2.51 0.24 0.1845 0.2869
0.93 0.92 0.05 0.1790 0.2784
0.96 2.565 0.24 0©.1846 0.2871
0.90 =-0.43 -0.02 0.1743 0.2711
0.95 2.47 0.23 0.1844 0.2867
0.94 1.65 0,112 0.1815 0.2823
0.94 1.60 0.11 0.1814 0.2821
2.09 0.17 0.1830 0.2847
0.95 2.43 0.22 0.1842 0.2865
0.92 0.63 0.03 0.1780 0.2768
0.95 3.23 0.28 0.1874 0.2903
0.95 3.00 0.24 0.1866 0.2891
0.95 3.11 0.25 0.1870 0.2897
0.95 3.83 0.29 0.1899 0.2930
0.96 4.54 0.45 0.1923 0.2968
0.94 3.74 0.27 0.1896 0.2925
0.94 3.61 0.25 0.1891 0.291°
0.91 1.89 0.03 0.1831 0.2826

N

« v .
HawuNwooe,AO WO A~AARPOWO
o
fte]
(9]

NNy b b
JWWNWNWROSENNWWRNUTUNRENNDW

30



R T 0 e e ——————— R — R —

1. Gonzalez, O., H. Duarte and O. J. Pendleton. (1990). "On the computational
efficiency of MLE for the negative binomial distribution." Technical report in Press.
Texas Transportation Institute. College Station, Texas.

31

--------

o dus. Gaverament Pouartiryg olrce 192 - 182-0503033319






