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Dialogue Explanations for Rule-based AI Systems
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Dennis[0000−0003−1426−1896], and Clare Dixon[0000−0002−4610−9533]

Department of Computer Science, The University of Manchester
{yifan.xu, joe.collenette, louise.dennis, clare.dixon}@manchester.ac.uk

Abstract. The need for AI systems to explain themselves is increas-
ingly recognised as a priority, particularly in domains where incorrect
decisions can result in harm and, in the worst cases, death. Explainable
Artificial Intelligence (XAI) tries to produce human-understandable ex-
planations for AI decisions. However, most XAI systems prioritize factors
such as technical complexities and research-oriented goals over end-user
needs, risking information overload. This research attempts to bridge
a gap in current understanding and provide insights for assisting users
in comprehending the rule-based system’s reasoning through dialogue.
The hypothesis is that employing dialogue as a mechanism can be effec-
tive in constructing explanations. A dialogue framework for rule-based
AI systems is presented, allowing the system to explain its decisions by
engaging in “Why?” and “Why not?” questions and answers. We estab-
lish formal properties of this framework and present a small user study
with encouraging results that compares dialogue-based explanations with
proof trees produced by the AI System.

1 Introduction

Reasoning, the process of synthesising facts and beliefs to make new decisions, is
a fundamental component of humans’ explanatory mechanisms [11]. Giving the
current generation of AI systems human-like capabilities for explaining them-
selves is challenging because their data-driven nature makes it hard to identify
reasoning-like processes. In contrast, in the early days of AI, explainability was
regarded as an easy task since most systems were logic-based [26]. Such Rule-
based systems (RBS) may be learned, and, in particular, there have been recent
results in the extraction of decision trees (and rules) from neural networks for
the purposes of improved explainability [21,31]. Even in this work, however, the
assumption is that once converted to the RBS, the resulting system is inherently
explainable. Because when the rule-chaining process of such a system becomes
very complex, their explanations are difficult to follow [14].

As a starting point, we focus on explaining hand-crafted RBS, with the aim
of extending our learned rules to RBS extracted from machine learning models in
the future. The utility of an explanation depends upon the user’s context – why
they are seeking an explanation. Are they surprised by a recommendation and
want to know more? Do they want to challenge a recommendation? In particular,
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we have focused on situations where the user’s information is different from
that possessed by the system and we’ve used the user’s ability to discover this
mismatch following the explanatory process as one of our metrics for assessing
the utility of the explanation.

We propose a formal framework for dialogues involving two participants (pre-
sumed to be a RBS and a user) that specifies allowable utterances (in the form of
questions or “one step” explanations) and how each participant’s mental model
of the other is updated given these utterances. We have implemented this frame-
work together with a simple RBS based on rules around Covid-19 restrictions.
To assess our explanation, consider Miller’s [16]findings that a good explanation
must be short, be selected, and be social, we compared the dialogue system with
providing the RBS’ deduction tree with encouraging results.

2 Related Work

Early rule-based expert system explanations [22] focused in particular on the
explanation framework [5,29,25,19], and the human-computer interface (HCI)
through which the explanation was supplied [13,24]. The most sophisticated ap-
proaches involved an “intelligent” conversation with the system user that was
done in simple terms and using interactive methods [9]. Naturalness was recog-
nised as a condition for a good explanation [12,17] so the social aspect of expla-
nation was known. The user’s inquiry is restricted to asking why this information
is being requested by the system [5]. However, little progress was made in terms
of enabling users to really guide an explanation to a desired outcome, also it be-
comes challenging to construct a coherent explanation when there are numerous
chained rules involved [14].

To solve the issue mentioned above, several dialogue models for explanation
have been proposed [27,23]. Walton’s shift model for dialogue proposes an ex-
planation and examination dialogue with three stages and two rules governed by
the explainee to determine the success of an explanation [28,3]. These models,
however, don’t appear to have iterative aspects like cyclic dialogues and lack a
data-based foundation or validation. Madumal introduced an interaction proto-
col for interactive explanations by analyzing transcripts from real explanation
dialogue datasets [15].

Argumentation, as an important reasoning strategy, has also been incorpo-
rated into dialogue models to enhance the explainability of AI systems [26,20,7,2,18].
Walton and Bex [3] utilize argumentation models and dialogue and enable the
explainee to question and dispute the provided explanations which are modeled
as arguments. This enables the explainee to query and interrogate the provided
explanations in order to achieve better comprehension. Although the proposed
framework offers a high-level structure for explanation-based conversations, it
does not place a strong emphasis on explaining rule-based deductions or using
arguments to fully comprehend the beliefs of the other person. Furthermore,
there are very few actual human experiments that have been done to evaluate
the efficacy of such arguments.
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A dialogue framework has been developed to explain the behavior of a sys-
tem programmed using the BDI (Beliefs-Desires-Intentions) paradigm which has
many similarities to RBS [8]. It defines a turn-based system and allows users to
ask questions about the reasons behind selecting plans of action within the sys-
tem, but does not provide a way to explain deductive reasoning (which is our
focus). Building upon the foundational works of Dennis and Oren [8], we aim to
ensure that the user gains a genuine comprehension of the explanation without
overwhelming them with excessive information.

Miller highlights the importance of concise, carefully chosen, and socially
relevant explanations [16]. He emphasizes that explanations serve as answers to
“why” questions. Similarly, Winikoff also emphasizes the significance of address-
ing “why” questions when providing explanations [30]. Our dialogue explanations
also prioritize addressing both “why” and “why not” questions to generate col-
laborative explanations.

3 Framework

Our starting point is two “players” (assumed to be some RBS and a user). Each
possesses a set of facts (F ) and a set of rules (R) and uses these to deduce
whether some conclusion (C) is true or false. Deductions are represented as
trees. When the players disagree they engage in a dialogue. Each player can ask
why a particular node in a tree is believed in which case they are informed that
it was either an initial fact, or it was deduced from its parent nodes using a rule.
A player can also ask why not questions. In this case, the other player turns this
around and asks the other player why they believe that something does hold.
Note we assume that both players reason correctly.

3.1 Proof Trees

We assume:

– A language of terms, L, defined in the standard way (See [10], p. 99).
– A set of labels L which include two special labels: initial and unprovable.
– A set of initial facts, F (positive literals in L).
– A set of rules, R. A rule is a clause consisting of a non-empty set of literals

in L (the antecedants, A), a consequent, a positive literal C ∈ L, and a label
l ∈ L\{initial, unprovable}, written as l : A → C. We assume that labels in
R are unique and that rules that are identical up to the renaming of variables
have the same label1.

We use the notation pos(A) for the set of terms that appear positively in some
set of literals, A, and neg(A) for the set of terms that appear negatively in some
set of literals A (i.e. if t ∈ neg(A) then ¬t ∈ A)
1 We don’t need to label rules for our system to work, but labels are a useful conve-

nience when referring to rules.
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Definition 1. Proof Tree
A proof tree is a directed rooted tree written ⟨N,E⟩, where N is a set of nodes
of the form (t, l) where t ∈ L is a ground positive literal and l ∈ L is a label.
E ⊆ N ×N is the set of edges. An edge between two nodes n1 and n2 is written
as n1 7→ n2.

We use standard terminology so the root of a proof tree is the single node, n
such that there is no edge n′ 7→ n. The parent nodes of a node n are the set
of nodes n′ such that there exists an edge n 7→ n′. The parent trees of a node
n are the set of sub-trees with a parent of n as their root.

If (t, l) is the root node of a tree, then we refer to t as the root term of the
tree.

mf (jack): R1

vax(jack): initial symp(jack): unprovable

Fig. 1: A Proof Tree showing why Jack can meet his friends using R1 :
{vax(X),¬symp(X)} → mf (X). R1: You can meet friends if you have been
vaccinated and display no symptoms, and the initial fact set {vax(jack)} means
Jack is vaccinated.

Definition 2. Provable, Unprovable and Undecided in T

If ⟨N,E⟩ = T is a proof tree and t is a ground positive literal in L. We say: t is
provable in T iff there exists a node (t, l) ∈ N such that l ̸= unprovable; t is
unprovable in T iff (t, unprovable) ∈ N ; t is undecided in T iff there is no
node (t, l) ∈ N .

Therefore, in Figure 1, if our proof tree is T , then vax(jack) and mf (jack)
are both provable in T , symp(jack) is unprovable in T and any other term (e.g.,
fever(jack)) is undecided in T .

Definition 3. Proof Tree for F and R

A Proof Tree, T , for a set of facts, F , and rules, R is defined recursively as
follows:

– ⟨{(t, initial)}, ∅⟩ is a proof tree for F and R iff t ∈ F
– ⟨{(t, unprovable)}, ∅⟩, is a proof tree for F and R iff no proof tree, T ′, for F

and R exists such that t is provable in T ′

– If E ̸= ∅ then a proof tree T = ⟨N,E⟩ with root node (t, l) is a proof tree
for F and R iff:
• The parent trees of (t, l) are all proof trees for F and R
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• There exists a rule, l : A → C ∈ R and a substitution, θ for the free
variables in A and C such that Cθ = t and t ̸∈ F , and

∗ if (t′, l′) is a parent of (t, l) in T then either
· ∃ti ∈ pos(A). tiθ = t′ and l′ ̸= unprovable or,
· ∃ti ∈ neg(A). tiθ = t′ and l′ = unprovable; and

∗ ∀t′ ∈ Aθ there exists a unique label, l′ such that (t′, l′) is a parent
node of (t, l) in T .

A proof tree with some statement t at its root (either as a provable or un-
provable statement) can be constructed from F and R by standard backward
reasoning with negation as a failure as used in logic programming languages
such as Prolog [6]. From this point, we will stop referring to substitutions, θ, etc.
for reasons of readability and present our theory only for the case where rules
contain no free variables. Our proofs can be adapted straightforwardly to the
more general case.

Note that our proof trees are essentially SLDNF-trees (Selective Linear Defi-
nite Clause with Negation as Failure) from logic programming [1] extended with
rule labels. We assume that our facts and rules are such that SLDNF-resolution
is complete – for instance that they represent an acyclic program [4].

4 Dialogues

We formalise the idea of a disagreement between two RBSs as a difference in
their initial facts or rules. The purpose of a dialogue will be to identify at least
one such difference from a starting point where one RBS has deduced some fact
to be the case and the other has deduced that it is not the case.

Definition 4. Deduction
We formalise a deduction as a tuple D(F,R, T ) where F is a set of initial facts,
R a set of rules and T is a set of proof trees for F and R. We will refer to T as
the deduction trees.

Our problem is: given two deductions D(F1, R1, T1) ̸= D(F2, R2, T2) which
disagree about some deduced fact can we identify the disagreement in terms of
their initial facts or rules? More formally if there exists a T1 ∈ T1 (resp. T2 ∈ T2)
which has some provable root term t that is unprovable in at least one T2 ∈ T2
(resp. T1 ∈ T1), can we identify at least one fact, t′ such that t′ ∈ F1 and t′ ̸∈ F2

(or vice versa) or at least one rule r such that r ∈ R1 and r ̸∈ R2 (or vice versa).
We can trivially identify the differences if we have full access to F1, F2, R1,

R2, etc., so we assume that this is not the case but take the viewpoint of one of
the parties making the deduction – so either we have access to F1 and R1 but
not F2 and R2 or vice versa. We do assume that rules with the same label in R1

and R2 are identical up to the renaming of variables – i.e., if l : A1 → C1 ∈ R1

and l : A2 → C2 ∈ R2 then A1 = A2 and C1 = C2. This means we can use rule
labels without loss of generality as proxies for the rules themselves rather than
having to match antecedents and consequents.
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Definition 5. Provable/Unprovable for Deductions
Given a deduction D = D(F,R, T ) we say a term t is provable in D if t is
provable in some T ∈ T and that t is unprovable in D if t is unprovable in some
T ∈ T .

To simplify our proofs we introduce a completeness property for deductions.
This specifies that if some term is unprovable in the deduction then the deduction
contains the evidence for why it is unprovable – in particular it contains proof
trees for all the antecedents of any rule with the term as its consequent. These
can then be inspected to understand why that rule did not apply.

Definition 6. Complete Deduction We say that a deduction D = D(F,R, T )
is complete if, for any t that is unprovable in D, if there is a rule l : A → t ∈ R
then all terms t′ ∈ pos(A) ∪ neg(A) are either provable or unprovable in D.

In practice, we can generate necessary additional proof trees on the fly during a
dialogue and add them to deductions in order to make them complete. But this
process complicates the presentation here so we assume our dialogue starts out
with all the proof information it needs to justify an agent’s conclusions.

A dialogue is a sequence of moves taken by two players. P1 knows all the
information in D1 = D(F1, R1, T1) while P2 knows all the information in D2 =
D(F2, R2, T2).

We will extend our simple example from Figure 1 into a scenario involving
two players, P1 and P2, that will be used to illustrate our dialogue definition.
There’s already one rule (R1), and we introduce another rule:

R2 : {¬tns(X)} → symp(X)

(if X has lost their sense of taste and smell (tns) then they have symptoms).

Scenario:

– F1 = {vax(jack), tns(jack)} while F2 = {vax(jack)}. So the difference be-
tween our two players is that one is aware that Jack retains his sense of taste
and smell while the other is not.

– Both players have rules R1 and R2 in their rule set.
• R1 : {vax(X),¬symp(X)} → mf (X)
• R2 : {¬tns(X)} → symp(X)

– P1 has deduced that Jack can meet his friends and P2 has deduced he can
not. We start the dialogue with complete deductions.
• D1 = D(F1, R1, T1) where T1 contains the proof tree shown in Figure 1

and a proof tree consisting of a single node (tns(jack), initial) (This is
because, for the deduction to be complete, we need the antecedents of
R2 to be either provable or unprovable in D1).

• D2 = D(F2, R2, T2) and T2 contains a proof tree consisting of the sin-
gle node (mf (jack), unprovable). For deduction to be complete the an-
tecedents for R1 must be provable or unprovable in D2. Therefore T2
also contains the proof tree shown in Fig. 2 and a proof tree consisting
of the single node (vax(jack), initial).
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symp(jack):R2

tns(jack):unprovable

Fig. 2: P2’s proof tree for why Jack has symptoms.

Note that mf (jack) is provable in D1 and unprovable in D2; symp(jack) is
provable in D2 and unprovable in D1; tns(jack) is unprovable in D2 and provable
in D1; and vax(jack) is provable in both D1 and D2.

The two players gradually build up a mental model of how the other player
has reasoned. This model consists of four sets OBij , OFij , ODij and ORij :

– OBij consists of terms t that Pi has established that Pj believes. We refer
to OBij as the opponent belief set.

– OFij consists of terms t that Pi has established that Pj had as an initial
fact. Note that OFij ⊆ OBij . We refer to OFij as the opponent fact set.

– ODij consists of terms t that Pi has established that Pj does not believe.
We refer to ODij as the opponent disbelief set.

– ORij consists of labels l that Pi has established label one of Pj ’s rules. We
refer to ORij as the opponent rule set.

There are seven possible statements that can be made in the course of a
dialogue:

1. df (t , i , j ) (the two players have different initial facts) – t ∈ Fi and t ̸∈ Fj .
2. dr(l : A → C , i , j ) (the two players have different rules) – l : A → C ∈ Ri

and l : A → C ̸∈ Rj .
3. initial(t) – t is an initial fact for the player.
4. l : A → t – the player deduced t from the terms in A using the rule labelled

l
5. why(t) - why do you believe t?
6. whynot(t) – why don’t you believe t?
7. pass – the dialogue participant has no question to ask and skips its turn.

The first two statements terminate the dialogue.

Definition 7. Player State The state of Pi at statement k in a dialogue
with Pj is Si

k = ⟨Di, OBij , OFij , ODij , ORij⟩ where Di is a deduction, and
OBij , OFij , ODij , ORij are Pi’s opponent belief set, fact, set, disbelief set and
rule set respectively.

The initial state of the two players is one where the only thing they know
is that they disagree on some term t. So their opponent’s belief sets etc., are
empty.
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Definition 8. Initial Player State The initial state of Pi is either
⟨D(Fi, Ri, Ti), {t}, ∅, ∅, ∅⟩ where t is unprovable in Ti or ⟨D(Fi, Ri, Ti), ∅, ∅, {t}, ∅⟩
where t is the root term of some Ti ∈ Ti.

Definition 9. Dialogue State Sk is the state of the dialogue after the utter-
ance of the kth statement. It consists of the two-player states, the last dialogue
statement, stmt, and whose turn it is, Pi. Sk = ⟨S1

k, S
2
k, stmt, Pi⟩

A dialogue is a sequence of dialogue states S0, . . . , Sn. The starting point for
the dialogue is the disagreement over the term t in Definition 8. Without loss
of generality, we assume this is provable in T1 and unprovable in T2. Therefore,
S0 = ⟨S1

0 , S
2
0 , stmt0, Pi⟩ where S1

0 = ⟨D1, ∅, ∅, {t}, ∅⟩, S2
0 = ⟨D2, {t}, ∅, ∅, ∅⟩, and

either Pi = P1 and stmt0 = why(t) (P2 started the dialogue by asking P1 why
they believe t and it is now P1’s turn) or Pi = P2 and stmt0 = whynot(t) (P1

started the dialogue by asking P2 why they don’t believe t).
Suppose Sk = ⟨S1

k, S
2
k, stmtk, Pi⟩ is the state of a dialogue at utterance k

and Sk+1 = ⟨S1
k+1, S

2
k+1, stmtk+1, Pj⟩ is the next state. We define what it means

for Sk+1 to be a legal next state. Si
k+1 defines how each player has updated

their mental model of the other in response to stmtk and stmtk+1 is the next
utterance.

First, we consider how the two players update their state. Pj (j ̸= i) does
not alter their state – they uttered the last statement and have not learned any
new information. So Sj

k+1 = Sj
k.

Pi, on the other hand has gained information from Pj ’s utterance
and so their state changes. Before the utterance their state was Si

k =
⟨Di, OBij , OFij , ODij , ORij⟩. We provide four rules below that govern the state
and can be updated.

Upd.1 If stmtk = initial(t) then Si
k+1 = ⟨Di, OBij∪{t}, OFij∪{t}, ODij , ORij⟩

(Pi adds t to the things Pj believes and Pj ’s initial facts).
Upd.2 If stmtk = l, l : A → C ∈ Ri then Si

k+1 = ⟨D(Fi, Ri, T ), OBij ∪
pos(A), OFij , ODij ∪neg(A), ORij ∪{l}⟩ (Pi adds all the positive literals in
A to OBij (these are things the other player believes) and all the negative
literals in A to ODij (these are all the things the other player does not
believe), and adds l to ORij).

Upd.3 If stmtk = why(t), Di = D(Fi, Ri, T ), and t is provable in T then
Si
k+1 = ⟨D(Fi, Ri, T ), OBij , OFij , ODij ∪{t}, ORij⟩ (Pi adds t to ODij (the

other player doesn’t believe t)).
Upd.4 If stmtk = whynot(t), and t is unprovable in Di then Si

k+1 = ⟨Di, OBij∪
{t}, OFij , ODij , ORij⟩ (Pi adds t to OBij (the other player believes t)).

Note: The states where Pi is asked either why it believes something it does not,
or why it does not believe something that it does should not occur in a legal
dialogue and so these have been omitted. For the purposes of our theoretical
results, we assume that if this does occur the dialogue terminates with an error
and no next state is generated. We will prove that error states can not arise as
corollaries to lemmas 4 and 5.
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We now consider the utterances Pi can make – possible values for stmtk+1.
In some dialogue states, there may be several possible utterances.

Utt.1 stmtk+1 = initial(t) is legal iff stmtk = why(t) and t ∈ Fi

Utt.2 stmtk+1 = l is legal iff: l : A → C ∈ Ri; stmtk = why(t); t ̸∈ Fi; and
there exists a proof tree ⟨N,E⟩ ∈ Tik such that (t, l) ∈ N .

Utt.3 stmtk+1 = whynot(t) is legal iff: ∀t′.stmtk ̸= why(t′)∧stmtk ̸= whynot(t′)
(you can not answer a question by asking why not); ∀l.l ≤ k → stmtl ̸=
whynot(t) (this question has not been asked before); t is provable for Di;
and t ∈ ODij . Pi identifies a term t that it believes and it has established
the other doesn’t and asks why not.

Utt.4 stmtk+1 = why(t) is legal iff either stmtk = whynot(t); or ∀t′. stmtk ̸=
why(t′) ∧ stmtk ̸= whynot(t′) (you can not answer a question by asking
why(t) unless that question was whynot(t)); ∀l.l ≤ k → stmtl ̸= why(t) (this
question has not been asked before); t is unprovable for Di; and t ∈ OBij Pi

identifies a term t that it does not believe and it has established the other
does and asks why.

Utt.5 stmtk+1 = df (t, j, i) is legal iff t ∈ OFij and t ̸∈ Fi

Utt.6 stmtk+1 = df (t, i, j) is legal iff t ∈ ODij and t ∈ Fi

Utt.7 stmtk+1 = dr(l, j, i) is legal iff l ∈ ORij and there is no rule l : A → C ∈
Ri

Utt.8 stmtk+1 = pass is legal iff no other utterance is legal and stmtk ̸= pass.

Finally, the player whose turn it is is switched.
Figure 3 shows an example dialogue for our scenario. We show the opponent’s

belief, fact, disbelief, and rule sets for each player as they are built up, as well
as the statement uttered and whose turn it is next. We also comment on the
changes with reference to the updates and utterances defined by the dialogue
framework.

5 Theoretical Results

We demonstrate that error states in dialogues cannot arise, that opposing belief
sets etc., are correct representations of the other player’s deductions, and that
the debate process ends when a discrepancy is discovered.

We establish via a set of lemmas that the assumptions made by the update
process are correct (for instance in Lemma 1 that if one player has uttered
initial(t) then t is indeed an initial fact for that player).

Lemma 1 (Statements about initial facts are truthful). If the current
dialogue state is ⟨S1

k, S
2
k, initial(t), Pi⟩, i ̸= j and Dj = D(Fj , Rj , Tj) then t ∈ Fj

and is provable for Dj.

Lemma 2 (Statements about the use of rules are truthful). If the current
dialogue state is ⟨S1

k, S
2
k, l : A → t, Pi⟩, i ̸= j and Dj = D(Fj , Rj , Tj) is Pj’s

deduction then there exists a proof tree, Tj ∈ Tj such that (t, l) is a node in Tj;
l : A → t ∈ Rj, for all t ∈ pos(A), t is provable in Dj; and for all t ∈ neg(A), t
is unprovable Dj.
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k Pi State stmtk j

OBij OFij ODij ORij

0 ∅ ∅ {mf (jack)} ∅ whynot(mf (jack)) 2
P1 has asked why P2 thinks Jack can’t meet friends

1 {mf (jack)} ∅ ∅ ∅ why(mf (jack)) 1
Upd.4 applies but P2 already knows P1 thinks Jack can meet friends as our initial
condition; P2 asks why P1 thinks Jack can meet friends (Utt.3)

2 ∅ ∅ {mf (jack)} ∅ R1 2
Upd.3 applies but makes no change; P1 responds with the Rule it used (Utt.2)

3 {mf (jack),
vax(jack)} ∅ {symp(jack)} {R1} whynot(symp(jack)) 1

Upd.2 applies and changes P2’s state. P2 asks why P1 does not believe Jack has
symptoms – note they can’t ask why P1 believes Jack has been vaccinated because
they could only ask this if they disagreed with this belief.

4 {symp(jack)} ∅ {mf (jack)} ∅ why(symp(jack) 2
Upd.4 applies and changes P1’s state; P1 asks why P2 believes Jack has symptoms
(Utt.3)

5 {mf (jack),
vax(jack)} ∅ {symp(jack)} {R1} R2 1

Upd.3 applies but does not change P2’s state. P2 responds with the rule it used.

6 {symp(jack)} ∅ {mf (jack),
tns(jack)} {R2} whynot(tns(jack)) 2

Upd.2 applies and changes P1’s state. P1 asks why P2 does not believe Jack has a
sense of taste and smell.

7
{mf (jack),
vax(jack),
tns(jack)}

∅ {symp(jack)} {R1} why(tns(jack)) 1

Upd.4 applies but makes no change to P2’s state; P2 asks why P1 believes Jack has a
sense of taste and smell.

8 {symp(jack)} ∅ {mf (jack),
tns(jack)} {R2} initial(tns(jack)) 2

Upd.3 applies but does not change P1’s state; P1 replies that this is an initial fact.

9
{mf (jack),
vax(jack),
tns(jack)}

{tns(jack)} {symp(jack)} {R1} df (tns(jack), 1, 2) 1

Upd.1 applies and changes P2’s state; P2 replies announcing it has found a different
fact and terminating the dialogue.

Fig. 3: Sample Dialogue for our scenario showing the current player’s opponent
belief, fact, disbelief and rule sets and the statement the player has uttered.

Lemma 3 (A player only asks the other “why not” about statements it
believes to be true). If the current dialogue state is ⟨S1

stmt, S
2
stmt, whynot(t), Pi⟩,

i ̸= j and Dj is Pj’s deduction then t is provable in Dj.
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Lemmas 1, 2 and 3 follow trivially from the rules for legal utterances in
dialogue. The equivalent to Lemma 3 for why(t) is Lemma 6 but we need a few
other results before we can prove this, in particular, we need to know that the
dialogue participants’ mental models of each other are correct.

Dialogue Mental Models are correct We establish that t ∈ OFij iff t ∈ Fj (i.e.,
Pi only decides Pj has t as an initial fact if Pj does indeed have t as an initial
fact). The same for OBij , ODij etc. As a result, we can also show that the error
states (where a participant is asked why(t) for some term t they do not believe
or whynot(t) for some t they do believe) never occur.

Theorem 1 (The opponent fact set is correct). Given two players Pi and
Pj in a legal dialogue, if D(Fj , Rj , Tj) is Pj’s deduction and OFij is Pi’s opponent
fact set, OFij ⊆ Fj.

Proof Sketch The proof follows by induction on the size of OFij using Lemma 1

Theorem 2 (The opponent belief set is correct). Given two players Pi

and Pj in a legal dialogue where Dj is Pj’s deduction and OBij is Pi’s opponent
belief set, then all terms t ∈ OBij are provable in Dj.

Proof Sketch The proof follows by induction on the size of OBij using Lemmas 1,
2 and 3.

Lemma 4 (A player is only asked why about things it believes to be
true). If the dialogue state is ⟨S1

k, S
2
k, why(t), Pi⟩ and Di is Pi’s deduction then

t is provable in Di.

Proof. This holds in the initial state. Otherwise, why(t) has been uttered because
t ∈ OBji (Utt.4) and this follows from Theorem 2 or why(t) has been uttered
in response to whynot(t) (Utt.5) and this follows from Lemma 3.

Corollary If the dialogue state is ⟨S1
k, S

2
k, why(t), Pi⟩ then the error state

does not arise.

Theorem 3 (The opponent disbelief set is correct). Given two players Pi

and Pj in a legal dialogue where Dj is Pj’s deduction and ODij is Pi’s opponent
disbelief set, then all terms t ∈ ODij are unprovable in Dj.

Proof Sketch The proof follows by induction on the size of ODij using Lemmas 2
and 4.

Lemma 5 (A player is only asked why not about things it does not
believe to be true). If the dialogue state is ⟨S1

k, S
2
k, whynot(t), Pi⟩ and Di is

Pi’s deduction then t is unprovable for Pi.

Proof. Pj can only ask whynot(t) if t ∈ ODji (Utt.3) so t is unprovable in Di

by Theorem 3.
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Corollary If the dialogue state is ⟨S1
k, S

2
k, whynot(t), Pi⟩ then the error state

doesn’t arise.

Lemma 6 (A player only asks the other player why about things it
believes are not the case). If the dialogue state is ⟨S1

k, S
2
k, why(t), Pi⟩ (i ̸= j)

then t is unprovable for Pj.

Proof. Pj can only ask why(t) if either a) Pi asked whynot(t) in which case t is
unprovable for Dj by Lemma 5; or b) t is unprovable for Dj (Utt.4) .

Theorem 4 (The opponent rule set is correct). Given Pi and Pj in a legal
dialogue where D(Fj , Rj , Tj) is Pj’s deduction and ORij is Pi’s opponent rule
set, then ∀l.l ∈ ORij .∃A,C. l : A → C ∈ Rj

Proof Sketch The proof follows by induction on the size of ORij using Lemma 2
and the definition of proof trees.

5.1 Termination

Theorem 5. Let D1 = D(F1, R1, T1) and D2 = D(F2, R2, T2) be two complete
deductions. If T1 and T2 contain a finite number of finite proof trees then any
dialogue starting from D1 and D2 terminates.

Proof Sketch By assumption, there are only a finite number of terms in T1 and
T2. Therefore why(t) can only be asked a finite number of times. The number of
times all other utterances can be made depends upon how many times why(t)
is asked. Therefore the dialogue terminates.

Note this means that dialogues only terminate if complete deductions can be
created from the attempt to prove or disprove some term t and this depends on
the facts, rules, and t. However many sets of facts and rules have this property
for given terms.

In order to show that when dialogues terminate a disagreement between the
facts or rules of the two players has been found, we need to show that it is always
possible for a player to ask questions about terms in OBij or ODij which requires
these terms to be provable or unprovable in that player’s deduction (because of
the conditions on Utt.3 and Utt.4). We establish this in two lemmas whose
proofs rely on our completeness property for deductions.

Lemma 7. Given two dialogue participants Pi and Pj where Di is Pi’s deduc-
tion and OBij is i’s opponent belief set, then all terms t ∈ OBij are either
provable or unprovable in Di.

Lemma 8. Given two dialogue participants Pi and Pj where Di is Pi’s deduc-
tion and ODij is i’s opponent disbelief set, then all terms t ∈ ODij are either
provable or unprovable in Di.
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Proof Sketch The proofs for both these lemmas proceed by induction on the size
of OBij (resp. ODij), noting that the property holds at the start of the dialogue
and exploiting Theorems 2 and 3 and the completeness of deductions together
with Lemma 6 in the step case.

Having established this we then introduce the concept of a disagreement tree
in order to prove that all dialogues terminate with a statement that either facts
or rules are different.

Definition 10. A disagreement tree is a tree that reveals the inference processes
behind the disagreements between two dialogue participants. Every node in the
tree is a tuple ⟨t, i, lbl⟩ where t is a term that is provable for one dialogue par-
ticipant and unprovable for the other; i is the participant for which the term is
provable, and lbl is either initial (meaning t ∈ Fi), l− (meaning t was deduced
by i using rule l and rule l is not in the rule set for the other participant) or
l+ (meaning t was deduced by i using rule l and rule l is in the rule set for the
other participant). Nodes labeled initial or l− are leaf nodes. Nodes labeled l+

have child nodes consisting of all terms in pos(a) which are provable for i and
not for j and all terms in neg(a) which are provable for j and not for i.

Note that all nodes l+ must have at least one child node. Figure 4 shows the
disagreement tree for our scenario. The two players disagree on the truth of
mf (jack) which P1 has deduced using R1 but which P2 could not deduce because
P1 and P2 disagree on the truth of symp(jack) and so on.

mf (jack), 1, R1+

symp(jack), 2, R2+

tns(jack), 1, initial

Fig. 4: The Disagreement Tree for Scenario 1.

Lemma 9. Consider two players in a legal dialogue and a disagreement tree,
DT , which has the initial disagreement term as its root. Let NT be the set of
node terms closest to the root of DT (there may be several such terms since this
is a tree) about which why(t) has not been asked. ∀t ∈ NT the dialogue will
continue deterministically until t is in the belief or disbelief set for at least one
player.

Proof Sketch The proof observes that why(t) will have been asked for the parents
of each of these nodes and so a player either has or will, respond with Utt.1 or
Utt.2 which has or will trigger an appropriate update in a player’s state.
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Theorem 6. If the kth state in a legal sequence of dialogue states is ⟨S1
k, S

2
k, s, Pi⟩

and s ̸= df (t, i, j), s ̸= df (t, j, i) and s ̸= dr(l, i, j) then there is a legal next di-
alogue state.

Proof Sketch We use Lemmas 7, 8 and 9 to show that one player exists who can
ask why(t) if it is their turn and they are not required by the framework to make
some other utterance. If the current player is not capable of asking why(t), then
they can utter pass, and the other player will be able to respond.

Corollary If a dialogue terminates the last statement is: df (t, i, j), df (t, j, i),
dr(l , i , j ) or dr(l , j , i).

6 Implementation

We applied our framework to an RBS that functions as a Covid Advice System
(CAS) implemented in Prolog. This consists of a simple backward-chaining rule-
based system with sets of example rules and facts based on Covid-19 restrictions
paired with an implementation of the dialogue framework. The dialogue frame-
work implementation tracks both participants’ dialogue states and allows the
human user to choose between legal next utterances. As a result, a theoretically
legal dialogue can be generated, even where the human is not sure of the legal
moves, or may not be reasoning correctly with their facts and rules.

Our implementation differs slightly from the theory in that dialogues did
not start with complete deductions, instead, one participant starts with a de-
duction that contains a single proof tree consisting only of an unprovable node.
Additional proof trees were generated on-the-fly during the dialogue as needed.

We present an example of a dialogue in our system. In this example both
players have a rule that says two people can meet if a) they are both vaccinated,
b) neither of them has been “pinged” by a contact tracing app and c) neither
has symptoms. Harry and Sara wish to meet but the CAS is unaware that Harry
has been vaccinated and so states that they may not. The user thinks Harry and
Sara should be able to meet and so a dialogue starts with a why not question
from the user. The dialogue system responds on behalf of the CAS with a why
question using Utt.4 and displays the possible legal user responses (Figure 5).

Fig. 5: The computer asks why

The user selects 2 because they’ve used a rule. The dialogue system has
stored the rules provided to the test participants so it offers a choice of these
rules (Figure 6). The user selects rule 1. The dialogue system updates the CAS
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Fig. 6: The user is offered a choice of rules

Fig. 7: Why does the user believe Harry is vaccinated?

Ex1 Ex2 Ex3 Ex4 Ex5 Ex6

Type Tree Dlog. Tree Dlog. Tree Dlog. Tree Dlog. Tree Dlog. Tree Dlog.

Ease 0.5 2.5 2.25 2.5 1.5 3 0.25 2.75 2.5 2.75 3 3
Helpful 0.25 2.5 2 2 1.75 2.5 0.25 2.25 2.5 2 2.75 2.25
Correct 0 100% 100% 100% 75% 75% 0 75% 100% 75% 100% 100%

Table 1: Our results are broken up by scenario. Each participant marked their
explanation on a scale of 0-4 for how easy it was to understand and how helpful
they found it - we show the average mark for each explanation style. Additionally,
we show what percentage of users correctly identified the difference between their
facts and rules and that of the CAS.

mental model of the user and consults the system’s proof trees for a mismatch.
In this case, it identifies that vaccinated(harry) is unprovable for the CAS. The
dialogue system asks why the user believes this (Figure 7). The user selects
1. The dialogue system then terminates announcing that a difference has been
found.

7 User Evaluation

The purpose of our user evaluation was to test our hypothesis that dialogue
is a useful mechanism for building explanations. The proof trees generated by
the deductive process were used as an alternative explanation for comparison.
We created six scenarios in which the CAS and the User were given different
sets of facts and rules (differing either by one fact or by one rule) and the CAS
presented a conclusion which the user should not be able to derive (if the user
reasoned correctly). The user was then either shown the proof tree generated
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by the CAS or allowed to participate in a dialogue. Our expectation was that
dialogue explanations would have an advantage firstly in situations where the
CAS deduced something was unprovable (and so produced a proof tree consisting
of a single unprovable node) and secondly, as proof trees grew beyond a certain
size.

Our study comprised 24 volunteers from the Department of Computer Sci-
ence. Each participant was presented with two scenarios (one where they viewed
a proof tree and one where they could use the dialogue system). Each scenario
was completed by the same number of participants, and followed by a short
questionnaire. We summarise the features of the six scenarios in Table 2 – as
can be seen, two of the examples feature trees consisting of a single unprovable
node, while the others have trees of varying, though modest, sizes.

Ex. Nodes Unprovable
Nodes Cause

1 1 1 CAS missing Fact
2 14 4 User missing Fact
3 18 4 User missing Rule
4 1 1 CAS missing Rule
5 7 1 CAS missing Fact
6 6 3 CAS and User have

different Rules

Table 2: Our examples, showing how many nodes the initial proof tree contains,
how many of those nodes are unprovable and the cause of the disagreement
between user and CAS

Out of 24 responses, 20 preferred the dialogue explanation, and 18 found the
dialogue explanation easy. Table 1 shows a breakdown of our results by exam-
ple. As can be seen, the dialogue explanations have a clear advantage where no
meaningful tree was provided (Scenarios 1 and 4) while there is not much to
tell between the two explanation styles in most other cases. Scenario 3, with the
largest number of nodes, suggests that the dialogue explanation was beginning
to outperform the tree in terms of ease of use and perceived helpfulness, but
the sample size is too small (4 people) to draw strong conclusions. Classifying
whether a user had correctly identified the difference proved more challenging
than we expected. We allowed freeform answers to the question “What do you
think the difference was between your information and the computer informa-
tion?” and in some cases these answers were very minimal (e.g., “There was a
different rule”) and in some cases, it is difficult to decide whether or not they
should count as correct (e.g., in scenario 2 one respondent correctly identified
that they did not possess a rule, but stated the rule’s antecedents incorrectly).
We allowed minimal but correct answers to count as correct but did not allow
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other mistakes to count as correct. For Scenario 6 we counted as correct both
answers which noted that they had slightly different rules for deducing whether
someone was required to get a Covid test and answers which noted that the user
did not have the rule the computer was using. Future study will define the rules
in a way that is easier for general users to understand because in this experiment
the rules provided to the user require a high cognitive load and consider the user
with different background.

8 Discussion

We have proposed a dialogue approach to explain the reasoning in systems where
derivations are represented as trees, typical of rule-based AI systems. A dialogue
system assumes that an explanation is a collaborative process in which the sys-
tem determines what information it is that the user wants. We have established
some theoretical properties of the dialogue framework and performed a small
user study.

The study shows a clear advantage for the dialogue process where no mean-
ingful proof tree can be presented. There is some evidence that, as the amount of
information in the proof tree increases, the dialogue explanation becomes more
useful, and in further work, we intend to extend our study with larger scenarios.
We also intend to examine how our explanations could be adapted to explore
“what-if” scenarios which would allow a dialogue to progress beyond identifying
a source of disagreement to exploring whether eliminating that disagreement
would change the system’s conclusion, and to evaluate whether dialogue is a
useful explanatory process when applied to RBS extracted from statistical mod-
els as in [21]. In the future, we’ll take into account the agreed-upon situation in
which the user can request further information without causing a disagreement.
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