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Abstract: Today, fog and cloud computing environments can be used to further develop the Internet
of Things (IoT). In such environments, task scheduling is very efficient for executing user requests,
and the optimal scheduling of IoT task requests increases the productivity of the IoT-fog-cloud system.
In this paper, a hybrid meta-heuristic (MH) algorithm is developed to schedule the IoT requests in IoT-
fog-cloud networks using the Aquila Optimizer (AO) and African Vultures Optimization Algorithm
(AVOA) called AO_AVOA. In AO_AVOA, the exploration phase of AVOA is improved by using AO
operators to obtain the best solution during the process of finding the optimal scheduling solution. A
comparison between AO_AVOA and methods of AVOA, AO, Firefly Algorithm (FA), particle swarm
optimization (PSO), and Harris Hawks Optimization (HHO) according to performance metrics such
as makespan and throughput shows the high ability of AO_AVOA to solve the scheduling problem
in IoT-fog-cloud networks.

Keywords: Aquila Optimizer; African Vultures Optimization Algorithm; task scheduling; fog
computing; cloud computing; Internet of Things

1. Introduction

The Internet of Things (IoT) occupies a special place in today’s world as well as
in the world of information technology [1]. IoT devices including laptops, tablets, and
smartphones have their functions expanded using other smart devices [2]. IoT devices
generate a significant amount of information through their respective sensors. This collected
information requires different resources for processing and storage so that final decisions
can be made based on the result of the processing to achieve the goals and desires of the
user [3]. Cloud computing is an efficient computing environment to meet the needs of
different users around the world, and the information of IoT devices can be processed and
stored in the cloud. The cloud environment provides public access to resources for users [4].
Fog computing is a developed environment of cloud computing that has significantly fewer
computing resources than the cloud environment, is geographically closer to users, and
has high speed [5]. Therefore, fog computing can provide less traffic and less delay in
the IoT-fog-cloud network than cloud computing [6]. The three-layer architecture of the
IoT-fog-cloud network is shown in Figure 1.

The highest layer includes servers in the cloud environment that can store and process
significant amounts of user data. The middle layer consists of fog nodes and the edge of
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the network and includes mini-servers and smart gateways. The lower layer, which is the
edge of the IoT-fog-cloud network, includes IoT devices and end systems such as laptops,
smartphones, cars, personal computer machines, sensors, etc. [6–8]. Task scheduling is a
practical resource management approach in cloud and fog computing to allocate a set of
tasks requested by IoT to the most appropriate resources in the cloud and fog [9].
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In [10], a hidden Markov model (HMM) is used to predict the availability of fog
sources. Additionally, the DO-HHO hybrid algorithm (discrete opposition-based Harris
hawk optimization (HHO)) has been used to schedule IoT tasks. In [11], a scalable algorithm
is proposed to schedule time-sensitive tasks. In [12], the delay of the processing and
communication tasks of IoT devices that are distributed in a cloud and fog network is
investigated based on the two criteria of delay and consumed energy. In [13], a blockchain-
based protocol has been proposed for the development of e-health programs, in which the
Proof of Work (PoW) method is not used. In their method, the cost of the network, i.e.,
bandwidth and processor usage, is reduced.

The task scheduling in fog and cloud computing environments is considered as
an NP-hard problem [14]. For this reason, different task scheduling methods that have
been adopted using artificial intelligence algorithms have been proposed in the relevant
work section. Recently, meta-heuristic (MH) algorithms such as particle swarm optimiza-
tion (PSO) [15], Whale Optimization Algorithm (WOA) [16], Moth Flame Optimization
(MFO) [17], Artificial Bee Colony (ABC) [18], and Harris hawks optimizer (HHO) [19] have
been used to address said problems.

Optimization algorithms are very useful for solving problems in the fields of edge, fog,
cloud, and IoT [20–26]. In this paper, the combination of two algorithms, Aquila Optimizer
and African Vultures, is used to solve the task scheduling problem. That is, the combination
of the ExploRation Phase (ERF) of Aquila with the ExploiTation Phase (ETP) of African
Vultures. The innovation of this paper relies on the combination of two algorithms, Aquila
Optimizer and African Vultures. The motivation of this paper is the combination of these
two algorithms. We have also investigated two algorithms, Aquila Optimizer (AO) and
African Vultures Optimization (AVO), separately to solve the task scheduling problem. In
the comparison section, the AO_AVOA algorithm is compared with AO, AVOA, Firefly
Algorithm (FA), particle swarm optimization (PSO), and Harris hawks optimization (HHO)
algorithms and it is superior to the corresponding algorithms. The purpose of using this
combination is to solve the task scheduling problem in the IoT-fog-cloud network and
reduce the task makespan time, so that tasks are completed in the shortest possible time,
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and so that the final solution of the problem is obtained by minimizing the fitness function.
In this paper, makespan time is used as the fitness function. Experiments are performed
on two datasets. The proposed method is compared with some other algorithms, and the
proposed method performs better than the compared algorithms.

The structure of this paper is as follows: Section 2 introduces the related works,
Section 3 introduces the system’s model and problem formulation, Section 4 includes
prerequisites, Section 5 introduces the proposed method, Section 6 includes evaluations
and experimental results, and Section 7 includes the conclusion.

2. Related Works

In this section, a number of existing works in the field of task/workflow scheduling are
briefly described. Nguyen et al. [27] have proposed an evolutionary algorithm to achieve an
optimal scheduling in order to create an optimal balance between task execution time and
task arrangements in the IoT-fog-cloud network. Boviri et al. [28] have proposed a method
in a multiprocessor environment using the improved Ant Colony Algorithm (IACO) in
order to optimize the sequence of tasks.

Tong et al. [29] have proposed a hybrid algorithm using a neural network and Q-
learning algorithm, in order to address the scheduling of IoT requests in the cloud envi-
ronment. Yang et al. [30] proposed a multi-objective evolutionary algorithm to solve the
task scheduling problem in the fog environment in order to reduce the time and optimally
allocate resources to the relevant tasks. Mtshali et al. [31] proposed a method in the fog
environment using the visualization method to build a suitable algorithm in order to reduce
energy consumption and reduce delay.

Qobaei Qobaei-Arani et al. [32] proposed a method in the fog environment using
the MFO algorithm in order to increase the quality of services (QoSs) and reduce the
performance time of the total tasks. Abualigah et al. [33] proposed a method in the
cloud environment using a gray wolf optimizer in order to find the time cost and optimal
allocation of resources to the relevant tasks. Zeng et al. [34] proposed a method in the
fog environment to support embedded systems in order to reduce the execution time of
tasks to keep users active. The authors of [35] proposed a task scheduling method using
the Genetic Algorithm (GA) in order to allocate resources to tasks, taking into account
customer needs and resource constraints. The authors’ objective was to reduce preparation
time and increase customer satisfaction.

Rjoub et al. [36] proposed a new solution based on using four deep reinforcement
learning (DRL)-based methods to optimize the process of task scheduling in cloud. The
authors’ objective was to reduce execution time and maximize resource utilization. Their
proposed DRL methods are Deep Q Networks (DQN), reinforcement learning (RL), recur-
rent neural network long short-term memory (RNNLSTM), and DRL combined with LSTM.
Jacob [37] proposed an algorithm for minimizing makespan time using the Bat Algorithm
(BA). Raghavan et al. [38] proposed a method using the BA in cloud computing, aiming to
reduce the whole cost.

In [39], DRL is used for task scheduling in heterogeneous computing, which implies
reducing the task completion time. In [40], in order to reduce energy consumption in
fog-cloud, a convolutional neural networks (CNNs) algorithm is used for task scheduling
to minimize the cost.

In the IoT-fog network, a task scheduling method was proposed to allocate resources
to IoT tasks, which optimally selects the best resources to execute the tasks [41,42]. Ranu-
mayee et al. [43] used the evolutionary learning method to optimize energy, makespan,
and cost and schedule tasks in the IoT-fog-cloud network. Mokni et al. [44] have used
the multi-objective fuzzy method to offload workflow in the fog-cloud network. Ranu-
mayee et al. [45] have used the WOA in order to allocate optimal resources and schedule
efficient tasks in the IoT-fog-cloud network. Panda et al. [46] presented a task scheduling
method in the cloud environment using pair. Shukla et al. [47] proposed a Fuzzy-AHP-
TOPSIS-Based Task Offloading method for scheduling workflows in the fog-cloud system.
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Stewart et al. [48] proposed a bi-objective integer linear programming method in the cloud
in order to optimize energy consumption and makespan time.

A task scheduling method based on software-defined networking (SDN) is proposed
in the cloud computing environment in order to schedule the tasks of IoT devices using
the combination of WOA and Aquila Optimizer (AO), which minimizes the MST [49]. A
workflow scheduling method has been proposed in the cloud computing environment
using a combination of MFO and the Salp Swarm Algorithm (SSA), which are selected by
considering several objectives of energy consumption, makespan time, and throughput
time of the most optimal virtual machines (VMs) [50]. Task offloading methods in fog
and cloud environments have also been proposed by researchers using Dynamic Service
Caching [51] and D2D-Associated Mobile Edge Computing for IoT tasks [52].

The algorithms and methods mentioned above, which have been used to optimize the
task/workflow scheduling problem in fog and cloud environments, could not sufficiently
select the most optimal resources for the execution of tasks. The WOA, MFO, GA, and ACO
algorithms suffer from the weakness they have in each of the exploration and exploitation
phases and cannot obtain the most optimal solution.

The African Vultures Optimization Algorithm (AVOA) [53] is a meta-heuristic (MH)
algorithm inspired by nature. In AVOA, the ability to ERP is weaker than the ability to ETP
it during the process of searching for solutions. This problem reduces the quality of the
final output in AVOA. To solve this problem, in this paper, the high ERP ability of AO [54]
is combined with the high ETP ability of AVOA. Therefore, in this paper, an intelligent
task scheduling method for IoT requests, based on the combination of AO and AVOA
in the IoT-fog-cloud computing environment, is proposed, which is called AO_AVOA.
Therefore, the advantages of the power of AO ERP and AVOA ETP are combined to obtain
the best scheduling method that is stronger than AO and AVOA, which is used in the ETP
of one of the AO or AVOA methods. The main contribution of this paper is to present an
intelligent algorithm based on the integration of AO and AVOA to improve IoT services in
an IoT-fog-cloud computing environment using makespan time minimization.

3. System Model and Problem Formulation

This section explains the system model and formulation of the task scheduling problem
in this paper.

3.1. System Model

In this paper, it is assumed that the used architecture consists of three layers of fog,
cloud, and IoT devices (Figure 1). IoT devices may have requests to send as a set of tasks to
higher layers of fog and cloud for processing and storage. Tasks that are time-sensitive are
stored and processed in the nodes close to the devices, i.e., the fog environment, to reduce
the delay [55].

Additionally, compute-intensive tasks are sent to cloud servers because cloud servers
provide higher computing and storage capabilities than fog nodes for the corresponding
tasks. According to the characteristics of the tasks of IoT devices as well as the capabilities
of the resources available in the fog and cloud, the task scheduler schedules the tasks by
mapping the corresponding tasks on the corresponding computing nodes.

3.2. Problem Formulation

It is assumed that the n1 independent task is T = {T1, T2, T3, . . . , Tn1} from the side
of the IoT devices to be executed, which must be sent to the corresponding resources
to be processed in the corresponding fog-cloud computing environment. Each task has
characteristics such as task length (in million instructions), memory requirements, deadline,
and size of input and output files.

Additionally, it is assumed that the fog-cloud system consists of n2 computing nodes
as Node = {node1, node2, node3, . . . , noden2}, which includes fog and cloud nodes.
Each node includes characteristics such as CPU processing rate (in terms of millions of
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instructions per second (MIPS)), memory size, storage capacity, and network bandwidth.
Therefore, for n1 tasks and n2 computing nodes, the expected computation time (ECT) for
task requests on nodes is represented by using the ECT matrix, which is of size n1 × n2.
The task scheduler uses the ECT matrix to make task scheduling decisions in the fog-cloud
environment. The ecti,j indicates the expected execution time of the i-th task on the j-th
computing node ecti,j as

ecti,j =
Task_lengthi

node.Powj
(1)

where Task_lengthi is the length of the i-th task, and node.Powj is the processing speed
of the j-th node. In the task scheduling problem, the main objective is to find the ideal
schedule in the fog-cloud system that reduces the task completion time or makespan time.
In this case, it can be guaranteed that there will be no task that requires a significant amount
of time to execute and complete it [6]. The amount of makespan time is obtained from the
following equation:

Makespan time = max
j ∈ 1, 2, ...,n2

∑n1
i=1 ecti,j (2)

4. Prerequisites

In this section, the two AO and AVOA algorithms, which are the main prerequisites
for the design of the combined AO_AVOA algorithm, are briefly described.

4.1. Aquila Optimizer

The Aquila Optimizer (AO) algorithm [54] is a swarm intelligence algorithm in which
Aquila provides four different hunting behaviors for different prey. AO, like other MH
algorithms, performs the optimization process using both ERP and ETP and finally con-
verges to the final optimal solution. A brief description of the mathematical model of the
AO algorithm follows.

Step 1: Explore the search space extensively. The mathematical model of this behavior
is as follows:

X(t + 1) = Xbest(t)× (1− t
T
)+(Xm (t)− Xbest(t)×rand) (3)

Xm(t) =
1
N ∑N

k=1 Xi(t) (4)

where Xm(t) represents the average location of all agents in the current iteration, Xbest(t)
represents the best position achieved so far, N is the population size, rand is a random
number between 0 and 1, and t and T are the current iteration and the maximum iteration
number, respectively.

Step 2: Narrow exploration to short attack the prey. The equation for updating
positions is as follows:

X(t + 1) = Xbest(t) × LF(D) + XR(t) + (y− x) × rand (5)

where D is the dimension size, XR(t) represents the random position of Aquila, and LF(D)
represents the Levy flight function, which is defined as follows:

LF(D) = s× u× σ

|v|
1
β

(6)

The parameter σ is obtained according to the following equation:

σ=

 r(1 + β)× sin(πβ
2 )

r
(

1+β
2

)
× β× 2(

β−1
2 )

 (7)
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where s, u and v are random numbers between 0 and 1, β are fixed values equal to 0.01 and
1.5, respectively, y and x are used to represent the spiral shape of the algorithm in searching
the search space, which are defined as follows:

x = r× sin(θ)
y = r× cos(θ)
r = r1 + 0.00565× D1
θ = −w× D1 +

3×π
2

(8)

where, D1 is the integers from 1 to D and is equal to 0.005, and r1 means the number of
search cycles between 1 and 20 [54].

Stage 3: Extensive exploitation: Aquila vertical landing to attack the prey. This
behavior is defined as follows:

X(t + 1) = (Xbest (t)− Xm(t)) × α− rand + ((UB− LB) × rand + LB) × δ (9)

where UB and LB are the upper and lower bounds of the desired problem, respectively, and
α and δ are the ETP adjustment parameters that are equal to 0.1 [52].

Stage 4: Limited exploitation: moving and catching prey. The mathematical model of
this behavior is as follows:

X(t + 1) = QF× Xbest(t)− (G1 × X(t))× rand− G2 × LF(D) + rand× G1

QF(t) = t
( 2×rand−1

(1−T)2
)

G1 = 2× rand− 1
G2 = 2×

(
1− t

T
) (10)

where X(t) represents the current location and QF(t) is the value of the used quality function
to creation balance the search strategy. G1 shows the movement parameter of the Aquila
when tracking the prey, which is a random number between [–1, 1]. G2 shows the flight
slope when chasing prey, which decreases linearly from 2 to 0. AO has good power in
the ERP, but it is a little weak in the ETP, and for this reason, it cannot find local optimal
solutions with high power and accurately. On the other hand, AVOA is the opposite of AO
and is slightly weaker than AO in the ERP.

However, AVOA has very good power in the ETP and can find local optimal solutions
with high accuracy compared to AO. For this reason, in this paper, the ERP of AO is
combined with the ETP of AVOA, and in this case, the combined AO-AVOA algorithm will
be obtained, which has very good power in both ERP and ETP, and in terms of finding final
optimal solutions it is better than AO and AVOA. Therefore, AO-AVOA can choose the
best and most suitable virtual machines for executing tasks on the user side.

4.2. African Vultures Optimization Algorithm

Like AO, the African Vulture optimization algorithm [53] is also formulated in four
separate steps.

First phase: determining the best agent in each group
After forming the initial population, the fitness value for all answers is calculated, the

best answer of the first Vulture group and the best answer of the second Vulture group are
determined, and other answers are selected using Equation (11).

R(i) =
{

BestVulture1 i f pi = L1
BestVulture2 i f pi = L2

(11)

where L1 and L2 are parameters that must be initialized with values between 0 and 1 before
the search operation, and the sum of both parameters is equal to 1. The probability of
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choosing the best answer using the roulette wheel method for each group is obtained using
Equation (12).

pi=
Fi

∑n
i=1 Fi

(12)

The second phase: the level of hunger of Vultures
For mathematical modeling of this behavior, Equation (14) is used. It used to transition

from the ERP to the ETP, which is inspired by the speed of satiety or hunger of Vultures.

T = h× (sinw (
π

2
× iteri

max_iter
)+ cos(

π

2
× iteri

max_iter
) − 1) (13)

F = (2 × rand1+1)× z× (1− iteri
max_iter

) + t (14)

In Equations (13) and (14), F indicates that the agents are satiated, iteri is the current
iteration number, max_iter indicates the total number of iterations, and z is a random
number between −1 and 1 that changes each iteration, while h is a random number
between −2 and 2. rand1 has a random value between 0 and 1, w is a parameter with a
constant number that is set before the optimization operation. When the value of |F| > 1,
the agents look for food in different areas and AVOA enters the ERP. If the value of |F| < 1,
AVOA enters the ETP and agents forage in the neighborhood of solutions.

The third phase: exploration
In this step, the parameter P1, which has a value between 0 and 1, is used to choose

two different strategies. This parameter must be valued before the search operation. A
random number between 0 and 1 is generated to select each of the strategies in the ERP
randp1 . If this number is ≥ P1, Equation (16) is used. However, if randp1 < P1, Equation (17)
is used, as follows:

P1(i + 1) =
{

Equation (16) i f p1 ≥ randp1

Equation (17) i f p1 ≥ randp1

(15)

P1(i + 1) = R(i) − D(i) × F (16)

D(i) = |X × R(i) − P1(i)| (17)

where P1(i + 1) is the agent’s location vector in the next iteration, and F is the satiation rate
of the agent. In Equation (17), R(i) is one of the best agents. Furthermore, X is the agents
randomly moving to protect food from other agents and is given by X = 2 × rand where
rand is a random number between 0 and 1. P1(i) is the current location vector of the Vulture.

P1(i + 1) = R(i)− F + rand2×(UB− LB)×rand3 + LB) (18)

In Equation (18), rand2 has a random value between 0 and 1 and rand3 takes a number
close to 1.

The fourth phase: exploitation
In this step, if |F| < 1, AVOA enters the ETP, which also has two phases in which

two different strategies are used in each phase. The selection degree of each strategy in
each internal phase is determined by two parameters, namely P2 and P3. The P2 parameter
is used to select the strategies in the first stage and the P3 parameter is used to select the
strategies in the second stage. Both parameters must be set to 0 and 1 before performing
the search operation.

Exploitation (first stage):
AVOA enters the first stage in the ETP when |F| it is between 1 and 0.5. In the first

stage, two different strategies of turn flight and siege combat are performed. P2 is used to
specify the choice of each strategy, which must be evaluated before performing the search
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operation, and the value must be between 0 and 1. At the beginning of this step, randp2 ,
which is a random number between 0 and 1, is generated. If this number is ≥ P2, the
Siegefight strategy is executed slowly. However, if this random number is < P2, the rotary
flight strategy is performed. This method is shown in Equation (19).

P1(i + 1) =
{

Equation(21) i f p2 ≥ randp2

Equation(24) i f p2 ≥ randp2

(19)

Competition for food:
When |F| ≥ 0.5, the agents are relatively full and have enough energy. When many

agents congregate on a food source, it can cause intense conflicts over food. In such cases,
agents with high physical strength prefer not to share food with other agents. The weaker
agents try to exhaust and take food from healthy agents by gathering around healthy agents.
Equations (20) and (21) are used to model this step.

P1(i + 1) = D(i)× (F + rand4)− d(t) (20)

d(t) = R(i) − P1(i) (21)

D(i) is calculated using Equation (17) and F is the satiety of agents which is calculated
using Equation (14). rand4 is a random number between 0 and 1, which is used to increase
the randomness factor. In Equation (21), R(i) is one of the best agents of the second category,
selected using Equation (11). In the current iteration, P1(i) is the agent’s current location
vector, by which the distance between the agent and one of the best agents in the second
category is obtained.

Circular flight of agents:
Agents often perform a circling flight. A spiral model has been used for mathematical

modeling of rotary flight. An equation (spiral) is created between all agents and one of the
top two agents. The rotational flight is explained by Equations (22) and (23).

S1 = R(i)× (
rand5 × P1(i)

2π
)×cos(P1(i)), S2 = R(i)× (

rand6 × P1(i)
2π

)× sin(P1(i)) (22)

P1(i + 1) = R(i)− (S1 + S2) (23)

In Equations (22) and (23), R(i) represents the location vector of one of the two best
agents in the current iteration, which is obtained by Equation (11). Cos and sin represent
the sine and cosine functions, respectively, rand5 and rand6 are random numbers between 0
and 1. S1 and S2 are obtained using Equation (22). Finally, using Equation (23), the location
of the agents is updated.

Exploitation (second stage):
In the second stage of ETP, the movements of two agents gather several types of agents

over the food source, and encirclement and aggressive fighting are carried out to find food.
If |F| < 0.5, this step of the algorithm is executed. At the beginning of this stage, randp3 is
generated, which is a random number between 0 and 1. If randp3 ≥ P3, the strategy is to
accumulate several types of agents on the food source. Otherwise, if the generated value is
< P3, the siege–fight–offensive strategy is executed. This method is shown in Equation (24).

P1(i + 1) =
{

Equation(27) i f p3 ≥ randp3

Equation (28) i f p3 ≥ randp3

(24)

Gathering of several types of agents on the food source:
The movement of all agents toward the food source is monitored. Occasionally, agents

become hungry and there is a significant amount of competition over food, which may
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crowd several agent species into a food source. Equation (25) is used to formulate this
movement of the agents.

A1= BestVulture1(i)− BestVulture1(i)×p1(i)
BestVulture1(i)−p1(i)2 × F,

A2 = BestVulture2(i)− BestVulture2(i)×p1(i)
BestVulture2(i)−p1(i)2 × F

(25)

In Equation (25), BestVulture1(i) is the best agent from the first category in the current
iteration and BestVulture2(i) is the best agent from the second category in the current
iteration, while F is the satiety of the agent, which is calculated using Equation (14) and
P1(i) is the current vector location of the agent.

P1(i + 1) =
A1 + A2

2
(26)

Finally, the aggregation of all the agents is conducted using Equation (26), where A1
and A2 are obtained using Equation (25) and P1(i + 1) is the agent location vector in the
next iteration.

Aggressive competition for food:
When |F| < 5, head agents become hungry and weak and do not have enough energy

to fight other agents. On the other hand, other agents also become aggressive in search of
food. They move in different directions toward the agent head. Equation (27) is used to
model this movement.

P1(i + 1) = R(i) − |d(t)| × F × Levy(d) (27)

In Equation (27), d(t) represents the distance of the agent to one of the best agents
of the second category, which is calculated using Equation (21). Levy flight (LF) patterns
have been used to increase the effectiveness of AVOA in Equation (27), and LF has been
identified and used in many MH algorithms. LF is calculated using Equation (28).

LF(x) = 0.01× u× σ

|v|
1
p

, σ = (
Γ(1 + β)× sin

(
πβ
2

)
Γ(1 + β2)× β× 2

(
β−1

2

) )
1
p

(28)

In Equation (28), d represents the dimensions of the problem, u and v are a random
number between 0 and 1, and β is a fixed number with a default value of 1.5.

5. Proposed Task Scheduling with AO_AVOA

The task scheduling in fog and cloud environments using the combination of AO
and AVOA algorithms is described in this section. In the task scheduling algorithm
using AO_AVOA, the solutions are competitively updated in the ETP using AO or AVOA
operators. However, in the ERP, only AO operators are used due to the fact that the AO
ERP is stronger than the AVOA. The flowchart of the proposed AO_AVOA algorithm for
scheduling in the fog-cloud network is shown in Figure 2.

In the initialization phase, the AO_AVOA algorithm starts by setting the N agents
and converting them into integers. This initial population is generated randomly, and
distributed appropriately for task scheduling in fog-cloud computing environments. This
behavior is modeled according to the following:

In the above equation, Lb = 1 and Ub is equal to the number of resources or VMs, fix(.)
is the same function used to convert real numbers to integers in AO_AVOA. Then, the
fitness function is calculated to evaluate the quality of each solution using the objective
function obtained from Equation (2). Considering that the task scheduling is assumed
to be a minimization problem in this paper, the solution with the smallest makespan
value is determined as the best solution, and in the ERP and ETP, X solutions are updated
according to it. In the ERP, the solutions are updated using AO operators according to
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Equation (5). However, in the ETP, the solutions are updated using competition between
AO and AVOA operators.
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In the ETP, the selection of any of the AO or AVOA algorithms to update the solutions
is achieved according to the Pi for each solution, which is defined as the following equation.

Therefore, the solution Pi is updated in the ETP using Equation (29). Updating the
solutions continues until the stopping condition is reached.

Pi=
f itnessi

∑N
i=1 f itnessi

(29)

Therefore, the solution posi is updated in the ETP using the following equation.

posi=

{
operators o f AO Pi > th
operators o f AVOA otherwise

(30)

Updating the solutions continues until the stopping condition is reached.
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6. Evaluation Metrics and Experimental Results

In this paper, all the simulations for the proposed method and other algorithms have
been performed using MATLAB R2018b software. An ASUS laptop with a Core i5 processor
with 6 GB of memory and a frequency of 2.50 GHz and Windows 64-bit operating system
has been used. Six physical machines (hosts) and 25 different VMs are considered for
the fog-cloud computing environment. Table 1 shows the characteristics of the physical
machines and hypothetical VMs in these experiments. According to Table 1, the slowest
and fastest VMs have a speed of 100 MIPS and 5000 MIPS, respectively.

Table 1. Experiment parameters.

Specification Amount

Client Clients Count [60, 120]

Physical Machine

Hosts Count 6

CPU capacity [100, 5000]

Storage 1 TB

Network Bandwidth 10 Gb/s

RAM size 6 GB

Virtual Machine

VMs count 25

CPU capacity [100, 5000]

Storage 20 GB

RAM size 1 GB

Network Bandwidth 1 Gb/s

Processor Xen

Processors’ count 1

Two different datasets, namely High Performance Computing Center North (HPC2N)
and NASA Ames iPSC/860 [56], have been used in these tests, each of which has 500, 1000,
1500, and 2000 independent and non-preemptive tasks [56]. The features of the two datasets
used are given in Table 2.

Table 2. Dataset features of HPC2N and NASA iPSC.

Specification Amount

NASA iPSC

CPUs 240

Users 257

Tasks 202.871

Utilization 60.1%

Filename NASA-iPSC-1993-3.1-cln.swf

HPC2N

CPUs 128

Users 69

Tasks 18.239

Utilization 46.6%

Filename HPC2N-2002-2.2-cln.swf

That is, 240 processors or CPUs are needed for the NASA iPSC dataset, which is
related to 257 users. The average number of tasks in this dataset is 202.871. A total of
128 processors or CPUs are needed for the HPC2N dataset, which is related to 69 users. The
average number of tasks in this dataset is 18.239 [56]. The proposed AO_AVOA scheduling
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algorithm is compared with five other algorithms including AVOA [53], AO [54], Firefly
Algorithm (FA) [57], PSO [15], and HHO [58]. In order to achieve more stable results for the
algorithms, each algorithm has been executed 30 times for each task set, and the average of
these 30 executions is considered as the output. Table 3 shows the fixed parameters used in
the AO_AVOA algorithm and other algorithms.

Table 3. Parameters’ settings in the MH algorithms.

Specification Amount

FA
E0 [−1, 1]

A 0.5

PSO
c1 1.49

c2 1.49

AO
A 0.1

∆ 0.1

AVOA

L1 0.8

L2 0.2

W 2.5

p1 0.6

p2 0.4

p3 0.6

HHO

B 0.2

Γ 1

W 0.9→ 0.4

In the next section, the evaluation metric examined in this paper as well as the com-
parison process of the AO_AVOA with other algorithms are described.

6.1. Evaluation Metrics

In this section, the evaluation metrics used in this metric, which include fitness function
value, makespan time, and throughput time, are explained.

6.1.1. Fitness Function Value

In problems that are solved using MH algorithms, the final solution of the problem
is obtained by minimizing or maximizing the value of the fitness function. Therefore, the
value of the fitness function can be used as an evaluation metric. In minimization prob-
lems, the lower the fitness function, the better the solutions obtained by the corresponding
optimizer algorithm. When it comes to comparing several MH algorithms, the MH algo-
rithm and the value of the fitness function are effective in determining the near-optimal
solution. In this paper, Equation (2) is used as the fitness function, which is the same as
makespan time.

6.1.2. Makespan Time

In task scheduling methods in different fog, cloud, and fog-cloud computing envi-
ronments, the value of makespan time is an metric to evaluate the method. The value of
makespan time is equal to the completion time of the last task (Equation (2)) [6]. The lower
value of makespan time indicates the superiority of the desired scheduling algorithm.
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6.1.3. Throughput Time

The throughput time metric indicates the execution time of the tasks performed in
a metric period [6], which is obtained by using Equation (31). The lower the throughput
time, the better the scheduling algorithm.

Throughput time = ∑Tk∈T Exe.Time(Tk) (31)

6.1.4. Performance Improvement Rate

The next metric is performance improvement rate (PIR), which obtains the percentage
of performance improvement of an algorithm compared to other algorithms using the
value of its objective function [6]. The PIR value is obtained using Equation (32). The
lower the PIR value of one algorithm compared to another algorithm, the closer the two
algorithms are.

PIR(%) =
FitC − FitP

FitP
× 100 (32)

where FitC and FitP are the objective values obtained by each of the comparative algorithms
and AO_AVOA, respectively.

6.1.5. Comparison with Existing Works

In this section, the AO_AVOA is evaluated using fitness function, makespan time
(second or sec), and throughput time evaluation metrics and is compared with AO, AVOA,
PSO, HHO, and FA to improve the performance of AO_AVOA with AO, AVOA, PSO, HHO,
and FA. Table 4 shows the results of makespan time for NASA iPSC and HPC2N datasets.

Table 4. Makespan time (sec) for datasets.

Dataset NASA iPSC HPC2N
Tasks

Number
500 1000 1500 2000 500 1000 1500 2000

AO_AVOA 40.43 84.75 129.49 159.48 2566.39 9459.75 16,051.39 24,459.28
AO 47.61 89.38 138.29 168.41 3835.49 10,375.79 17,266.33 25,460.43

AVOA 49.44 93.45 148.72 179.31 4297.52 12,949.85 18,249.59 18,370.32
PSO 81.62 169.32 297.56 338.25 7945.46 19,789.69 32,459.72 47,141.17

HHO 53.75 105.32 160.52 199.79 4574.52 11,248.79 18,831.39 27,080.25
FA 75.85 149.81 276.48 329.12 7763.73 18,677.25 30,728.65 44,751.51

According to the results of Table 4, AO_AVOA has a lower makespan time than the
comparative algorithms. AO_AVOA outperforms AO, AVOA, PSO, HHO, and FA for both
datasets. Additionally, the value of makespan time is equal to the value of fitness, which is
the lowest for AO_AVOA.

The reason for the superiority of AO_AVOA compared to the compared algorithms
is that AO_AVOA was able to avoid becoming stuck in the local optimum by using the
combination of AO exploration phases and AVOA exploitation and obtain the best solutions
in a reasonable time for the task scheduling problem. In other words, AVOA is stronger
than both AO and AVOA because it takes advantage of the high power of AO’s exploration
phase and the high power of AVOA’s exploitation phase. However, AO is weak in the
exploitation phase and AVOA is weak in the exploration phase. Additionally, the HHO
algorithm is weaker than the AO, AVOA, and AO_AVOA algorithms, and this is related
to the HHO structure, due to the fact that HHO cannot obtain the best solutions like AO,
AVOA, and AO_AVOA due to its structure. The PSO and FA algorithms are much weaker
than the AO, AVOA, HHO, and AO_AVOA algorithms due to their structure.
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For both datasets with 500, 1000, 1500, and 2000 tasks, the diagram of the difference in
makespan time value of the AO_AVOA with AO, AVOA, PSO, HHO, and FA methods is
shown in Figure 3. The difference value of makespan time is obtained using Equation (33):

di f f erence value o f makespan time = makespan_timeAO_AVOA −makespan_timei (33)
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In which makespan_timeAO_AVOA represents the makespan time of AO_AVOA and
makespan_timei represents the makespan time of each of the other algorithms. According
to Figure 3, AO_AVOA has a large difference with PSO, and it has the least difference
with AO. The performance strength of AO is higher than the AVOA, PSO, HHO, and FA
algorithms; AVOA is stronger than PSO, HHO and FA; and HHO is stronger than FA and
PSO. PSO has the worst performance. The main reason for the difference in the outputs
of the algorithms is the difference in their structure. Figure 4 shows the throughput time
results of the AO, AVOA, PSO, HHO, FA, and AO_AVOA algorithms for two datasets with
500, 1000, 1500, and 2000 tasks. According to Figure 4, AO_AVOA has lower throughput
time than AO, AVOA, PSO, HHO, and FA. This means that the relevant tasks have been
completed by AO_AVOA in less time.

Processes 2023, 11, x FOR PEER REVIEW 15 of 19 

 

 

 
(a) (b) 

Figure 3. Diagram of the difference in makespan time for AO_AVOA with AO, AVOA, PSO, HHO, 
and FA for both datasets. (a) NASA iPSC dataset. (b) HPC2N dataset. 

In which makespan_time _  represents the makespan time of AO_AVOA and makespan_time  represents the makespan time of each of the other algorithms. According 
to Figure 3, AO_AVOA has a large difference with PSO, and it has the least difference with 
AO. The performance strength of AO is higher than the AVOA, PSO, HHO, and FA algo-
rithms; AVOA is stronger than PSO, HHO and FA; and HHO is stronger than FA and PSO. 
PSO has the worst performance. The main reason for the difference in the outputs of the 
algorithms is the difference in their structure. Figure 4 shows the throughput time results 
of the AO, AVOA, PSO, HHO, FA, and AO_AVOA algorithms for two datasets with 500, 
1000, 1500, and 2000 tasks. According to Figure 4, AO_AVOA has lower throughput time 
than AO, AVOA, PSO, HHO, and FA. This means that the relevant tasks have been com-
pleted by AO_AVOA in less time . 

 
(a) (b) 

Figure 4. Diagram of the throughput for AO_AVOA, AO, AVOA, PSO, HHO, and FA for both da-
tasets. (a) NASA iPSC dataset. (b) HPC2N dataset. 

Figure 5 shows the diagram of PIR (%) of the makespan time for the datasets. Ac-
cording to Figure 5, AO has a lower PIR (%) than AVOA, PSO, HHO, and FA. AO executes 
the set of tasks in less time than the AVOA, FA, PSO, and HHO algorithms. As it is made 
clear from Figure 5, AO_AVOA has the least difference compared to AO and the biggest 
difference compared to PSO. 

Figure 4. Diagram of the throughput for AO_AVOA, AO, AVOA, PSO, HHO, and FA for both
datasets. (a) NASA iPSC dataset. (b) HPC2N dataset.

Figure 5 shows the diagram of PIR (%) of the makespan time for the datasets. Accord-
ing to Figure 5, AO has a lower PIR (%) than AVOA, PSO, HHO, and FA. AO executes
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the set of tasks in less time than the AVOA, FA, PSO, and HHO algorithms. As it is made
clear from Figure 5, AO_AVOA has the least difference compared to AO and the biggest
difference compared to PSO.
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7. Conclusions

In this paper, the problem of task scheduling in the fog-cloud environment for the
implementation of IoT task requests was considered as an optimization problem consid-
ering more QoS requirements. The combination of the AVOA and AO algorithms was
used to solve the task scheduling problem in the fog-cloud environment, which is called
AO_AVOA. The AO_AVOA was used to improve the AVOA exploration process, and
the exploration phase of the AO algorithm was combined with the exploitation phase of
AVOA. The minimization of the makespan time function was used to evaluate the opti-
mizer algorithm to optimize the scheduling problem and find the best virtual machines
in the fog-cloud environment. AO_AVOA was applied to two datasets using the metrics
of makespan time, fitness function value, PIR, and throughput time. Then, AO_AVOA
was compared with the HHO, FA, PSO, AVOA, and AO algorithms, and it was proved
that AVOA performs better than the mentioned algorithms in terms of relevant evaluation
metrics. Compared to the AO, AVOA, PSO, HHO, and FA algorithms, AO_AVOA improves
the makespan time by 8.36%, 2.61%, 104.38%, 17.56%, and 94.05%, respectively, for both
datasets. In the future, it will be attempted to combine deep learning methods with AVOA
to solve the task scheduling problem and examine more datasets, or AO_AVOA used as
multi-objective.
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