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ABSTRACT

Learning-to-optimize is an emerging framework that
leverages training data to speed up the solution of certain
optimization problems. One such approach is based on the
classical mirror descent algorithm, where the mirror map is
modelled using input-convex neural networks. In this work,
we extend this functional parameterization approach by intro-
ducing momentum into the iterations, based on the classical
accelerated mirror descent. Our approach combines short-
time accelerated convergence with stable long-time behavior.
We empirically demonstrate additional robustness with re-
spect to multiple parameters on denoising and deconvolution
experiments.

Index Terms— Mirror descent, accelerated optimization,
learning-to-optimize, input-convex neural networks

1. INTRODUCTION

Learning-to-optimize is a general framework of methods that
seek to minimize some objective functions quickly (in as few
iterations as possible). This has been proposed in various
settings such as unsupervised learning or using primal-dual
methods, with applications such as imaging inverse problems
and neural network training [1, 2, 3]. A recent work focuses
on introducing a learned functional parameterization into the
classical mirror descent (MD) algorithm, obtaining faster con-
vergence rates with approximate convergence guarantees [4].

In this work, we propose a learned convex optimization
approach based on the classical accelerated mirror descent
(AMD) scheme. Our aim is to minimize a family of convex
functions f in some function class F of qualitatively similar
problems, such as variational image denoising. In this work,
we will study and demonstrate convergence and robustness
of our proposed learned scheme, and compare it to existing
learned and classical optimization methods. Section 2 out-
lines the AMD scheme, and section 3 contains various exper-
imental results on the robustness of our proposed method.

1.1. Mirror Descent

Mirror descent is a generalization of gradient descent (GD),
first introduced by Nemirovsky and Yudin [5]. By exploiting
the geometry of the cost function, MD achieves competitive
convergence rate bounds for certain problems, including on-
line learning and tomographic reconstruction [6, 7]. We first
outline the method as presented by Beck and Teboulle [8].

Let Ψ be a convex function on a closed convex set
X ⊆ Rn. Let (Rn)∗ denote the corresponding dual space
of Rn. We denote by R̄ = R ∪ {+∞} the extended real
line. Recall that the convex conjugate (or Fenchel con-
jugate) of Ψ, denoted Ψ∗ : (Rn)∗ → R̄, is given by
Ψ∗(y) = supx∈X (⟨y, x⟩ − f(x)). Ψ induces a Bregman
divergence BΨ : X × X → R̄, defined as:

BΨ(x, y) = Ψ(x)−Ψ(y)− ⟨∇Ψ(y), x− y⟩.

Definition 1 (Mirror potential) We say Ψ : X → R is
a mirror potential if it is continuously differentiable and
strongly convex. We call the gradient ∇Ψ : X → (Rn)∗ a
mirror map.

If Ψ is a mirror potential, then the convex conjugate Ψ∗ is
everywhere differentiable, and moreover satisfies ∇Ψ∗ =
(∇Ψ)−1 [8, 9]. The standard MD update rule for minimizing
convex f with initialization x0 ∈ X is as follows [8]:

yk = ∇Ψ(xk)− tk∇f(xk), xk+1 = ∇Ψ∗(yk). (1)

For convex Lipschitz f , MD is able to attain O(1/
√
k) con-

vergence rate. Similarly to GD, algorithmic extensions such
as stochasticity, ergodicity or acceleration are available for
MD [10, 11, 12, 13]. MD can be additionally be interpreted as
natural GD, with a Riemannian metric induced by the mirror
map [14, 15]. While the inclusion of the mirror map makes
this method more flexible than GD, current applications are
limited by the requirement of a hand-crafted mirror map. For
efficient computation, such a mirror map is further restricted
by the requirement of a closed-form convex conjugate, which
is generally unavailable.



1.2. Learned MD

One way to make the MD algorithm learnable and alleviate
the requirement of a hand-crafted mirror map is to replace
∇Ψ and ∇Ψ∗ with learnable maps ∇Mθ and ∇M∗

ϑ . The
learned mirror potential Mθ is parameterized as an input-
convex neural network (ICNN) to enforce convexity [16].
While a closed-form convex conjugate is generally unavail-
able for an ICNN Mθ, this method learns another function
M∗

ϑ to approximate the convex conjugate.
To maintain a MD structure for this scheme, the learned

mirror maps are enforced to be close inverses of each other,
∇M∗

ϑ ◦ ∇Mθ ≈ I . We will refer to the distance between
∇M∗

ϑ ◦ ∇Mθ and the identity I as the forward-backward er-
ror. Using such a parameterization results in the learned MD
(LMD) method with step-sizes (tk)k≥0 detailed in [4]:

x̃k+1 = ∇M∗
ϑ(∇Mθ(x̃k)− tk∇f(x̃k)). (2)

The goal of LMD is to accelerate convergence on a class of
functions, typically with qualitatively similar attributes, such
as image denoising or inpainting. LMD has been shown to
outperform methods such as GD and Adam for various con-
vex problem classes. Formally, fix a function class F consist-
ing of convex functions f : X → R, where X ⊆ Rd. The
goal is to minimize functions in this class f ∈ F quickly on
average via LMD, with initializations x̃0 = x distributed pos-
sibly depending on f . For training, one possible loss function
is to minimize the function values up to the N -th iteration for
some fixed N , while also penalizing the distance of the mir-
ror maps from being inverses of each other. This enforces the
resulting LMD method to optimize quickly on the function
class, and stay close to a proper MD method for convergence
guarantees. This can be expressed as a minimization problem
over the mirror potential parameters θ, ϑ:

min
θ,ϑ

Ef,x

[
N∑

k=1

rkf(x̃k) + sk∥(∇M∗
ϑ ◦ ∇Mθ − I)(x̃k)∥

]
.

(3)

2. ACCELERATED MD

The faster convergence rates of the Nesterov accelerated GD
method can be extended to MD [17]. This can be done by
considering the dynamics of certain ODEs corresponding to
MD and Nesterov accelerated methods, and combining them
in a suitable manner to derive an accelerated MD ODE [5,
10, 18]. Discretizing the resulting ODE and applying a small
modification results in a family of accelerated MD (AMD)
methods, which we summarize in the following section.

Let X ⊆ Rn be a closed convex set, and f : X → R̄
be a proper C1 convex function. Suppose further that ∇f is
Lf -Lipschitz (w.r.t. a norm ∥ · ∥), and let f∗ be the minimum
of f on X . Assume that Ψ∗ is LΨ∗ -smooth with respect to
∥ · ∥∗, the dual norm of ∥ · ∥ on the dual space. Let R be a

regularization function such that there exists 0 < ℓR ≤ LR

such that for all x, x′ ∈ X , ℓR
2 ∥x − x′∥2 ≤ R(x, x′) ≤

LR

2 ∥x − x′∥2. The resulting AMD algorithm with initializa-
tion x̃(0) = x0, z̃

(0) = ∇Ψ∗(x0) is as follows:

λk =
r

r + k
, (4a)

x(k+1) = λkz̃
(k) + (1− λk)x̃

(k), (4b)

z̃(k+1) = ∇Ψ∗(∇Ψ(z̃(k+1))− kt

r
∇f(x(k+1))), (4c)

x̃(k+1) = argmin
x̃∈X

γt⟨∇f(x(k+1)), x̃⟩+R(x̃, x(k+1)).

(4d)

2.1. Learned AMD

We propose to make the AMD method learnable by replac-
ing the mirror maps ∇Ψ and ∇Ψ∗ with learned mirror maps
∇Mθ and ∇M∗

ϑ , respectively, as explained in Section 1.2.
We additionally learn the step-sizes tk for the first N = 10
iterations, similar to the adaptive LMD training in [4]. For
simplicity, we fix r = 3 and γ = 1. We take the regularizer
R(x, x′) = 1

2∥x − x′∥22, turning (4d) into a GD step. The
resulting learned iterates are as in Algorithm 1.

Algorithm 1: Learned AMD (LAMD)

Data: Mirror potential Ψ, step-sizes (tk)Nk=1 > 0,
parameter r ≥ 3

Initialize x̃(0) = x0, z̃
(0) = x0.

for 1 ≤ k ≤ N do
λk = r

r+k .
x(k+1) = λkz̃

(k) + (1− λk)x̃
(k)

z̃(k+1) = ∇M∗
ϑ(∇Mθ(z̃

(k+1))− ktk
r ∇f(x(k+1)))

x̃(k+1) = x(k+1) − γtk∇f(x(k+1))

end

2.2. Training procedure

The first function class that we train on is for TV denois-
ing of noisy ellipse phantoms in X-ray CT [19, 20]. The
ellipse phantoms dataset was generated using the Deep In-
version Validation Library (DIVal) [21]. A sinogram is first
created from an ellipse phantom of size 1282 by first applying
bilinear upsampling to 4002 to avoid inverse crime [22], then
applying a parallel-beam ray transform with 30 angles and
183 measurements per angle, and finally adding 10% Gaus-
sian noise to the sinogram. A noisy phantom is created by
taking the filtered back-projection (FBP) of this sinogram and
downsampling it to 1282. Denoting the noisy phantom thus
generated by y, the resulting function class of TV-regularized
variational losses is:

F =
{
f(x) = ∥x− y∥22 + λ∥∇x∥1

}
, (5)



where λ is a regularization parameter, the gradient is taken
pixel-wise, and the norms are taken over the image space.
This setup allows us to train on realistic noise artifacts with-
out introducing an expensive forward operator into training.
We chose λ = 0.15 by visually comparing the TV-based re-
constructions after running GD for 1000 iterations. The ini-
tializations were chosen to be the noisy phantoms x0 = y.

For an initialization x0, let (x(k))Nk=1 be the iterates gener-
ated by LAMD Algorithm 1. The loss function that we wish
to minimize for training will be of the form (3) trained for
N = 10 iterations, to minimize the function values at the iter-
ates f(x(k)), as well as to promote good mirror map inversion
around the iterates and the ground-truths.

3. ROBUSTNESS STUDY OF LAMD

When using LMD or LAMD as a potential alternative for op-
timizing convex functions, the method should converge af-
ter running for many iterations. In the following section, we
investigate the convergence behavior of the learned methods
with different step-sizes, and generality with respect to the
objective function class.

3.1. Extension of learned step-sizes

We first extend the LMD and LAMD iterations past the
learned N = 10 iterations and investigate the long-time be-
havior of the iterations. This extension is done by continuing
the corresponding MD update steps with the same learned
mirror maps Mθ,M

∗
ϑ , and by extending the step-sizes tk us-

ing various methods. The extension methods used are based
on the learned step-sizes t1, ..., t10. In particular, we use the
maximum, mean, and minimum of the learned step-sizes, the
final learned step-size tk = t10, and a “reciprocal” step-size.
The reciprocal step-size is tk = c/k, which was observed to
be close to the learned step-sizes. Here, c was taken to fit the
first N = 10 iterations, i.e. c = 1

N

∑N
k=1 ktk.

We observe in Figure 1 that the non-accelerated LMD
method suffers from instability when taking small step-size
extensions, and poor performance for large step-size exten-
sions. While approximate convergence guarantees are avail-
able in this setting, a necessary condition is that the forward-
backward error is uniformly bounded on the iterates, which is
enforced for the trained iterates. However, this condition is vi-
olated when going past the trained number of iterates, as there
is no guarantee that the forward-backward error stays low. In
contrast, LAMD does well when taking small step-size exten-
sions, as shown by the reciprocal extensions attaining roughly
O(1/k) convergence rate. For the reciprocal extension, the
iterates appear to continue decreasing the loss long after the
learned number of iterations, making this a clear choice of
step-size for further experiments.
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Fig. 1: Plot of f(x(k))−f∗ with various step-size extensions,
where f∗ = min f . Extending step-sizes past the 10 learned
iterations with the choice tk = c/k gives the best conver-
gence. The minimum learned step-size here is the final one.

3.2. Domain transfer

We propose to transfer the LMD and LAMD methods away
from denoising ellipse phantoms, introducing various struc-
tural changes to the objective function class. In particular,
we will consider changing the ray transform, using a different
phantom dataset, and using a convolution forward operator.

Changing the ray transform changes the noise distribution
on the phantoms, introducing different artifacts. In particular,
the parallel-beam ray transform in the noisy phantom genera-
tion is changed to a cone-beam ray transform with 60 angles
and 400 measurements per angle. The parallel- and cone-
beam transform experiments were also run on the LoDoPaB
dataset, a benchmark for low dose CT reconstruction [23].

With the reciprocal step-sizes tk = c/k, Figures 2a and 2b
demonstrate that LMD continues to have good convergence
for the earlier iterations, while still showing divergence as the
iterations progress. LAMD continues to have roughly O(1/k)
convergence rate in the later iterations, while still outperform-
ing GD and the Nesterov accelerated scheme for the earlier
iterations. We note that in Figure 2b, LMD appears to diverge
later for the LoDoPaB dataset than with the ellipses dataset.

We also experiment with changing the forward opera-
tor. For the denoising experiments, the forward operator was
taken to be the identity. Let A be a Gaussian convolution
kernel with kernel size of 7px and standard deviation of 3px.
We generate blurred phantoms y by applying the convolution
A and adding 10% additive Gaussian noise. By changing the
forward operator to the convolution A, we obtain a new func-
tion class corresponding to a deconvolution inverse problem:

Fconv =
{
∥Ax− y∥2 + λ∥∇x∥1 : blurred phantoms y

}
.
(6)

Figure 3 demonstrates the effect of applying LMD and
LAMD with reciprocal step-sizes to the deconvolution func-
tion class, with mirror maps trained on either deconvolution
or denoising problems. We see that LMD trained on decon-
volution and denoising have very similar behavior. Moreover,
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(a) Ellipses dataset.
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(b) LoDoPaB dataset.
Fig. 2: Plot of f(x(k)) − f∗ with various reciprocal step-sizes and cone beam transform. LMD and LAMD both generalize to
denoising LoDoPaB phantoms, with LAMD achieving better convergence up to 103 iterations.
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Fig. 3: Plot of f(x(k)) − f∗ for deconvolution problem with
various step-sizes, optimized using LMD/LAMD learned on
deconvolution and on denoising. The similar performance
of LMD and LAMD suggests a general learned mirror map
which can be transferred across similar forward operators.

for LAMD, the optimizer trained on denoising performs only
marginally worse than that trained on deconvolution for the
three choices of c shown. This suggests generality of the
mirror map, as applying the LAMD method trained on de-
noising to a different problem class still results in a stable and
convergent method.

3.3. Effect of momentum on training

In this subsection, we investigate the difference between the
mirror maps of the LMD and LAMD approaches. As the iter-
ates are computed in a different manner, the training dynamics
will also be different. Intuitively, we would expect the trained
mirror maps to fit the geometry of the problem class.

We empirically compare the mirror maps by transferring
the learned mirror maps between the LMD and LAMD meth-
ods. By transferring the mirror map learned using LMD to
the LAMD scheme, or equivalently adding momentum to the
LMD, we get the “LAMD Transfer” scheme. Transferring
the maps learned using LAMD to the LMD scheme yields the
“LMD Transfer” scheme. In Figure 4, we observe that adding
acceleration to the LMD method still results in reasonable
convergence rates, albeit worse than the LAMD method. If
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Fig. 4: Plot of f(x(k)) − f∗ for LMD and LAMD for de-
noising with swapped mirror maps. Adding momentum and
using the mirror map of LMD (yellow) gives long-term sta-
bility. Training with LAMD also adds stability to the mirror
maps when applied without momentum (purple).

momentum is removed from the LAMD method, the resulting
iteration again performs worse than the trained LMD. How-
ever, the map trained using LAMD is more stable, diverging
after some later iterations. This suggests that using momen-
tum in the training process encourages the resulting mirror
maps to be more stable, even with different training dynam-
ics. Moreover, including momentum in the testing phase is a
simple but effective method for adding stability to the iterates.

4. CONCLUSIONS

In this work, we propose Learned Accelerated Mirror De-
scent, which outperforms methods such as GD and Nesterov
accelerated GD [4]. The LAMD scheme empirically results
in stable extensions to further step-sizes, as well as more con-
sistent mirror maps. The experiments also suggest that mirror
maps trained on certain forward operators generalize to simi-
lar forward operators, such as from the identity to a convolu-
tion operator. A future avenue of research would be to extend
convergence results for AMD to the approximate case where
the inverse mirror map is not known exactly, or investigate
robustness with respect to the momentum parameter.
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