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Abstract

This thesis studies the impact of assimilating temperature and humidity profiles from
ground-based lidar systems and demonstrates its value for future short-range forecast.
Thermodynamic profile obtained from the temperature Raman lidar and the water-vapour
differential absorption lidar of the University of Hohenheim during the High Definition of
Clouds and Precipitation for advancing Climate Prediction (HD(CP)2) project Observation
Prototype Experiment (HOPE) are assimilated into the Weather Research and Forecasting
model Data Assimilation (WRFDA) system by means of a new forward operator. The im-
pact study assimilating the high-resolution thermodynamic lidar data was conducted us-
ing variational and ensemble-based data assimilation methods. The first part of the thesis
describes the development of the thermodynamic lidar operator and its implementation
through a deterministic DA impact study. The operator facilitates the direct assimilation
of water vapour mixing ratio (WVMR), a prognostic variable in the WRF model, without
conversion to relative humidity. Undesirable cross sensitivities to temperature are avoided
here so that the complete information content of the observation with respect to the wa-
ter vapour is provided. The assimilation experiments were performed with the three-
dimensional variational (3DVAR) DA system with a rapid update cycle (RUC) with hourly
frequency over ten hours. The DA experiments with the new operator outperformed the
previously used relative humidity operator, and the overall humidity and temperature
analyses improved. The simultaneous assimilation of temperature and WVMR resulted
in a degradation of the temperature analysis compared to the improvement observed in
the sole temperature assimilation experiment. The static background error covariance ma-
trix (B) in the 3DVAR was identified as the reason behind this behaviour. The correlation
between the temperature and WVMR variables in the background error covariance matrix
of the 3DVAR, which is static and not flow-dependent, limited the improvement in temper-
ature. The second part of the thesis provides a solution for overcoming the static B matrix
issue. A hybrid, ensemble-based approach was applied using the Ensemble Transform
Kalman Filter (ETKF) and the 3DVAR to add flow dependency to the B matrix. The hybrid
experiment resulted in a 50% lower temperature and water vapour root mean square error
(RMSE) than the 3DVAR experiment. Comparisons against independent radiosonde obser-
vations showed a reduction of RMSE by 26% for water vapour and 38% for temperature.
The planetary boundary layer (PBL) height of the analyses also showed an improvement
compared to the available ceilometer. The impact of assimilating a single lidar vertical
profile spreads over a 100 km radius, which is promising for future assimilation of wa-
ter vapour and temperature data from operational lidar networks for short-range weather
forecasting. A forecast improvement was observed for 7 hours lead time compared with
the ceilometer derived planetary boundary layer height observations and 4 hours with
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Global Navigation Satellite System (GNSS) derived integrated water vapour observations.
With the help of sophisticated DA systems and a robust network of lidar systems, the thesis
throws light on the future of short-range operational forecasting.
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Zusammenfassung

Die Einfluss der Integration von Temperatur- und Feuchtigkeitsprofilen aus bodengestützten
aktiven Lidar-Systemen wird untersucht und ihr Nutzen für künftige Kurzstreckenvorher-
sagen wird demonstriert. Thermodynamische Profile, die mit dem Temperatur-Raman-
Lidar und dem Wasserdampf-DIAL der Universität Hohenheim während des „Observa-
tion Prototype Experiment“ (HOPE), das Teil des Projekts „High Definition of Clouds and
Precipitation for advancing Climate Prediction“ (HD(CP)2) war, gewonnen wurden, wer-
den mit Hilfe eines neuen Vorwärtsoperators in das Datenasimilations-System (DA) des
Wetterforschungs- und -vorhersagemodells (WRF) Modells assimiliert. Die Untersuchun-
gen zum Einfluss der Assimilation der hochauflösenden thermodynamischen Lidar-Daten
wurden dabei mit Variations- und Ensemble-basierten Datenassimilationsmethoden durchge-
führt.

Der erste Teil des Arbeit beschreibt die Entwicklung des Lidar-Operators und seine Im-
plementierung mit Hilfe einer deterministischen Datenassimilationsstudie. Der Operator
ermöglicht die direkte Assimilation des Wasserdampf-Mischungsverhältnisses (WVMR),
einer prognostischen Variable im WRF-Modell, ohne Umrechnung in relative Feuchte. Uner-
wünschte Querempfindlichkeiten zur Temperatur werden hierbei vermieden, und der voll-
ständige Informationsgehalt der Beobachtung in Bezug auf den Wasserdampf wird genutzt.
Das Assimilations-Experiment wurde mit einer 3-dimensionalen Variationsdatenassimila-
tion (3DVAR) durchgeführt, wobei über einen Zeitraum von zehn Stunden jede Stunde
eine 3DVAR durchgeführt wurde. Die DA-Experimente mit dem neuen Operator verbesserten
die Ergebnisse gegenüber dem zuvor verwendeten Operator für die relative Luftfeuchtigkeit,
und die Wasserdampf- und Temperaturanalysen wurden insgesamt optimiert. Die gle-
ichzeitige Assimilation von Temperatur und WVMR führte dabei zu einer geringfügigen
Verschlechterung des Temperaturfeldes in der Analyse, während eine Verbesserung des
Temperaturfeldes beobachtet wurde, wenn die Temperatur allein assimiliert wurde. Die
statische Hintergrundfehler-Kovarianzmatrix (B) in der 3DVAR wurde als Grund für dieses
Verhalten identifiziert. Die Korrelation zwischen den Temperatur- und den WVMR-Variablen
in der statischen und nicht-strömungsbedingten Hintergrundfehler-Kovarianzmatrix der
3DVAR begrenzte die Verbesserung im Hinblick auf die Temperatur.

Der zweite Teil der Arbeit zeigt eine Lösung zur Überwindung des Problems der statis-
chen B-Matrix auf. Es wurde ein hybrider Ansatz angewandt, der den Ensemble Transform
Kalman Filter (ETKF) zusammen mit der 3DVAR verwendet, um der Hintergrundfehler-
Kovarianzmatrix eine Strömungsabhängigkeit hinzuzufügen. Das Hybridexperiment führte,
im Vergleich zum 3DVAR, zu einem 50% niedrigeren mittleren quadratischen Fehler (RMSE)
für die Temperatur und Wasserdampf. Vergleiche mit unabhängigen Radiosondenbeobach-
tungen zeigten eine Verringerung des RMSE um 26% für Wasserdampf und 38% für die
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Temperatur. Vergleiche mit Ceilometern, die während HOPE zur Verfügung standen, zeigten,
dass die prognostizierte Höhe der planetarischen Grenzschicht (PBL) deutlich näher an den
Beobachtungen war. Der Einflussbereich der Assimilation eines einzelnen Lidar-Vertikalprofils
erstreckte sich über einen Radius von 100 km, was für die Assimilation von Wasserdampf-
und Temperaturdaten aus operationellen Lidar-Netzwerken für die kurzfristige Vorher-
sage vielversprechend ist. Eine Verbesserung der Vorhersage bezüglich der Entwicklung
der planetarischen Grenzschicht konnte in den ersten 7 Stunden nach der letzten 3DVAR
erreicht werden. Ein Vergleich mit vom Globalen Navigationssatellitensystem (GNSS)
abgeleiteten Beobachtungen des integrierten Wasserdampfs ergab eine Verbesserung der
Vorhersage während der ersten 4 Stunden nach dem letzten 3DVAR. Mit Hilfe von hochen-
twickelten DA-Systemen und einem robusten Netzwerk von Lidar-Systemen wirft die Ar-
beit ein Licht auf die Verbesserung der Zukunft der operativen Vorhersage im Nahbereich.



vii

Dedicated to Achan, Amma, Maheshetan and Avinash.





ix

Contents

Abstract iii

Zusammenfassung v

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Objectives of the PhD thesis . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Data Assimilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1 Variational Data Assimilation: 3DVar and 4DVar . . . . . . . . . . . . 10
1.2.2 Ensemble-based Data Assimilation . . . . . . . . . . . . . . . . . . . . 13
1.2.3 Hybrid Data Assimilation . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3 Lidar systems: Differential absorption lidar and Temperature Raman lidar . 19
1.4 The Forward Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Assimilation of Lidar Water Vapour Mixing Ratio and Temperature Profiles into
a Convection-Permitting Model 25
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Impact of Assimilating Lidar Water Vapour and Temperature Profiles with a Hy-
brid Ensemble Transform Kalman Filter – Three-Dimensional Variational Analy-
sis on the Convection Permitting Scale 57
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 A Network of Water Vapor Raman Lidars for improving Heavy Precipitation Fore-
casting in Southern France: Introducing the WaLiNeAs initiative 85
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5 Summary and Outlook 109

Bibliography 115





1

Chapter 1

Introduction

1.1 Motivation

The charm of weather prediction is the ability to deduce the future state of the atmosphere
from the current weather conditions. A brilliant idea was proposed at the turn of the nine-
teenth century by two of the greatest meteorologists in history, Cleveland Abbe (Abbe,
1901) and Vilhelm Bjerknes (Bjerknes et al., 2009). The revolutionary idea was to predict
the state of the atmosphere with current weather conditions based on the laws of physics,
assuming weather as an initial value problem. With a lack of computational resources as
well as sparse and irregular observations during their times, this idea could not gain much
acceptance among the scientific community, but now it is a reality. Currently, weather pre-
diction is performed daily at major operational forecasting centres worldwide.

Although weather forecasts have been predominantly used in the risk and emergency
management sector, they are also used in other areas. Many commercial sectors rely on
timely weather reports for efficient performance and planning, such as agriculture, en-
ergy, transportation, logistics, and utilities. Mitigation and prevention of economic loss
are benefits of a good weather forecast. Although the effort to increase the capabilities in
numerical weather prediction (NWP) research is higher, it is often substantially lower than
the resultant effects due to not having a profound knowledge of the same.

The prerequisite of an advanced weather forecast is observations. The quality of the
forecast depends on the quality of observations and how well we treat them. Since we al-
ready understood that the weather prediction problem is an initial value problem, we need
to get the current observations of the atmosphere, land, and oceans. The estimation of the
initial conditions from a set of observations is done by a process called Data Assimilation
(DA). DA can be explained as a mathematical process used to determine the most optimal
initial state of an NWP model with the help of observations and short-range forecasts from
the model. DA is usually done in a sequential mode where a previous model forecast is
compared with a new set of observations and then updating the model. A new forecast
is initiated from the updated model state, which we call the analysis. This process contin-
ues until the forecast skill improves. Hence DA provides an analysis of the initial state of
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the land-atmosphere (L-A) system by merging the output of a previous forecast with all
relevant observations.

Since the 1950s, with the advancements in scientific and technical infrastructure, nu-
merical weather systems have been developed with increasing complexities (Lynch, 2008).
The quality of the forecasts has constantly been improving, even for a forecast beyond two
weeks (Bauer et al., 2015; Buizza and Leutbecher, 2015; Straaten et al., 2020). This excel-
lence can be attributed to higher accuracy in the initial conditions of the model with the
help of sophisticated DA techniques and a better representation of physical and dynami-
cal processes by the model. If any of the above factors are impaired, the weather forecast
skill becomes detrimental. The weather predictability limit of the most advanced NWP
model at the European Centre for Medium-Range Weather Forecasts (ECMWF) is up to
around ten days (Zhang et al., 2019). The predictability limit was seven days 30 years ago
(Simmons and Hollingsworth, 2002; Bauer et al., 2015).

Initial conditions can result in the rapid growth of forecast error, leading to a level
beyond which the forecast skill is not valid (Vannitsem, 2017). Degradation of the fore-
cast skill can also result from the errors in boundary conditions (Collins and Allen, 2002;
Nicolis, 2007). Model errors include errors arising from a poor representation of the sub-
grid physical and dynamical processes (Lorenz, 1982; Nicolis et al., 2009). The numerical
scheme inaccuracies associated with the model also belong to model errors. All these fac-
tors induce errors that amplify rapidly in time due to the chaotic nature of the model.

An approach to improve the initial fields for NWP is by assimilating high-resolution
observations related to the model’s prognostic variables. Among these atmospheric ob-
servation fields, water vapour and temperature are some of the most critical variables de-
termining the evolution of weather systems. The vertical and horizontal distribution of
these variables is crucial for the evolution of weather on all spatial and temporal scales.
In mesoscale models, the representation of L-A interaction and convection initiation (CI)
is deficient, resulting from substantial observational gaps. These observational gaps limit
the forecast skill of the numerical weather systems considerably (Wulfmeyer et al., 2015).
CI is an important research topic in modelling since NWP models suffer from an inaccu-
rate representation of clouds and precipitation processes. The lower troposphere is the
critical region where strong gradients of moisture profiles are visible. Hence, the lower tro-
posphere should be well captured to understand CI. High-resolution, three-dimensional
moisture measurements are unavailable for many atmospheric science applications (Weck-
werth et al., 1999). High-resolution distribution of water vapour has been identified as
the limiting factor for predicting convective precipitation (Council et al., 1998; Emanuel
et al., 1995; Dabberdt et al., 1996). With advanced remote-sensing instruments, we have the
liberty to acquire temperature and water vapour observations at higher resolution, both
temporally and spatially, as required by the NWP models.
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The models can produce quality forecasts with advanced DA methodologies and suit-
able operators. The operators, either forward or inverse, should be designed in such a way
that the observations are incorporated into the model optimally. Passive remote-sensing
systems, like microwave radiometers (MWRs) and infrared (IR) spectrometers, claim to
provide vertical profiles. However, their ability to capture the fine-scale processes in the
atmosphere is limited (Wulfmeyer et al., 2015). The vertical resolution of MWRs spans from
300 to 1000 m in the lowest 2000 m above ground (Cadeddu et al., 2002; Blumberg et al.,
2015; Wulfmeyer et al., 2015) and higher than 2000m above 2000 m AGL. Wulfmeyer et al.
(2015) has shown the distribution of information content as a function of height illustrated
by the cumulative degrees of freedom profiles, which show the MWR range is higher than
2000 m above 2000 m above ground level (AGL). IR spectrometers also have limited reso-
lution of several tens of meters close to the land surface degrading to hundreds of meters
towards the atmospheric boundary layer (ABL) top (Turner and Löhnert, 2014). On the
other hand, active remote-sensing lidar instruments possess substantially higher tempo-
ral and vertical resolutions. Temperature rotational Raman lidar (TRL, e.g. Behrendt and
Reichardt, 2000; Di Girolamo et al., 2004; Arshinov et al., 2005; Radlach et al., 2008; Ham-
mann et al., 2015; Behrendt et al., 2015) provide temperature profiles, water vapour Raman
lidar (WVRL, e.g. Veselovskii et al., 2009; Leblanc et al., 2012; Sakai et al., 2019) or water
vapour differential absorption lidar (WVDIAL, e.g. Ismail and Browell, 1989; Wulfmeyer
and Bösenberg, 1998; Behrendt et al., 2009; Repasky et al., 2013; Spuler et al., 2015; Weckw-
erth et al., 2016; Späth et al., 2016) provide moisture profiles. Several Raman lidar systems
independently provide water vapour mixing ratio and temperature measurements simul-
taneously (e.g. Behrendt et al., 2002; Bhawar et al., 2011; Di Girolamo et al., 2017; Lange
et al., 2019). A few such combined water vapour and temperature Raman lidar systems
operate autonomously in an uninterrupted manner (e.g. Goldsmith et al., 1998; Turner and
Goldsmith, 1999; Reichardt et al., 2012; Dinoev et al., 2013; Newsom et al., 2013).

Only limited DA research on the assimilation of thermodynamic lidar profiles has been
conducted so far since the thermodynamic systems are few. Most of these were based
on lidar data from field campaigns or observing systems simulation experiments such as
the International H2O Project (IHOP) 2002 (Weckwerth and Parsons, 2006) in the US, the
Convection Storm Initiation Project (CSIP) (Browning et al., 2007) in the UK 2004, the Con-
vective and Orographically-induced Precipitation Study (COPS, Wulfmeyer et al., 2011)
in Germany and D-PHASE 2007 (Rotach et al., 2009) in the Alpine region, the Plains Ele-
vated Convection At Night (PECAN) 2015 in the US (Geerts et al., 2017), the Hydrological
Cycle in the Mediterranean Experiment (HYMEX) (Drobinski et al., 2014), and soon the
Water vapour Lidar Network Assimilation (WaLiNeAs) 2022 (Flamant et al., 2021). There
are several promising studies on lidar DA, of which one exciting work is the assimila-
tion of WVDIAL data into a global atmospheric model using 3DVar DA (Kamineni et al.,
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2003; Kamineni et al., 2006). The research showed improvements in hurricane track fore-
casts. During NASA’s airborne Lidar Atmospheric Sensing Experiment (LASE), within
the IHOP campaign, WVDIAL data was assimilated into the 5th generation Pennsylvania
State University-National Centre for Atmospheric Research Mesoscale Model (MM5). The
assimilation was conducted using a 4DVar (Wulfmeyer et al., 2006) which demonstrated
significant improvements in the analyses and prediction of water vapour and wind fields
and CI. Another important study was the assimilation of lower-tropospheric water vapour
fields measured by two airborne lidars into the 3DVar of the Application of Research to
Operations at MEsoscale (AROME) NWP mesoscale model during the COPS measure-
ment campaign (Bielli et al., 2012). The assimilation impact was positive; however not
significant for the 24 h precipitation. It was found positive and significant for the six-hour
precipitation, with 24 hours lasting improvement. The critical finding was that selected
case studies showed improvement by better depicting CI and more accurate positioning of
the precipitation systems. Similarly, Grzeschik et al. (2008) assimilated water-vapour data
from three ground-based WVRLs, aligned in a triangle, into the MM5 model. The data was
obtained from the Lindenberg Campaign for Assessment of Humidity and Cloud Profiling
Systems and its Impact on High-Resolution Modelling (LAUNCH, Engelbart and Haas,
2006). The DA corrected the initial water vapour field by about 1 g kg−1. It was detectable
in the forecast up to 12 h. The first assimilation of TRL data into the WRF model using the
3DVar DA system (Adam et al., 2016) showed improvements in the temperature analyses
combined with corrected PBL heights. Yoshida et al. (2020) conducted OSSEs assimilating
water vapour profiles. The Raman lidar data was assimilated into the Japan Meteorolog-
ical Agency Non-Hydrostatic Model (JMA-NHM, Saito et al., 2006) through the LETKF
DA system. A precipitation forecast was improved on the windward side of developing
precipitation events.

With the promising impacts of lidar DA research, an efficient DA system for the optimal
use of high-resolution data is necessary. For this purpose, a robust operator for the direct
assimilation of lidar data products needs to be developed. In the WRFDA system, the
water vapour mixing ratio (WVMR) or other moisture variables are assimilated with the
help of a single radiosonde relative humidity (RH) operator. It is sub-optimal because
RH is strongly sensitive to temperature. Therefore, a new forward operator for the direct
assimilation of absolute humidity, mixing ratio or specific humidity needs to be developed.
The value of these observations is independent of any cross-sensitivity to the temperature,
which is the sole criteria for optimum use of information. The operator enables the models
to acquire the complete information content of the observations. The assimilation impact
of high-resolution lidar systems is a crucial topic that needs more research and exploration.
Future operational forecasting can be revolutionary with the implementation of not only
thermodynamic lidar systems but also the retrieval of other atmospheric variables through
the active remote sensing instruments on an operational level around the world. With this
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motivation, the thesis will address specific questions about using thermodynamic lidar
profile data from a single ground-based lidar system. This thesis will study the impact
of assimilating thermodynamic profiles with advanced deterministic and probabilistic DA
methods. The objectives of the thesis are listed in the following subsection of this chapter.

1.1.1 Objectives of the PhD thesis

The thesis revolves around a central aim to study the impact of high-resolution, thermo-
dynamic lidar systems on a convection-permitting scale weather prediction model and lay
a foundation for the potential use of lidar systems for operational weather prediction. The
promising results from this thesis will be an excellent contribution to the research commu-
nity focused on the development of lidar DA techniques. The thesis is structured as a cu-
mulative thesis with two pivotal publications addressing the objectives and an application-
oriented publication.

The objectives of the thesis are addressed by two publications here. The first publication
details the development and implementation of the forward operator and the assimilation
of lidar thermodynamic profile observations into a deterministic 3DVar DA system. The
objectives of the first publication are described in chapter two and are as follows:

1. To develop a forward operator for the direct assimilation of WVMR and temperature
data and to find whether the operator provides a reasonable impact on the analyses
of the WV field.

2. To study the impact of moisture and temperature assimilation and the simultaneous
assimilation of both.

3. To study the inter-dependency of moisture and temperature in the DA system.

The second publication introduces the ensemble approach to the assimilation of lidar
thermodynamic profiles using a hybrid 3DVar-ETKF DA system and short-range forecasts.
The objectives are described in chapter three and are:

1. Does the addition of flow-dependency in the B matrix improve the analyses?

2. What is the spatial extent of the thermodynamic lidar profiles assimilation impact
from a single geographical location using an ensemble approach versus a purely de-
terministic approach?

3. Up to what time range is a forecast from a single ground-based lidar system treated
valid with respect to observations?

4. Will these results pave the way for future networks of lidar systems in operational
forecasting?
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Chapter four describes the potential application of lidar DA for a network of lidar sys-
tems in the future. Since the chapters are in the publication format, the reader is free to
read the chapters independently of the others. The following sections of this chapter give
the reader a brief, conceptual understanding of the DA methods, lidar systems and the
forward operator.
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1.2 Data Assimilation

The beauty of DA lies in its interdisciplinary nature of combining different areas of science
such as numerical methods, algebra, probability and statistics, and dynamical systems. DA
is a mathematical tool to estimate the state of the system at a point in the past, present or
future. Although DA has applications in other areas of science and economics, the most
crucial application of DA is weather prediction. In the weather prediction problem, we rely
on two sources of information: the observations and the model. DA extracts synergies be-
tween model and observations by exploiting their respective informational content. From
a statistical perspective, the definition of DA is "an approach for fusing data (observations)
with prior knowledge (e.g., mathematical representations of physical laws; model output)
to obtain an estimate of the distribution of the true state of a process (Wikle and Berliner,
2007)."

DA techniques consistently developed from the past discovering new methodologies
since the 1950s. One of the earliest DA techniques is Newtonian relaxation or nudging
(Hoke and Anthes, 1976; Lakshmivarahan and Lewis, 2013). In this technique, a relaxation
term is added to the prognostic equation that nudges the solution towards the observations
interpolated to the model grid (Kalnay, 2003). With this advancement, Bayesian strategies
took control of the solution of the DA problem, which gave a start to the variational and
ensemble-based DA methods. Variational (Var) DA works on implementing a constraint-
based cost function minimisation approach. Var DA includes three-dimensional (3-D) Var
and four-dimensional (4-D) Var. The Var provides a single, quasi-optimal analysis state as
the output based on an a priori state or the background state (or forecast from the previous
analysis state), a set of observations, and the prescribed Gaussian uncertainty statistics
for the background and observations (Bannister, 2017). The ensemble-based DA methods
are based on the ensemble Kalman filter (EnKF) that offers a priori statistics instead of a
priori state in the Var approach. The error statistics are obtained from an ensemble instead
of a prescribed source, which changes as the system evolves. A combination of the Var
and ensemble-based approaches is now being used, the hybrid DA method, exploiting the
advantages of both systems.

The three main DA strategies currently employed in the significant operational forecast
centres are: (1) variational approaches, namely Three-Dimensional VARiational (3DVar,
Courtier et al., 1998; Barker et al., 2004) DA and Four-Dimensional VARiational (4DVar,
Huang et al., 2009) DA; (2) ensemble-based approaches using several variants of the en-
semble Kalman filter (Evensen, 2003), and (3) hybrid combinations of the two approaches
mentioned above (Clayton et al., 2013; Ingleby et al., 2013). Another option that facilitates
the representation of the likely non-linearities of the weather forecasts, the particle filter,
is still too demanding and in the research state (Milan et al., 2014; Poterjoy et al., 2017;
Poterjoy et al., 2019; Potthast et al., 2019; Kawabata and Ueno, 2020).
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Many operational forecasting centres are working towards the research, development,
and service providers of weather forecasts at the regional level. The most important oper-
ational centres with their DA methodologies are:

1. ECMWF: European Center for Medium Weather Range Forecasting.
ECMWF uses a 4DVar DA system. Currently, work to implement the Object-Oriented
Prediction System (OOPS) as a new 4DVar data assimilation framework for ECMWF’s
Integrated Forecasting System (IFS) is in progress. OOPS is an international effort in-
volving significant input from ECMWF, Météo-France and the HIRLAM-ALADIN
community.

2. DWD: Deutscher Wetterdienst or the German Meteorological Service.
The DWD started to use a regional numerical weather prediction (NWP) model called
Icosahedral Nonhydrostatic Limited Area Model (ICON-LAM) in 2021, replacing the
COSMO model. A novel Ensemble VARiational (EnVAR) setup is currently evaluated
with stochastic physics perturbations implemented by DWD and compared to the
deterministic operational run of the Kilometer Scale Ensemble Data Assimilation-
Local Ensemble Transform Kalman Filter (KENDA-LETKF).

3. Météo-France or the national weather service of France.
The Météo-France Applications of Research to Operations at Mesoscale–Ensemble
Prediction System (AROME-EPS, Bouttier et al., 2012; Vié et al., 2012) applies Stochas-
tic Perturbed Parameterization Tendencies (SPPT) and physics parameter perturba-
tions in turbulence which provided promising impacts. Currently, Météo-France uses
the 3DVar for their operational forecast (Brousseau et al., 2016). Météo-France also in-
corporates a 3DEnVar DA sytem and its operational implementation is summarised
in (Montmerle et al., 2018). With the WaLiNeAs initiative, an operational 4DEnVar
DA system will be tested.

4. ACCORD: A Consortium for COnvection-scale modelling Research and Develop-
ment’ or the ACCORD consortium is a partnership of three regional consortiums.
They are: (1) the High Resolution Limited Area Model (HIRLAM) Aire Limitée Adap-
tation dynamique Développement InterNational (ALADIN) Research on Mesoscale
Operational NWP In Europe or in short the HARMONIE model; (2) the ALADIN,
and; (3) the Regional Cooperation for Limited-Area modelling in Central Europe
(RC LACE) consortia. HARMONIE, ALADIN, and RC LACE merged in the year
2020 to form the ACCORD consortium. ACCORD is used for the operational short-
range weather forecasts in Denmark, Estonia, Finland, Iceland, Ireland, Lithuania,
the Netherlands, Norway, Spain, Sweden, Algeria, Austria, Belgium, Bulgaria, Czech
Republic, Croatia, France, Hungary, Morocco, Poland, Portugal, Romania, Slovakia,
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Slovenia, Turkey and Tunisia. An Incremental 3DVar method is implemented in the
operational model.

5. JMA: Japan Meteorological Agency.
The operational mesoscale data assimilation system incorporated a 4DVar method
based on JMA’s ASUCA non-hydrostatic model. JMA has applied its own hybrid
method composed of a LETKF (Hunt et al., 2007) and 4D-Var within its operational
system since December 2019.

6. NOAA: National Oceanic and Atmospheric Administration of the USA - Incremental
hybrid 3DEnVar and non-variational cloud analysis.
The NOAA NCEP provides high-resolution CP forecasts for the USA in the US with
the 3 km CON-terminous United States-North American (CONUS-NAM, Wu et al.,
2017) and the High-Resolution Rapid Refresh (HRRR, Benjamin et al., 2016).

7. UK Met Office: National weather service of the UK.
The Met Office Global and Regional Ensemble Prediction System (MOGREPS-UK,
Tennant, 2015; Hagelin et al., 2017) applies perturbations to the analysis, which are
consistent with the initial conditions DA (Bowler et al., 2008) in a hybrid 4DVar DA
system.

The 3DVar approach assimilates data at specific analysis time-steps. The 4DVar as-
similates observations during a pre-defined DA time window with an adjoint model to
minimise a cost function. Ensemble DA systems incorporate flow dependency in the back-
ground error covariance (B) matrix estimated from the ensemble (Houtekamer and Mitchell,
1998; Bishop et al., 2001; Evensen, 2003), which is superior to a purely deterministic DA sys-
tem (Hamill and Snyder, 2000; Buehner, 2005; Wang et al., 2008a; Wang et al., 2008b; Kutty
and Wang, 2015; Kutty et al., 2018) because it represents more realistically the “error of the
day” in our chaotic weather system. The hybrid technique combines the flow-dependent
error covariance matrix with a static error covariance matrix. The main advantage of a
hybrid DA system over 3DVar is that it uses a flow-dependent ensemble covariance rather
than a static background error covariance. Also, since the analysis is based on Var, the filter
divergence is minimal. Compared to EnKF (Evensen, 2003), a smaller number of ensemble
members is required in hybrid DA (Wang et al., 2007; Zhang et al., 2013; Pan et al., 2014)
because static error covariance is also incorporated in addition to the ensemble covariance.
Through the extended control variable approach (Lorenc, 2003), the pure 3DVar cost func-
tion is adapted to include the ensemble covariance. We will describe the DA methods in
detail in the next section.
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1.2.1 Variational Data Assimilation: 3DVar and 4DVar

In order to produce the best estimate of the current state of the system and accurately pre-
dict future states variational DA approach is widely used in numerical weather prediction
combining observations with a model forecast. An iterative optimisation technique is used
to minimise a weighted nonlinear least-squares measure of the error between the model
forecast and the available observations to determine the estimate. The solution to the varia-
tional DA problem, the analysis, is the maximum a posteriori Bayesian estimate of the state
of the system. An incremental version of the variational scheme is currently implemented
in many operational centres. An approximate Gauss-Newton method derived analysis is
determined by solving a nonlinear least-squares problem in the incremental method.

Bayes theorem describes the joint probability P for the occurrence of two events. If we
consider x⃗b the background state vector and y⃗ the observation state vector,

P (⃗y) · P (x⃗b |⃗y) = P (⃗y|x⃗b) · P (x⃗b) (1.1)

where the P (⃗y) is the a priori probability density function (pdf) of the observation y⃗,
P (x⃗b |⃗y) denotes the conditional probability to determine x⃗b for a given observation y⃗,
P (⃗y|x⃗b) shows the probability of the observation y⃗ given the background x⃗b, and finally
P (x⃗b) is the a priori pdf of the background x⃗b. However, for a measured observation, we
have P (⃗y) equal to one. Hence we can rewrite the equation as:

P (x⃗b |⃗y) = P (⃗y|x⃗b) · P (x⃗b) (1.2)

For DA systems, we assume the pdfs to have Gaussian error characteristics. Under this
valuable assumption, we can write the prior pdf of the model state as,

P (x⃗) ∝ exp{−1
2
(x⃗ − x⃗b)

T B−1 (x⃗ − x⃗b)} (1.3)

where we encounter a significant term B which is the covariance of the background error.
To explain the term background error covariance we have to look into a nonlinear dynam-
ical system. Consider a nonlinear model operator M that evolves model state at t = n to
t = n + 1. This can be mathematically represented as,

x⃗|t=n+1 = Mx⃗|t=n + ϵm|t=n (1.4)

where ϵm is the model error. Although DA systems have model error, while explaining DA
methods we assume the model to be perfect thereby treating ϵm = 0. Now assuming we
have y⃗ observations at t = n, the true state of the system x⃗t can be written in terms of the
following equation.

y⃗|t=n = H (x⃗t) |t=n + ϵo|t=n (1.5)
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A new term in Eq. 1.5, H, is the nonlinear observation operator that maps the true state
into observation space. The observation error is denoted by the term ϵo. The mean of the
observation error is assumed to be zero. The observation error covariance matrix, denoted
by R, if E(.) is the expected value is given by:

R = E(ϵo · ϵoT) (1.6)

Now coming to the background error, denoted by ϵb, is related to the true state and the
background as:

x⃗b|t=n = x⃗t|t=n + ϵb|t=n (1.7)

Assuming the expected value of the background error to be zero, the background error
covariance matrix is given by:

B = E(ϵb · ϵbT) (1.8)

The B matrix is static and reflects a climatological error covariance. B can be calculated
mainly by three methods, namely, the NMC-method (Parrish and Derber, 1992), the analy-
sis ensemble-method (Fisher, 2003), and by using innovation statistics (Hollingsworth and
Lönnberg, 1986). All these methods have their own merits. The NMC-method is the most
widely used method for the generation in which climatological background error covari-
ances are estimated. This thesis uses the NMC method since it provides physically rea-
sonable results in regional model domains and is computationally less expensive than the
ensemble method. In the NMC-method, forecast difference statistics are computed, from
which the forecast error covariance is derived. The forecast error covariance is derived
from incorporating the errors applicable to that domain. However, the NMC method has
certain drawbacks. It overestimates the covariances at large scale simulations and poorly
observed regions (Berre, 2000; Fisher, 2003; Pereira and Berre, 2006).

Now having the knowledge of the covariance matrices, we come back to Eq. 1.3 to
proceed finding the probability of the observation occurring given the model state. This
can be written as,

P (⃗y|⃗x) ∝ exp{−1
2
(⃗y − Hx⃗)T R−1 (⃗y − Hx⃗)} (1.9)

Using the equations 1.3 and 1.9, and applying the Bayes’ Theorem with the assumption
that the errors in observations and background are independent we derive an expression
for the posterior pdf of the state given the observations. The relation reads,

P (x⃗|⃗y) = exp{−1
2
(x⃗ − x⃗b)

T B−1 (x⃗ − x⃗b)−
1
2
(⃗y − Hx⃗)T R−1 (⃗y − Hx⃗)} (1.10)

Maximising the value of P (x⃗|⃗y), known as the maximum a posteriori (MAP) estimate,
will give us the estimate of the analysis. From Eq. 1.10, the maximum value of P (x⃗|⃗y) is
attained when the exponential argument is close to zero. This is equivalent to determining
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the minimum variance by minimising the cost function,

J(x⃗) =
1
2
(x⃗ − x⃗b)

T B−1 (x⃗ − x⃗b) +
1
2
(⃗y − Hx⃗)T R−1 (⃗y − Hx⃗) (1.11)

The equation estimates the analysis based on the distance between the solution and the
background that is weighted by the error in the background and the distance between the
observations and the solutions weighted by the error in the observations. This is the basic
formulation of the 3DVar. If we try solving the 3DVar equation explicitly, the analysis x⃗a

is given by,
x⃗a = x⃗b + K(⃗y − H(x⃗b)) (1.12)

where K is the Kalman gain matrix given by K = BHT(HBHT + R)−1. H is the linearised
observation operator. A sequential application of the analysis and forecast steps called the
best linear unbiased estimator (BLUE, Lewis et al., 2006) is explained below for an efficient
cycling of the 3DVar DA system.

1. Analysis calculation using Eq. 1.12:

2. The analysis is forecasted to obtain the background of the next time step:

x⃗b|t=n+1 = M(x⃗a|t=n) (1.13)

The cost function Eq. 1.11 can be minimised numerically using gradient descent algo-
rithm over several iterations. The gradient of the cost function is derived with respect to
the model state as,

∇J(x⃗) = B−1(x⃗ − x⃗b)− HTR−1(⃗y − H(x⃗)) (1.14)

The 3DVar cost function in Eq. 1.11 can be rewritten in terms of the linearised observation
operator H as,

J(x⃗) =
1
2
(x⃗ − x⃗b)

T B−1 (x⃗ − x⃗b) +
1
2
(⃗y − Hx⃗)T R−1 (⃗y − Hx⃗) (1.15)

3DVar is a more effective method for large systems since it is computationally less expen-
sive than other methods like 4DVar and ensemble-based methods. Another assumption in
3DVar is that all observations are valid at one time rather than over a time window around
the assimilation time which does not take advantage of a time series measurement.

The equations of 3DVar must be extended to take into account the time dependence
of the observations. The extended method is 4DVar (Huang et al., 2009) that uses the
dynamical model to allow observations to be assimilated at the correct time. 4DVar ingests
observations at multiple times across a specified time window. The 4DVar technique aims
to minimise a four-dimensional cost function with respect to the initial model state. The



1.2. Data Assimilation 13

cost function of the 3DVar is modified to incorporate the observations along with the time
information as,

J(x⃗) =
1
2
(x⃗ − x⃗b)

T B−1 (x⃗ − x⃗b) +
1
2

N

∑
i=0

(⃗yi − Hx⃗i)
T R−1 (⃗yi − Hx⃗i) (1.16)

4DVar is a computationally expensive operation if the domain is large and observations are
ample. Also, 4DVar uses tangent linear and adjoint models (Errico, 1997) to produce the
propagation of analysis increment over the assimilation window, which requires additional
operations which are computationally more expensive compared to 3DVar.

1.2.2 Ensemble-based Data Assimilation

The atmosphere is a chaotic system whose actual state cannot be accurately determined.
Therefore it is likely that initial conditions used to initiate a forecast will contain errors.
Large deviations in the forecast can arise from small perturbations in the initial conditions.
Hence it is imperative to represent the uncertainty in the initial conditions. One approach
is to represent uncertainty in the initial conditions by considering the prior distribution of
the initial state via an "ensemble" of initial conditions. Forecasting each ensemble member
results in an ensemble of forecasts combined with observations. Ensemble DA schemes are
anchored upon this principle.

The main advantage of using flavours of ensemble Kalman filters is that it provides
estimates of the pdfs associated with the analysis. The ensembles give information on the
uncertainty of the forecast since they provide a Monte Carlo estimate of the evolution of the
pdf using the forecast model. Most beneficial background error covariance information at
each time can be determined by reducing the costly computations of the error covariance
forecast and the error covariance update. However, a reasonable estimate for this flow-
dependent background matrix is obtained when there are many ensemble members. Oth-
erwise, the flow-dependent error covariance matrix is contaminated with sampling errors.
The larger the size of the model state, the higher is the ensemble size. If fewer ensemble
members are used, the ensemble will not be statistically representative of the background
error resulting in undersampling causing filter divergence. Hybrid DA methods combine
the best of the variational and ensemble techniques. A detailed formulation of the hybrid
DA methodology is introduced in the next section, which is the principal DA methodology
used in this thesis.

1.2.3 Hybrid Data Assimilation

The Hybrid 3DVar-ETKF DA technique (Wang et al., 2008a; Wang et al., 2008b) was used
for assimilating thermodynamic lidar data in the second part of the thesis explained in the
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third chapter. The results were compared with those of the 3DVar DA system. The main
advantage of a hybrid DA system over a 3DVar (e.g. Barker et al., 2004) DA system is
using a flow-dependent ensemble covariance matrix rather than a static background error
covariance.

A brief but conceptual description of how the hybrid 3DVar cost function is applied
in the WRFDA framework and the transformation of ensemble members are given in this
section. According to Wang et al. (2008), the hybrid 3DVar cost function is defined as
follows:

J (x⃗1, a⃗) = β1J1 + β2Je + Jo (1.17)

where J (x⃗1, a⃗) is the hybrid cost function expressed as the sum of the observational com-
ponent Jo and the background components J1 (static component) and Je (ensemble com-
ponent) extended by the control variables and applied with appropriate weighting factors
β1 and β2. The hybrid cost function J (x⃗1, a⃗) is a function of x⃗1 and a⃗. x⃗1 is the analysis
increment due to the static background error covariance and a⃗ is the concatenated vector
of extended control variable for each ensemble member. The weighting factors β1 and β2

have to match the following rule:

1
β1

+
1
β2

= 1 (1.18)

The extended control variables in the WRF hybrid system are the three-dimensional
wind components U, V, W, the perturbation geopotential variable PH, the perturbation
dry mass in column MU, temperature T, and water vapour mixing ratio QVAPOUR. The
cost function in Eq. 1.17 then expands to

J (x⃗1, a⃗) = β1
1
2
(x⃗1)

T B−1 (x⃗1) + β2
1
2

N

∑
k=1

(a⃗k)
T C−1 (a⃗k) +

1
2
(
y⃗o − Hx⃗

)T
R−1 (y⃗o − Hx⃗

)
(1.19)

where x⃗ is the total analysis increment vector. y⃗o is the innovation vector where y⃗o =

y⃗ − H (x⃗b). y⃗ denotes the observations assimilated and x⃗b denotes the background state
vector. H is the nonlinear observation forward operator which maps the model grid points
to the observations. B and R are static error covariance matrices of the background and
observations, respectively. B is an almost diagonal matrix in the control variable space
whereas R is assumed to be a fully diagonal matrix since the observations are assumed
mutually independent. However, this is not the case when the observations are correlated.
Vertical and horizontal correlations can appear as the off-diagonal terms due to correlations
of observed variables. The correlation is inevitable and weaker for lidar-observed variables
but predominantly stronger in passive remote-sensing systems due to the coarser resolu-
tion compared to active remote-sensing systems. C is the covariance matrix containing the
flow dependent error covariance.
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The analysis increment (x⃗) in the hybrid cost function is the sum of increments associ-
ated with static background error covariance (x⃗1) and one with flow-dependent ensemble
covariance.

x⃗ = x⃗1 +
N

∑
k=1

(
a⃗k ◦ x⃗e

k

)
(1.20)

The second term in Eq. 1.20 contains the information of the ensemble members at each
assimilation time-steps. a⃗k is the extended control variable for each ensemble member,
where, k is denoted for the kth ensemble member. x⃗e

k is the kth ensemble perturbation nor-
malized by

√
N − 1 where N is the ensemble size, which expands to:

x⃗e
k =

x⃗k − x̄√
N − 1

(1.21)

where x̄ is the mean of N ensemble forecasts. The symbol ◦ denotes the Schur product
which operates as element by element product. The term ∑N

k=1

(
a⃗k ◦ x⃗e

k

)
is computed at ev-

ery assimilation time-step so that the flow-dependent errors are retained in the background
error covariance matrix.

The ensemble transformation for the cycling of the DA system starts with the com-
putation of perturbations of each ensemble member. Therefore, the ensemble mean and
the corresponding variance of each member are calculated. The difference between each
ensemble member and the ensemble mean is the so-called member perturbation. The en-
semble perturbations are updated by the ETKF (Bishop et al., 2001). ETKF is a type of an
ensemble square root filter (EnSRF, Tippett et al., 2003). To derive the analysis perturbation
matrix Xa, we multiply the ensemble perturbation matrix Xe (which is also the background
perturbation matrix for the DA cycle) with a matrix of weights or a transformation matrix
denoted by T which then reads:

Xa = XeT (1.22)

The weight matrix is given by:

T = rE (ρλ + I)−
1
2 ET (1.23)

where E and λ are the Eigen vectors and Eigen values of the N × N matrix (Xe)THTR−1HXe

N−1 . Xe

is the ensemble perturbation matrix formed by the horizontal concatenation of perturba-
tion vectors, x⃗e

k, where k extends from 1 to N. Here H is the linearized observation forward
operator. The factors r and ρ are scalar tunable factors which are the inflation factor r and
the fraction of the forecast-error covariance projected onto the ensemble subspace ρ. In
an adaptive inflation configuration, both the tunable factors are set to one. The inflation
factors stabilize to a nearly constant value after a series of DA cycles.
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FIGURE 1.1: Schematic diagram of the hybrid 3DVar-ETKF DA cycle. The
n forecast ensemble members from the first guess or the previous analysis
forecast cycle are the input for the subsequent cycle. The ETKF updates
prior perturbations to analysis perturbations. The analysis perturbations are
added to the updated mean to get a new set of analysis members for the next
DA cycle.
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The columns of the analysis perturbation matrix are the new set of updated ensemble
perturbations. The ensemble mean is applied as the background state x⃗b in the hybrid
3DVar cost function Eq. 1.19 to get an updated ensemble mean. The updated perturbations
from the ETKF are added to the updated mean to get the set of new analysis ensemble
members. A free forecast is performed with the new set of ensemble members until the
next assimilation time step. A flow chart for the ensemble treatment at each assimilation
cycle is given in Fig. 1.1. First of all, in the initial input of the ETKF, perturbations of the
ensemble members are produced. Then the arithmetic mean of the ensemble members is
calculated. The difference between each ensemble member and the ensemble mean gives
the corresponding member perturbation. The ETKF then updates the perturbations. The
ensemble mean is the first guess for assimilation with the Hybrid 3DVar cost function to
get the analysis, which is the new ensemble mean. The updated perturbations are added to
the analysis to produce the set of new analysis ensemble members. The analysis ensemble
members then drive free forecasts until the next assimilation step.

Like the hybrid 3DVar-ETKF, ETKF-4DVar also uses the same approach but with the
4DVar framework. ETKF-4DVar uses a cost function written as,

J(x⃗) =
1
2
(x⃗ − x⃗b)

T B̃−1 (x⃗ − x⃗b) +
1
2

N

∑
i=0

(⃗yi − Hx⃗i)
T R−1 (⃗yi − Hx⃗i) (1.24)

where all the variables are similar to that of the 4DVar cost function in Eq. 1.16 except
the background error covariance matrix B̃. Here B̃ is represented as a function of the cli-
matological background error covariance B and the background error covariance matrix
generated by the ETKF Pb given by the equation:

B̃ =
1
2

B +
1
2

Pe (1.25)

A more popular version is the ensemble variational method, the 4DEnVar illustrated in
Fairbairn et al. (2014) and Liu et al. (2008). In 4DEnVar, the temporal evolution of the back-
ground error covariance is determined using the covariances of ensemble perturbations at
discrete times. The tangent linear and adjoint model of the forecast model is avoided in the
4DEnVar. The 4DEnVar approach has been demonstrated in several studied like Buehner
et al. (2010a), Buehner et al. (2010b), Wang and Lei (2014), and Lorenc et al. (2015). The DA
system of the Canadian operational global numerical weather prediction model (Buehner
et al., 2010b), and the U.S. Navy’s operational ensemble forecasting system (Bishop and
Hodyss, 2011) uses this technique. The cost function of a 4DEnVar is written as,

J(x⃗) =
1
2
(x⃗ − x⃗b)

T (Pe)−1 (x⃗ − x⃗b) +
1
2

N

∑
i=0

(⃗yi − Hx⃗i)
T R−1 (⃗yi − Hx⃗i) (1.26)
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where again all the variables are similar to the 4DVar equation Eq. 1.16 except the B ma-
trix is replaced by the ensemble error covariance matrix Pe. A detailed explanation of the
different DA techniques is given in Goodliff et al. (2015).
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1.3 Lidar systems: Differential absorption lidar and Temperature
Raman lidar

This research study uses profile observations of temperature and moisture from two lidar
systems: temperature Raman lidar and differential absorption lidar, respectively. Both the
lidar systems were designed and developed, as well as are owned and operated by the
UHOH. Raman lidar can measure both temperature and WVMR, and DIAL can measure
moisture in the form of absolute humidity. The principles of operation of the two lidar
systems are entirely different.

The principle of operation of the DIAL depends on two laser signals: online PON and
offline POFF (Bösenberg, 1998; Wulfmeyer and Bösenberg, 1998). The PON signal’s wave-
length is tuned to a strong water vapour absorption line, resulting in a smaller backscatter
signal. The POFF signal is tuned for weak absorption. The equation below derives the
number density of the water vapour molecules using the online and offline laser pulses,

NWV(r) =
1

2 (σON(r)− σOFF(r))
d
dr

ln
(

POFF(r)− PB,OFF

PON(r)− PB,ON

)
(1.27)

where NWV is the number density of water vapour in the atmosphere, σ is the absorption
cross section, PB is the background signal, and r is the distance from lidar transmitter to the
scattering volume along the line of sight. More details of the DIAL system of the UHOH
can be found in Wagner et al. (2013) and Späth et al. (2016).

The UHOH TRL uses the rotational Raman technique (Cooney, 1972; Behrendt and
Reichardt, 2000; Behrendt et al., 2004) to measure atmospheric temperature profiles. The
method relies on temperature-dependent inelastic scattering in the atmosphere that occurs
due to the emitted UV laser pulses. The rotational Raman spectrum of air consists of the
Stokes and the anti-Stokes branches. The Stokes branch is found at wavelengths greater
than the incident radiation, while the anti-Stokes branch is at shorter wavelengths. The
UHOH TRL extracts only signals of the latter in order to avoid errors due to atmospheric
fluorescence. The temperature is determined with the ratio Q of the two background-
corrected Raman signals, RR2 and RR1. PRR2 and PRR1 are the signals for low and high
quantum number transition settings of the filter, respectively, so that

Q(r) =
PRR2(r)
PRR1(r)

(1.28)

Then the temperature profile can be derived as,

T(r) =
b

a − ln Q(r)
(1.29)
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where a and b are calibration constants. The statistical error of the temperature measure-
ments is calculated by Poisson statistics derived from the signal intensities of the photon-
counting data. The statistical error of a single standard deviation σ for a signal count num-
ber s is given by the square root of s. These error characteristics are detailed in Behrendt
and Reichardt (2000), Behrendt et al. (2015), and Wulfmeyer et al. (2016).
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1.4 The Forward Operator

The direct assimilation of WVMR was performed via a new forward operator developed
in the WRFDA system. This new forward operator enables using WVMR data directly
without converting to RH, for which temperature data is also needed. So far, the WRFDA
system ingests humidity data in the form of RH through the conventional radiosonde oper-
ator. All the vertical profile data products, namely radiosondes, ground-based microwave
radiometers, and other humidity profiling instruments, have been using the radiosonde
operator to assimilate humidity in the form of RH (Bielli et al., 2012). The sole RH op-
erator for all the moisture observations was a severe limitation of the WRFDA system.
Expressing moisture in the form of WVMR has benefits. The quantity is not affected by the
atmospheric temperature and pressure changes enabling maximum moisture information
content to be passed into the model in the area of interest and ruling out unnecessary cross
sensitivities.

The RH operator used to assimilate moisture in the WRFDA system depends on the
relationship,

RH =
m

1 + m
RW

RL

p

E(T)
[
1 + m

1+m
RW−RL

RL

] ≈ 1.607m
p

E(T)
(1.30)

where WVMR is denoted by m in units kgkg−1, T is the temperature in units of K, p is the
atmospheric pressure in units of Pa, and RW and RL are the specific gas constants of water
vapour and dry air respectively in units of Jkg−1K−1. From the final approximated form of
the Eq. 1.30, we know that RH has a strong dependency on the factors m, p, and the water
vapour saturation pressure E(T), of which E(T) depends upon the temperature parameter.
The relationship of E(T) (Bolton, 1980) is given by,

E(T) = 611.2 exp
[

17.67
(

T − 273.15
T − 29.65

)]
[Pa] (1.31)

where T is in unit K. Hence the sensitivity of temperature in Eq. 1.30 through Eq. 1.31 is
comparable to the sensitivity of WVMR m. The quantification of the sensitivity is calculated
by finding a total derivative of the RH. The total derivative is,

δRH
RH

=
δm
m

+
δp
p

−
(

17.67 · 243.5
(T − 29.65)2

)
(δT)2 (1.32)

Suppose we substitute absolute values to the Eq. 1.32. In that case, the first and third
terms will be comparable and the second term to be negligible compared to the other two
terms (Thundathil et al., 2020). Hence the value of RH depends on temperature equally
like the WVMR, which strengthens the requirement of a new operator with little influence
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of temperature on the total moisture information. Therefore, within this study, a new op-
erator was implemented in the WRFDA, which focuses on the analysis increment of the
WVMR field. Since the WVDIAL measures absolute humidity, the operator was designed
to convert absolute humidity to WVMR, which is not critically sensitive to temperature
compared to that of the RH operator.

The conversion of absolute humidity ρWV to WVMR is given by the following relation,

m =
ρWV

ρ − ρWV
≈ ρWV

p
RLT [1 + 0.607m]− ρWV

≈ ρWV
p

RLT − ρWV
≈ ρWV RLT

p
(1.33)

The approximated version of the relationship depends on the temperature, pressure and
absolute humidity. Similar to the sensitivity analysis of the RH, we do this again for the
equation as the total derivative with respect to the variables temperature, pressure and
absolute humidity. The total derivative is as follows:

δm
m

=
RLT

p
δρWV +

ρWV RL

p
δT − ρWV RLT

p2 δp ≈ RLT
p

δρWV (1.34)

in which the term ρWV RL
p δT is much less than RLT

p δρWV and the term ρWV RLT
p2 δp is still very

much less than the other two terms (Thundathil et al., 2020).
Since the WRFDA system assimilates observations from various meteorological instru-

ments, the new operator contains essential data processing steps. Initially, raw observa-
tions are converted from the instruments to the LITTLE R format. LITTLE R is an ASCII-
based file format that is an intermediate format for the WRFDA to assimilate any number
of observation types universally. The observation preprocessor (OBSPROC) of the WRFDA
package reads only observations in the LITTLE R format. The OBSPROC removes the ob-
servations that do not fit the specified temporal and spatial domain. Also, it applies several
other tasks like reordering and merging or deleting duplicate data. As a starting point in
developing an exclusive forward operator for the atmospheric products derived by lidars,
an already existing atmospheric infrared sounding retrieval (AIRSRET) or the FM-133 ob-
servation operator was used. We tested the AIRSRET operator because the operator has
temperature and WVMR fields in the model, which are the end products of lidars. The
AIRSRET operator takes in RH and temperature data and then converts to WVMR given
by the relation:

m =
RHE(T)
1.607p

(1.35)

which is a rearrangement of the Eq. 1.30. In the new operator, the WRFDA code was modi-
fied so that the WVMR data field replaces the RH field by using Eq. 1.33. The new operator
is called the thermodynamic lidar (TDLIDAR) operator since it can simultaneously ingest
both temperature and moisture.
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In near-real-time, the noise error is determined by the autocovariance function of the
high-resolution absolute humidity time series at each height (Lenschow et al. 2000 and
Wulfmeyer et al. 2016). It is routinely implemented in the IPM data processing algorithms.
The representative error is calculated complying with Taylor’s hypothesis of an air parcel.
Suppose we apply the Taylor hypothesis for the water vapour time-height cross-section
measured in a grid box of the model system. In that case, the water vapour variability
will represent this box for a time period ∆t ≈ ∆x

v where ∆x is the horizontal model grid
increment and v is the horizontal wind speed. Using the autocovariance function analysis,
it is possible to separate atmospheric variance and noise variance delivering information
about the accuracy of the measurement and the atmospheric variability. Suppose the auto-
covariance is taken at lag 0, which is equivalent to calculating the total variance of the time
series. In that case, we can take this as an estimate for the total error consisting of the noise
error variance and the representativeness error so that we can write,

δρWV(z) ≈
√

var(ρWV(t, z)) ≈
√
(δρWV,noise(z))2 + (δρWV,represent(z))2 [kgm−3] (1.36)

Around the time step of assimilation, a window of ± 10 minutes is averaged to create the
error profiles. The total observation error of moisture measurements from lidar is much
lower than that of conventional datasets. Hence a new error factor max_error_q_DIAL
was introduced in the WRFDA registry. This error factor enables the user to adjust the
error window through which the observations are ingested into the model. The filtering
process works with the equation:

merr = δm × max_error_q_DIAL (1.37)

where δm is the observation error. Suppose if the difference between the observation and
the first guess falls within the quantity merr, the observations are ingested. Thereby the
model filters off low-quality WVDIAL observations that have a considerable bias difference
between the first guess of the model. The error factor can be changed within the namelist
of WRFDA in the wrfvar 5 optional arguments. The modified version of the WRFDA can
be added to the public WRF repository for public use by the scientific community for ther-
modynamic profile observations from lidar systems or other profiling instruments.
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Chapter 2

Assimilation of Lidar Water Vapour
Mixing Ratio and Temperature
Profiles into a Convection-Permitting
Model

Paper by:

Thundathil, R., T., Schwitalla, A. Behrendt, S. K. Muppa, S. Adam, and V. Wulfmeyer,
2020: “Assimilation of Lidar Water Vapour Mixing Ratio and Temperature Profiles into
a Convection-Permitting Model”. Journal of the Meteorological Society of Japan, 98(5), 959-
986. DOI: 10.2151/jmsj.2020-049.

2.1 Overview

The first and foremost step in incorporating the high-resolution thermodynamic lidar pro-
file observations into the NWP model is to ensure no loss of information. The task of
blending the observations into the model is accomplished via a tool that can map the prog-
nostic variables of the model to the lidar data products. The mapping function is called a
forward operator. Through this forward operator, the lidar profile observations are assim-
ilated into the model, and after that, the profile impact can be studied through various DA
techniques.

In the WRF model, water vapour variables had been assimilated through the radiosonde
operator, which assimilates water vapour contents in the form of RH. All the vertical pro-
file observations from different instruments like the radiosondes, ground-based microwave
radiometers, and other humidity profiling instruments have been using the radiosonde op-
erator to assimilate humidity. Assimilation of water vapour contents in terms of RH is not
the optimal approach because it is a moisture variable strongly sensitive to temperature.

https://doi.org/10.2151/jmsj.2020-049
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WVMR is a variable that is not sensitive to temperature and only depends on the amount
or quantity of water present in the air parcel.

Direct assimilation of WVMR called for the development of a new forward operator
that had to be incorporated into the WRFDA system. This new forward operator enables
using WVMR data directly without converting to RH, for which temperature data is also
needed. The direct assimilation, in turn, avoids undesirable cross sensitivities to temper-
ature enabling maximum information of the observation with respect to the water vapour
contents in the area of interest to be propagated into the model. This chapter introduces
the theoretical development of the new forward operator called the thermodynamic lidar
(TDLIDAR) used for the study and, through the operator, the impact of thermodynamic
profile observations with the 3DVar DA system.

The performance of the TDLIDAR operator was compared with the RH operator to
quantify the improvement. Hence, the impact of assimilating the temperature and WVMR
profiles from lidar systems was analysed, comparing the impact through the TDLIDAR
operator and the RH operator. The impact experiments were conducted on a convection-
permitting horizontal resolution of 2.5 km over central Europe. A sequential DA was
adopted for the study, which comprised an hourly rapid update cycle mode for ten hours.
The case study selected for the experiment was an intensive observation period (IOP)
from the High Definition of Clouds and Precipitation for advancing Climate Prediction
(HD(CP)2) project Observation Prototype Experiment (HOPE). The IOP took place from
0900 UTC to 1800 UTC on the 24 April 2013, in Western Germany on a clear sky day with
hardly any optically thick clouds. Apart from the lidar measurements, four radiosonde
launches were performed at 9, 11, 13 and 15 UTC.
For the impact study, six experiments were performed in total.

1. NO_DA No data assimilated.

2. CONV_DA (Control run) Only conventional data1 assimilated.

3. T_DA Control run + temperature data.

4. Q_DA Control run + WVMR data.

5. RH_DA Control run + RH data.

6. QT_DA Control run + WVMR and temperature data.

Quantification of the analyses using RMSEs with respect to the assimilated lidar ob-
servations and independent radiosonde observations were performed to see the overall
impact. From the results of the five DA runs, assimilation of both temperature and WVMR

1Observations from the European Centre for Medium-Range Weather Forecasts (ECMWF)



2.1. Overview 27

lidar observations improved the thermodynamic profiles in the analyses. In the thermo-
dynamic lidar profile impact or the QT_DA analysis, the WVMR RMSE compared to WV-
DIAL observations reduced by 40% compared to the control run, whereas the RH_DA did
not show any improvement. The TDLIDAR operator showed a better impact than the RH
operator.

However, in the analysis from the simultaneous assimilation of temperature and WVMR,
the temperature did not improve compared to the improvement observed in the sole tem-
perature assimilated case. A significant dependency of WVMR and temperature variables
was observed. The reason behind this issue was identified as the influence of the static
climatological background error covariance or the so-called "B matrix" in the 3DVar DA
system. Background meteorological fields provide information in non-observed areas and
provide realistic reference states in some nonlinear observation operators in a DA system.
As observations, the background state is prone to error, which is taken into account using
the B matrix. The B matrix is derived from computing statistics on differences between
forecasts over a particular domain of interest for a month or more to mimic the forecast
errors (Bannister, 2008). In real-time operational forecasting with data assimilated from ac-
tive remote-sensing instruments like lidar systems, which provide very low observational
bias, correlation statistics derived from a set of forecast error differences might not pro-
vide the best analysis. Chapter 3 explains how this issue can be alleviated by introducing
a flow-dependent background error covariance matrix with the help of ensemble-based
DA systems. Until then, this chapter gives an insight into the TDLIDAR operator and the
thermodynamic lidar profile impact with the help of a 3DVar DA system.
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2.2 Publication

The publication titled "Assimilation of Lidar Water Vapour Mixing Ratio and Temperature
Profiles into a Convection-Permitting Model" was is an open access article under the terms
of the Creative Commons Attribution License, which permits use, distribution and repro-
duction in any medium, provided the original work is properly cited.
© The Author(s) 2020. Journal of the Meteorological Society of Japan published by the
Meteorological Society of Japan.

http://creativecommons.org/licenses/by/4.0/
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1. Introduction

The vertical and horizontal distribution of water 
vapor and temperature in the atmosphere is crucial for 
the evolution of weather on all spatial and temporal 
scales. Detailed observations are important for improv-
ing the initial fields for numerical weather prediction  
(NWP) from nowcasting to the very short-range, the 
short-range, and the medium range. However, our 

©The Author(s) 2020. This is an open access article published by the Meteorological Society of Japan under  
a Creative Commons Attribution 4.0 International (CC BY 4.0) license (https://creativecommons.org/licenses/by/4.0).
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Abstract

The impact of assimilating thermodynamic profiles measured with lidars into the Weather Research and Fore-
casting (WRF)-Noah-Multiparameterization model system on a 2.5-km convection-permitting scale was investi-
gated. We implemented a new forward operator for direct assimilation of the water vapor mixing ratio (WVMR). 
Data from two lidar systems of the University of Hohenheim were used: the water vapor differential absorption 
lidar (UHOH WVDIAL) and the temperature rotational Raman lidar (UHOH TRL). Six experiments were con-
ducted with 1-hour assimilation cycles over a 10-hour period by applying a 3DVAR rapid update cycle (RUC): 
1) no data assimilation 2) assimilation of conventional observations (control run), 3) lidar–temperature added, 4) 
lidar–moisture added with relative humidity (RH) operator, 5) same as 4) but with the WVMR operator, 6) both 
lidar–temperature and moisture profiles assimilated (impact run). The root-mean-square-error (RMSE) of the tem-
perature with respect to the lidar observations was reduced from 1.1 K in the control run to 0.4 K in the lidar–
temperature assimilation run. The RMSE of the WVMR with respect to the lidar observations was reduced from 0.87 
g kg−1 in the control run to 0.53 g kg−1 in the lidar–moisture assimilation run with the WVMR operator, while no 
improvement was found with the RH operator; it was reduced further to 0.51 g kg−1 in the impact run. However, 
the RMSE of the temperature in the impact run did not show further improvement. Compared to independent 
radio sonde measurements, the temperature assimilation showed a slight improvement of 0.71 K in the RMSE to 0.63 
K, while there was no conclusive improvement in the moisture impact. The correlation between the temperature 
and WVMR variables in the static-background error-covariance matrix affected the improvement in the analysis  
of both fields simultaneously. In the future, we expect better results with a flow-dependent error covariance 
matrix. In any case, the initial attempt to develop an exclusive thermodynamic lidar operator gave promising 
results for assimilating humidity observations directly into the WRF data assimilation system.
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present representation of land–atmosphere (L–A) 
interaction and convection initiation (CI) suffers in 
mesoscale models largely from huge observational 
gaps, consequently also limiting the predictive skill of 
NWP. Therefore, it is essential to enhance these obser-
vations and to investigate the impact of new remote 
sensing systems which are capable of measuring water 
vapor and temperature profiles into NWP models by 
means of data assimilation (DA).

Small-scale variations in moisture due to collision 
of boundaries (Kingsmill 1995), horizontal convec-
tive rolls and mesocyclones (Weckwerth et al. 1996;  
Murphey et al. 2006), and intersections between 
boundaries and horizontal convective rolls (Dailey and 
Fovell 1999) influences the location and timing of CI.  
The amount of moisture and variations in the vertical 
gradients of moisture and temperature at lower levels 
of the atmosphere can change the strength of CI sig-
nificantly (Lee et al. 1991; Crook 1996). Several field 
campaigns have been conducted to understand the 
relationship between the three-dimensional thermody-
namic fields and CI as well as the impact of assimila-
tion of thermodynamic profiles. These have included 
the Mesoscale Alpine Program 1990 (Richard et al. 
2007); the International H2O Project (IHOP) 2002 
(Weckwerth and Parsons 2006); the Convection Storm 
Initiation Project conducted in the summer period 
of 2004 and 2005 (Browning et al. 2007) and which 
provided sufficient data for impact studies using the 
Met Office unified model (Dixon et al. 2009); the 
Lindenberg Campaign for Assessment of Humidity 
and Cloud Profiling Systems and its Impact on High- 
Resolution Modeling (LAUNCH, Engelbart and Haas 
(2006) in the late summer of 2005; the Convective and 
Orographically-induced Precipitation Study (COPS) 
2007 (Wulfmeyer et al. 2011); and the Plains Elevated 
Convection At Night (Geerts et al. 2017) campaign in 
summer 2015.

Recently, studies of land–atmosphere (L–A) feed-
back have also become the focus of improving the 
quality of weather forecast models as it was realized 
that a realistic representation of L–A interaction in 
mesoscale models is crucial for an accurate prediction 
of the pre-convective, dynamic, and thermodynamic 
environments. The first extensive study was the Land 
Atmosphere Feedback Experiment (Wulfmeyer et al. 
2018) conducted in August 2017, which also provided 
a large data set for the assimilation of thermodynamic 
profiles measured with lidar in mesoscale models. The 
importance and sensitivity of L–A feedback for the 
simulation and prediction of the formation and organi-
zation of clouds and precipitation was exemplified in 

Santanello et al. (2018).
At the major forecast centers, there are mainly 

three DA approaches which are currently used: (1) 
variational techniques like 3DVAR and 4DVAR 
(Courtier 1998; Barker et al. 2004; Huang et al. 
2009); (2) ensemble-based approaches which include 
flavors of the ensemble Kalman filter (Evensen 2003), 
and (3) hybrid combinations of these (Ingleby et al. 
2013). In 3DVAR, the data is assimilated at specific 
analysis time-steps, whereas in 4DVAR there is an 
adjoint model so that the cost function is minimized 
over a time period and not at a particular time-step. 
The drawback of the 3DVAR is the static nature of the 
background error covariance (B) matrix in the cost 
function. This prevents the model from incorporating 
the present dynamics of the atmosphere. Although 
4DVAR implicitly incorporates a time-evolving 
background error covariance model (Lorenc 2003), 
the same static matrix, B, is propagated implicitly to 
a later time-step. However, the 4DVAR is superior 
to the 3DVAR scheme due to the evolution of the 
background error covariance matrix and the reduction 
of the model imbalance at the analysis time. Meteo- 
France uses the incremental 3DVAR in the Aire 
Limitée Adaptation dynamique Développement Inter 
National (ALADIN) model (Brousseau et al. 2011; 
Berre 2000); the German Weather Service (DWD) 
and MeteoSwiss uses the Local Ensemble Transform 
Kalman Filter (LETKF) DA in the Consortium for 
Small-scale Modelling (COSMO) model (Schraff 
et al. 2016); the UK Met Office has implemented in-
cremental 3DVAR and 4DVAR (Ingleby et al. 2013); 
NOAA’s National Centers for Environmental Predic-
tion uses incremental hybrid 3DEnVar and non-varia-
tional cloud analysis (Wu et al. 2017; Hu et al. 2006, 
2017; Benjamin et al. 2004, 2016); and the Japan 
Meteorological Agency (JMA) applies incremental 
4DVAR and 3DVAR (Honda et al. 2006; Aranami 
et al. 2015). A recent discussion of the DA methods 
used in various forecast centers is given by Gustafsson 
et al. (2018). All of these DA techniques are capable 
of assimilating profiles of the thermodynamics and 
dynamics of the atmosphere.

Radiosonde and aircraft measurements are the only  
conventional data observation sources currently pro-
viding water vapor and temperature data within the  
planetary boundary layer (PBL) and lower troposphere. 
Radiosondes provide a vertical thermodynamic profile 
of the atmosphere from the surface layer through the 
lower troposphere whereas weather stations provide 
only surface measurements with limited impact on 
the vertical thermodynamic structure. Radiosondes 
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provide instantaneous data only at the time of ascent, 
giving more or less a snapshot of the atmosphere 
along their vertical track. Therefore, the soundings 
suffer from significant sampling errors, especially in 
the boundary layer with its highly turbulent fluctua-
tions (Weckwerth et al. 1999). The coverage of the 
radiosonde network is quite coarse, and the number 
of radiosonde stations is decreasing rather than in-
creasing in most countries due to their high cost of 
operation.

Another option is the application of passive and 
active remote sensing data. Wulfmeyer et al. (2015) 
gave a comprehensive overview of the current ob-
servational capabilities of remote sensing techniques 
with respect to thermodynamic fields in the lower 
troposphere. It was demonstrated that using space-
borne passive remote sensing systems for thermody-
namic observations does not provide the necessary 
vertical resolution in the lower troposphere to recover 
its vertical structure. Ground-based passive remote 
sensing instruments like microwave radiometers 
produce reliable data but have a coarse resolution of 
around 300 m to 1000 m in the lower 2000 m above 
the ground (Blumberg et al. 2015; Cadeddu et al. 
2002; Wulfmeyer et al. 2015). IR spectrometers have 
higher vertical resolutions due to having more spec-
troscopic lines which can be evaluated; however, their 
vertical resolution is still limited to 100 m to 800 m 
up to 2000 m above ground level (Turner and Löhnert 
2014). Convection-permitting models have vertical 
resolutions in the range of 100 m or less within the 
boundary layer, where fine-scale processes are crucial, 
in order to recover the thermodynamic structure of the 
atmosphere. Therefore the observation systems must 
fulfill the data requirements of convective-scale DA 
models to ensure higher representativeness (Wulf-
meyer et al. 2015). Therefore, microwave radiometers 
and IR spectrometers are not capable of resolving the 
vertical structure of the lower troposphere, including 
the top of the PBL, the inversion strength at the PBL 
top, or the elevated inversion layers and the moisture 
structure in the free lower troposphere. However, this 
capability is expected to be crucial to achieving an 
improved prediction of L–A feedback and CI. Typical 
temporal resolutions of passive remote sensing instru-
ments are 5 – 10 minutes, but further processing time 
is required either for the inversion of the spectra to 
vertical water vapor and temperature information or 
for the assimilation of the spectra through a forward 
operator in a DA system.

Active remote sensing techniques offer high tem-
poral and spatial resolution data simultaneously to  

accurately capture the atmospheric fields without 
much loss of temperature and moisture gradient infor-
mation. Two main techniques for humidity profiling 
are available: water vapor differential absorption lidar 
(WVDIAL) and water vapor Raman lidar (WVRL). 
Both systems achieve a high vertical and temporal 
resolution during both day- and night-time (Lange 
et al. 2018; Späth et al. 2018). Whereas WVDIAL 
does not require calibration (Ismail and Browell 1989; 
Bösenberg 1998), it has been demonstrated that, for 
WVRL, the calibration has long-term stability, and 
a high accuracy can be maintained for the measure-
ments. Ground-based WVDIAL has been implement-
ed for tropospheric measurements at various centers. 
Depending on the efficiency of the receiver and the 
average power of the laser transmitter, the combina-
tion of temporal and spatial resolution ranges from 1 s, 
15 m (Metzendorf 2019) to 5 min, 300 m (Spuler et al. 
2015). The NCAR and Montana State University have 
developed a compact, field-deployable micro-pulse 
DIAL (Spuler et al. 2015; Weckwerth et al. 2016) with 
a range resolution of 300 m and a temporal resolution 
of 1 – 5 min. The vertically pointing WVDIAL of the 
Institute of Physics and Meteorology (IPM, Wagner 
et al. 2011, 2013; Metzendorf 2019) has a range reso-
lution of 15 – 300 m and temporal resolution of 1 –  
10 s. The first WVDIAL with a 3-D scanner was also 
developed at the IPM of the University of Hohenheim 
(UHOH, Behrendt et al. 2009; Späth et al. 2014). 
Typical accuracies of the absolute humidity for the 
IPM’s WVDIAL are in the range of 5 – 10 % within the 
PBL during the daytime. WVRLs have been making 
continuous measurements at various centers, such as 
the operational WVRL (Goldsmith et al. 1998; Turner 
and Goldsmith 1999) at the Atmospheric Radiation 
Measurements Southern Great Plains site in the U.S; 
the Raman Lidar for Meteorological Observations ( 
RALMO, Dinoev et al. 2013; Brocard et al. 2013) in 
Payerne, Switzerland used by MeteoSwiss; the Raman 
Lidar for Atmospheric Moisture Sensing (RAMSES, 
Reichardt et al. 2012) in Lindenberg, Germany, used 
by the German Meteorological Service (DWD); and 
the WVRL at the Cabauw Experimental Site for At-
mospheric Research (CESAR, Apituley et al. 2009) in 
the Netherlands. Typical resolutions of WVDIALs are 
around 150 m for the spatial resolution and 10 s for 
the temporal resolution, with an accuracy of < 5 %.

For temperature profiling in the lower troposphere, 
the temperature rotational Raman lidar (TRL) tech-
nique demonstrated the best performance (Behrendt 
et al. 2004; Di Girolamo et al. 2004; Arshinov et al. 
2005; Radlach et al. 2008). It is now possible to 
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measure temperature profiles from close to the surface 
to the lower troposphere with a temporal resolution 
of a few minutes and a vertical resolution of approxi-
mately 100 m. This performance permits the detection 
of inversion layers and the characterization of the 
temperature gradient with a high degree of accuracy 
(Hammann et al. 2015). Continuous time–height cross- 
sections of the atmospheric thermodynamic profile are 
a unique feature of these lidar systems which enables 
promising research and applications in the direction 
of mesoscale DA. Therefore, WVDIAL, WVRL, and 
TRL are suitable and ready for application in DA 
impact studies.

The subject of this work is the analysis of the 
impact of two relatively new lidar systems used for 
water vapor and temperature profiling in mesoscale 
DA. The two active remote sensing system are the 
high-power, high-efficiency, 3D scanning WVDIAL 
which has an extraordinary resolution, accuracy, and 
range (Wagner et al. 2013; Späth et al. 2014, 2016) 
and the TRL for daytime and night-time temperature 
profiling (Radlach et al. 2008; Hammann et al. 2015; 
Behrendt et al. 2015; Lange et al. 2018), both devel-
oped and operated at the IPM in Stuttgart, Germany.

The experimental setup was based on the Weather  
Research and Forecasting-Noah-Multiparameterization  
(WRF-Noah-MP) model system and the WRF DA 
(WRFDA) system using a 3DVAR rapid update cycle 
(RUC). This RUC was developed and optimized 
for Europe (Schwitalla and Wulfmeyer 2014) and is 
operated on the convection-permitting scale. Previ-
ously, the water vapor mixing ratio (WVMR) or other 
water vapor variables were assimilated by applying 
the radiosonde relative humidity (RH) operator. It is 
obvious that this is not the optimal approach because  
the RH is strongly sensitive to temperature. There-
fore, we developed a new forward operator for the 
assimilation of absolute humidity, mixing ratio or 
specific humidity independent of any cross-sensitivity 
to temperature. This forward operator was based on 
an already-existing atmospheric infrared sounding 
retrieval (AIRSRET) observation operator in the 
WRFDA system. We expected that this new operator 
would provide a strong and direct impact. The first 
key objective of this work was to quantify this impact.

So far, there have been only a few impact studies 
using thermodynamic lidar data. During IHOP 2002, 
Wulfmeyer et al. (2006) assimilated airborne water 
vapor DIAL data from the NASA LASE system into 
the 5th generation Pennsylvania State University- 
NCAR Mesoscale Model (MM5), which was based on 
a 4DVAR DA system. The results from the assimila-

tion resulted in a considerably improved prediction of 
CI due to strong and positive analysis increments, not 
only with respect to water vapor but also to dynamics. 
During LAUNCH, Grzeschik et al. (2008) assimilated 
water vapor data from a triangle of three WVRLs, 
again into the MM5. The initial water vapor field was 
corrected by about 1 g kg−1 and the WVRL impact 
on the water vapor field continued for up to 12 h in 
the forecast model. Airborne water vapor data from 
the Water Vapour Lidar Experiment in Space demon-
strator was assimilated into the ECMWF 4DVAR 
global model by Harnisch et al. (2011). The analysis 
error was reduced after the assimilation of WVDIAL 
observations. COPS (Wulfmeyer et al. 2011) had two 
airborne lidars which measured lower tropospheric 
water vapor fields: these were assimilated into the 
3DVAR assimilation system of the Application of 
Research to Operations at MEsoscale (AROME) nu-
merical weather prediction model (Bielli et al. 2012). 
Temperature data from TRL were assimilated into the 
WRF model by Adam et al. (2016), which produced 
positive results. Also recently, as described in Yoshida 
et al. (2020), water vapor profiles from Raman lidar 
were assimilated using the LETKF system to investi-
gate the effects on precipitation forecasts. All of these 
results confirm the positive impact of thermodynamic 
lidar DA on NWP models. The first study where WV 
and T profiles from active remote sensing measure-
ments were assimilated simultaneously into a forecast 
system will be presented here.

For this purpose, we investigated the impact of 
assimilating high-resolution temperature profiles from 
the UHOH TRL and water vapor profiles from the 
UHOH WVDIAL into our version of the WRFDA 
model using a 3DVAR RUC.

This work describes how well the new forward 
operator can assimilate WVMR and temperature data 
from the lidar instruments and focuses on the follow-
ing questions:
-  Does the new operator work and have a reasonable 

impact on the analysis of the WV field?
-  What is the impact of WV DA alone, the impact of 

T DA alone, and the combined impact?
-  How large is the inter-dependency of the WVMR 

and temperature variables in the DA system?
The manuscript is arranged as follows. Section 2 

gives a brief overview about the HOPE campaign. 
Section 3 describes the WRFDA system, the configu-
ration of the RUC applied in our study, as well as the 
new water vapor operator. The lidar observations are 
shown at the end of Section 3 together with a brief 
description of their principles. Section 4 describes the 
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results of the impact study with respect to temperature 
and moisture. The manuscript finishes with a summary 
of our results and an outlook.

2. Observations

2.1 The HOPE measurement campaign
The High Definition Clouds and Precipitation for 

advancing Climate Prediction HD(CP)2 project aimed 
at improving the representation of clouds and precip-
itation in atmospheric models. By resolving clouds 
and precipitation processes, the uncertainty in climate 
change predictions can be significantly reduced  
(Stevens and Bony (2013); see http://www.hdcp2.eu 
for more information). The project was initiated by the 
German Federal Ministry of Education and Research 
in coordination with the German Meteorological 
Service (DWD) in October 2012. In order to evaluate 
the performance of models, the HD(CP)2 Observation 
Prototype Experiment (HOPE) campaign (Macke 
et al. 2017) was conducted to provide high-resolution 
observations. The HOPE campaign focused on multi- 
sensor synergy within a micro- to mesoscale domain. 
The campaign took place in north-western Germany 
around the Jülich Research Centre during April and 
May 2013. The HOPE field campaign was conducted 
mainly at three supersites, which covered an approx-
imately 10-km radius around the Jülich Research 
Centre. The supersites were designed in such a way 
to derive data concerning moisture, temperature, and 
wind at a resolution of 100 m for a volume of around 
10 km × 10 km × 10 km. The three supersites used, 
where the main remote sensing facilities were de-
ployed, were Jülich (JUE), Krauthausen (KRA), and 
Hambach (HAM). The IPM lidar systems were de-
ployed at the Hambach site, where radiosondes were 
also launched during intensive observation periods 
(IOPs). The radiosonde type used during the IOPs was 
the DFM-09 model from GRAW (https://www.graw. 
de/products/radiosondes/dfm-09/). The WVDIAL  
(Späth et al. 2016) and the TRL (Hammann et al. 
2015) from UHOH were positioned at 50°53′50.55″N, 
6°27′50.27″E and 110 m above sea level (Fig. 1). The 
IPM lidar systems were designed to observe the three- 
dimensional thermodynamic temperature and moisture 
fields along with their turbulent fluctuations (Muppa 
et al. 2016; Behrendt et al. 2015; Wulfmeyer et al. 
2016).

2.2 UHOH WVDIAL
In the DIAL technique, two laser signals are used, 

namely Pon and Poff , the online and offline signals, 
respectively. The wavelength of the Pon signal is 

tuned in such a way that there is a strong absorption 
of water vapor in the atmospheric signal resulting in 
a reduction in the backscatter, whereas the Poff signal 
wavelength is tuned for weak absorption. The number 
density of the water vapor molecules is derived from 
the differential absorption of the online and offline 
signals (Schotland 1966):
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where NWV is the water vapor number density, σ  
denotes the absorption cross section, PB is the back-
ground signal, and the argument r is the distance 
measured from the lidar system to the scattering 
volume along the line of sight of the laser beam. Fur-
ther details of the UHOH WVDIAL can be found in 
Wagner et al. (2013) and Späth et al. (2016).

The data acquisition system had a sampling rate of 
10 MHz, which allowed the atmospheric backscatter 
signals to be recorded with a fine vertical resolution of 
15 m. The data were recorded for each laser shot and 
averaged over a period of 1 s to 10 s. The raw data 

Fig. 1. The WRF model domain at a horizontal 
resolution of 2.5 km with orography and the loca-
tion of the TRL and WVDIAL of UHOH during 
the HOPE campaign.
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used for the present study had a temporal resolution 
of 10 s. In Eq. (1), the derivative with respect to the 
range is derived by the Savitsky–Golay (SaGo) algo-
rithm (Savitzky and Golay 1964). The window length 
in the SaGo algorithm was set to 135 m up to a height 
of 1500 m above ground level based on a consider-
ation of the average height of the PBL. Between 1500 
m and 3000 m, a window length of 285 m was applied 
since the signal-to-noise-ratio (SNR) of the signals 
decreased due to a reduction in the signal strength and 
differential optical thickness.

Time windows of ±10 minutes around the assimi-
lation time step were chosen. A total of 120 lidar pro-
files from the high-resolution absolute humidity data 
(Fig. 2) which fall into these 20-minute windows were 
averaged for input at each assimilation time-step. The 
absolute humidity data and the corresponding error 
derived from the number density were then converted 
to WVMR data with associated errors. We ensured 
that the input data for the assimilation had a resolu-
tion roughly similar to that of the model. Hence the 
WVMR data, which was in 15-m steps, was fed into 
the assimilation data in 30-m steps. The WVDIAL 
error for the resolutions that were used ranged from 
0.01 g kg−1 at a height of 400 m to a maximum of 1 
g kg−1 at heights above 2 km (Späth et al. 2014).

2.3 UHOH TRL
The UHOH TRL measures atmospheric tempera-

ture profiles through the rotational Raman technique 
(Cooney 1972; Behrendt and Reichardt 2000; Behrendt  
et al. 2004). This method relies on the temperature- 
dependent inelastic scattering of UV laser pulses when 
collided with, Nitrogen and Oxygen molecules, the 
major gaseous constituents of the atmosphere.

The rotational Raman spectrum of air consists of 
two parts, the Stokes and the anti-Stokes branches. The  
Stokes branch is found at wavelengths greater than 
that of the incident radiation while the anti-Stokes 
branch is found at shorter wavelengths. The UHOH 
TRL extracts only signals of the latter. The tempera-
ture is determined using the ratio Q of the two back-
ground-corrected Raman signals RR2 and RR1. PRR2 
and PRR1 are the signals for low and high quantum- 
number transition settings of the filter, respectively, so 
that

Q r P r
P r
RR

RR

( ) ( )
( )
.= 2

1
 (2)

The temperature profile of the atmosphere T (r) is 
obtained from

T r b
a Q r

( )
ln ( )

,=
−

 (3)

where a and b are calibration constants. The statistical 
error in the temperature measurements are derived 

Fig. 2. Absolute humidity time series from the WVDIAL with a vertical resolution of 15 m and a temporal resolu-
tion of 60 s between 09 UTC and 18 UTC on 24 April 2013.
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from Poisson statistics applied to the signal intensi-
ties of the photon-counting data. For a signal count 
number s, σ  denoting the standard deviation, 1σ  
statistical error is given by the square root of s. The 
error characteristics are detailed in Behrendt et al. 
(2015), Behrendt and Reichardt, (2000), and Wulf-
meyer et al. (2015, 2016). The temperature profiles 
are also averaged over a time window of 20 minutes 
at each assimilation time-step before assimilation 
into the model. The vertical profile from the TRL was 
smoothed with a running-average window of 108.75 
m and then thinned to one value of 3.75 m. The error 
range of the profiles was from 0.1 K at 500 m to 1.1 K 
at 3000 m (Hammann et al. 2015). Figure 3 shows the 
time series data prior to further temporal averaging 
over 20 minutes. The averaged data were then used 
for assimilation.

2.4 Conventional observations
The DA system was augmented by a dense network 

of surface reports, SYNOP and METAR, over Europe. 
A set of radiosonde (RS) measurements, TEMP, pro-
vided a snapshot of the thermodynamic structure of 
the atmosphere from the point of launch. A set of wind 
profilers (PROFL) provided wind measurements along 
with the wind data provided along with the radiosonde 
products. Aircraft measurements (AMDAR) were also 
assimilated as part of the conventional observations. 
All of these observations were obtained from the 

Global Telecommunication System data archive of 
the WMO, which are stored at the ECMWF. Satellite 
Atmospheric Motion Vectors (AMVs) above 700 
hPa from the Meteosat Second Generation satellite 
were also included in the assimilation dataset. The 
AMVs data below 700 hPa were discarded since the 
data retrieval algorithm is not reliable (Horváth et al. 
2017). Apart from these observations, global naviga-
tion satellite systems-zenith total delay (GNSS-ZTD) 
data were used in the DA system for improving the 
accuracy for humidity distributions over the domain. 
These data were obtained from the E-GVAP network 
(http://egvap.dmi.dk/). Table 1 shows a summary of 
the already large number of observations assimilated 
into the DA system within the conventional DA run, 
which meant that it was quite a challenge for the lidar 
data to achieve any additional impact. Figure 4 depicts 
the conventional observations assimilated into the 
model for 09 UTC: this was roughly the same for all 
the subsequent assimilation cycles.

3. Model setup

3.1 WRF model and configuration
The WRF model (Skamarock et al. 2008), version 

3.8.1, was used for the impact study presented here. 
The WRF model has been applied for research at 
various characteristic spatial scales like the synop-
tic-scale, mesoscale, and large eddy simulation (LES) 
scale (Talbot et al. 2012; Wei et al. 2017; Muppa et al. 

Fig. 3. Temperature time series from the TRL with a vertical resolution of 3.75 m and a temporal resolution of 60 s 
between 09 UTC and 18 UTC on 24 April 2013.
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2018; Schwitalla et al. 2017). Furthermore, the WRF 
model is extensively used for operational forecasting 
in various weather forecasting centers across the 
world (Powers et al. 2017). The WRF has two dynam-
ical solvers – the Advanced Research WRF (ARW) 
core (Skamarock et al. 2008) and the Nonhydrostatic 
Mesoscale Model core (Janjic 2003). The former was 
applied in our study.

Compressible and nonhydrostatic Euler equations 
are integrated in the ARW dynamic solver. The 
prognostic variables in the model are the velocity 

components u and v in Cartesian coordinates and w 
in the vertical coordinate, the perturbation potential 
temperature θ , the perturbation geopotential ϕ , and 
the perturbation surface pressure ps . The WVMR qv is 
also a prognostic variable in the ARW solver.

The model was configured with a spatial resolution 
of 2.5 km and 856 × 832 grid cells (Fig. 1). The ver-
tical resolution of the model was set to 100 levels up 
to 50 hPa with 27 levels within the PBL. Compared to 
the study of Adam et al. (2016), the number of vertical 
levels in the model was increased from 57 to 100 in 

Table 1. Details of assimilated observations with their corresponding observation operators.

Type Conventional Observations
Observation Operator AMDAR AMV GNSS-ZTD METAR PROFL*
Assimilated observations
Average number

1374–1875
1624

2045–3095
2570

1050–1076
1063

261–310
286

52–57
54

Type Conventional Observations TRL WVDIAL
Observation Operator SYNOP SHIP BUOY TEMP* TEMP* AIRSRET*
Assimilated observations
Average number

968–1128
1048

77–104
90

7–9
8

0–26
13

1
1

1
1

*Profile observations

Fig. 4. Observation types and their locations for the assimilation time-step 09 UTC 24 April 2013. Black: surface 
stations (SYNOP + METAR), blue: ship observations (SHIP), green: aircraft observations and atmospheric motion 
vectors from satellite (AMDAR + SATOB), red: GPS zenith total delay, yellow: radiosondes (TEMP), and brown: 
wind profiler (PROFL).
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order to even better resolve gradients. The model time 
step for the simulation was set to 15 s. All simulations 
were initialized using European Centre for Medium 
Range Weather Forecasts (ECMWF) analysis with a 
spatial resolution of 0.125° (approximately 13.5 km). 
Also the Operational Sea Surface Temperature and 
Sea Ice Analysis (OSTIA; Donlon et al. 2012) data 
provided by the Met Office were applied to accurately 
initialize the sea surface temperatures.

The WRF model physics configuration used for the 
simulations is summarized in Table 2. The physics 
configuration used for the study was based on previous 
research and DA efforts (Adam et al. 2016; Schwitalla 
and Wulfmeyer 2014; Bauer et al. 2015; Schwitalla 
et al. 2011). The WRF was coupled with the Noah–
MP Land Surface Model (Niu et al. 2011; Yang et al. 
2011) which includes a canopy layer, three layers of 
snow, and four layers of soil. The skin temperature 
of the canopy and snow or soil surface are predicted 
by an interactive energy balance method. Shortwave 
and longwave radiation are parameterized with the 
RRTMG scheme (Iacono et al. 2008). Microphysical 
properties are represented by the Thompson double- 
moment scheme (Thompson et al. 2008), which ex-
plicitly predicts mixing ratios of cloud water, rain, 
cloud ice, snow, and graupel. The Mellor–Yamada 
Nakanishi Niino (MYNN; Nakanishi and Niino 2006) 
Level-2.5 scheme (Nakanishi and Niino 2009) was 
used as the PBL scheme. A new formulation of the 
turbulent length scales and parameterization of the 
pressure covariance as well as parameterization of the 
stability functions of third-order turbulent fluxes were 
incorporated in this MYNN scheme.

Deep-convection parameterization was not used 
in the study since we were running the model at the 
convection-permitting scale (Weisman et al. 2008). 
For shallow cumulus parameterization, the Global/ 
Regional Integrated Model System Scheme (Hong 
et al. 2013) was used.

3.2 Data assimilation system
The WRFDA system incorporates a number of DA 

techniques which can be broadly classified as being 
based on the deterministic approach or the probabi-
listic approach. Deterministic approaches include the 
variational DA systems like the 3DVAR and 4DVAR. 
In this study, we applied the 3DVAR DA system in 
a RUC mode with an hourly update cycle. The code 
of the RUC is completely automated from the pre- 
processing stage to post-processing of the analysis and 
is designed for variable assimilation time windows. 
The WRFDA 3DVAR system is based upon the prin-
ciple of iteratively minimizing the cost function J (x), 
whose independent variable or the control variable is 
the analysis state vector x. The equation of the cost 
function for 3DVAR reads

J x x x B x x

y H x R y H x
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T

b
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( ) ( ) ( )
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The cost function J (x) consists of two terms, a 
background and an observation term. The vector fields 
x, xb and y are the analysis state, the background or the 
first guess, and the observation state vectors, respec-
tively. H is the forward operator, which maps the anal-
ysis state vector space to the observation vector space. 
For instance, a corresponding operator is required for 
the DA of WVMR profiles, but this did not exist at the 
time this project started.

Apart from the general column vectors, there are 
two square matrices which play a major role in the 
cost function minimization: the background error co-
variance matrix B and the observation error covariance 
matrix R. In the DA system, R is a diagonal matrix 
since we assume that there is no correlation among 
the observation errors between different instruments 
or height levels. B is a square, positive, semi-definite 
and symmetric matrix whose eigenvalues are positive. 
B consists of the variances of the background forecast 
errors as the diagonal elements, and the covariance 
between them as the symmetric upper and lower tri-
angular elements. The variances and covariances of B 
strongly contribute to the response of an analysis after 
an observation has been assimilated. The ratio of these 
values to the RMS errors of R determine the impact on 
the analysis. Hence an appropriate determination of B 
is crucial in a variational DA system.

B can be calculated mainly by three methods, 
namely, the NMC method (Parrish and Derber 1992), 
the analysis ensemble method (Fisher 2003), and by 

Table 2. WRF physics configuration used for the experi-
ments.

Physics Options implemented
Long wave radiation RRTMG (Iacono et al. 2008)
Short wave radiation RRTMG (Iacono et al. 2008)
Cloud microphysics Thompson scheme

(Thompson et al. 2008)
Planetary boundary 
layer

MYNN
(Nakanishi and Niino 2006)

Land surface scheme NOAH-MP LSM (Niu et al. 2011)
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using innovation statistics (Hollingsworth and Lönn-
berg 1986). All these methods have their own merits 
(and drawbacks). The NMC method, in which clima-
tological background error covariances are estimated, 
is the most widely used method for the generation 
of B. We used the NMC method in our study since 
it provides physically reasonable results in regional 
model domains and is computationally less expensive 
than the ensemble method. In the NMC method, fore-
cast difference statistics are computed, from which 
the forecast error covariance is then derived. The 
forecast error covariance is specifically derived for the 
domain in order to incorporate the errors applicable to 
that domain. However, the NMC method has certain 
drawbacks: it overestimates the covariances in large-
scale simulations and poorly observed regions (Berre 
2000; Fischer 2013; Berre et al. 2006). The statistics 
were derived for a period of a month from forecast 
differences of 24 hours and 12 hours since we were 
performing a regional simulation. The month of April 
2013 was selected to derive the statistics. We used the 
CV6 option for implementing multivariate background 
error statistics in the B matrix. In the CV6 option, the 
moisture analysis is multivariate, which means that 
moisture increments are derived from temperature and 
wind increments and vice-versa.

3.3 WVMR forward operator
To assimilate the WVMR directly, a new forward 

operator had to be developed and incorporated in the 
WRFDA. This new forward operator allowed WVMR 
data to be used directly without converting it to RH, 
for which temperature data is also needed. Until now, 
the WRFDA system has ingested humidity data in 
the form of RH through the conventional radiosonde 
operator. Previously, all the vertical profile data 
products from radiosondes, ground-based microwave 
radio meters, and other humidity profiling instruments 
have used the radiosonde operator for the assimilation 
of humidity in the form of RH (Bielli et al. 2012).

The advantage of expressing moisture in the form 
of the WVMR is that the variable is a tracer and 
remains insensitive if there are changes in the atmo-
spheric temperature or pressure fields. Consequently, 
the maximum information content of the observation 
is used with respect to the WV budget in the area of 
interest and unnecessary cross-sensitivities are avoided.

When the RH operator in the WRFDA is used for 
assimilating mixing ratio measurements m, the follow-
ing relationship is used:
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Here, T is the ambient temperature in units of K and 
p is the total atmospheric pressure exerted by moist 
and dry air in units of Pa. Rw and RL are the specific 
gas constants of water vapor and dry air, respectively, 
in units of J kg−1 K−1. This relationship confirms that 
it is not the best idea to assimilate the WVMR using 
an RH operator because the sensitivity to temperature 
in the equation for the water vapor saturation pressure 
E (T ) (Bolton 1980),
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is comparable with the sensitivity to m and thus not 
negligible. This can be proved by deriving the total 
derivative of RH with respect to the variables m, p, 
and T. Starting from the total derivative of Eq. 5 with 
reference to Eq. 6, we finally get the expression for 
δRH as

δ
δ δ

δRH RH m
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p
p T

T= + −
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29 65 2
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Considering the absolute values of the terms within the  

square brackets in Eq. 7, the third term 17 67 243 5
29 65 2

. .
( . )

×
−( )T

Tδ  is 

comparable with the first term δm
m . The second term δ p

p  
is very small compared to the other two terms. Please 
refer to the appendix section for a quantified analysis. 
From Eq. 7, we infer that the value of RH is dependent 
on T and m.

Therefore, a new operator that focuses on increased 
analysis of the WVMR field was implemented in the 
WRFDA in this study. In the case of the measurement 
of WVMR, the conversion is trivial because this is the 
prognostic variable used in the WRFDA. It should be 
noted that, in contrast to the WVRL, the WVDIAL 
measures absolute humidity and not the WVMR as the 
primary product. However, the conversion of absolute 
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humidity to WVMR is not as critically sensitive to 
temperature as the conversion to RH is.

When the absolute humidity ρWV is measured, the 
conversion is very simple and reads

m p
R T

m

p
R T

R T
p

L

L

L

=
−

≅
+ −

≅
−

≅

ρ
ρ ρ

ρ

ρ

ρ

ρ

ρ

WV

WV

WV

WV

WV

WV

WV

( . )

.

1 0 607

 (8)

For the conversion, simply the model temperature 
and pressure variables are used. The WVMR error 
becomes mainly dependent on the error in the absolute 
humidity and reads
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since ρ δ δρWV L LR
p

R T
p WVT   and since ρ δWV LR T

p
p2  is less 

than the other two terms. Please find a numerical ex-
ample in the appendix.

The error in m was determined with the total error 
in the absolute humidity data, which is the sum of a 
time-independent systematic error, the noise error, and 
the representativeness error. The systematic error was 
obtained from previous comparisons with other sen-
sors (Bhawar et al. 2011) and the WVDIAL equation 
error propagation (Wulfmeyer and Bösenberg 1998). 
Due to the self-calibration property of the WVDIAL, 
the results revealed a very low systematic error of ap-
proximately 3 %, and so this error could be neglected 
in the DA process. It is one of the big advantages of 
the WVDIAL methodology that the corresponding 
measurements can be considered as bias-free or very 
small and unknown, and thus used as a reference. 
Hence we can only consider the statistical uncertainty 
for DA studies. Regarding the bias of the model, we 
constrained ourselves to the quality control of the data 
input to the model at the time of assimilation by in-
troducing a new variable max_error_q_DIAL, into the 
WRF model registry that is described later in this sec-
tion. The model bias greatly depends upon the model 
physics, which was not modified in this research.

The noise error can be determined in near-real-time 
by the determination of the autocovariance function of 

the high-resolution absolute humidity time series at 
each height. This method is explained in detail in  
Lenschow et al. (2000) and Wulfmeyer et al. (2016) 
and is routinely implemented in the IPM data-process-
ing algorithms. Another advantage of the temporal 
resolution of time series data is that it allows an esti-
mate of the representativeness error to be obtained. If 
we apply the Taylor hypothesis to the water vapor 
time–height cross section measured in a grid box of 
the model system, the water vapor variability will be 
representative for this box for a time period ∆ ≈ ∆T x

V , 
where D x is the horizontal grid increment of the 
model and V is the horizontal wind speed. Using auto-
covariance function analysis, it is possible to separate 
atmospheric variance and noise variance to produce 
information about the accuracy of the measurement 
and the atmospheric variability. If the autocovariance 
is taken at lag 0, which is equivalent to calculating the 
total variance of the time series, we can take this as an 
estimate of the total error consisting of the noise error 
variance and the variance of the representativeness 
error so that we can write

δρ ρ

δρ δρ
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These error profiles were calculated by averaging 
temporally over a 20-minute window of ±10 minutes 
around the time-step of the assimilation.

The new operator contains a couple of further 
essential data-processing steps. The WRFDA system 
assimilates observations obtained from various in-
struments. The initial step is the conversion of raw 
observations from these instruments to the LITTLE R 
format. LITTLE R is an ASCII-based file format and 
is an intermediate format used by the WRFDA to as-
similate any number of observation types in a univer-
sal manner. The observation preprocessor (OBSPROC) 
of the WRFDA package reads only observations in 
the LITTLE R format. The OBSPROC removes the 
observations which do not fit in the specified temporal 
and spatial domain. Also it applies a number of other 
tasks like reordering and merging or deleting duplicate 
data.

As a starting point in our efforts toward developing 
an exclusive forward operator for the atmospheric 
products derived by lidar, an already-existing atmo-
spheric infrared sounding retrieval (AIRSRET) or the 
FM-133 observation operator was used. We tested the 
AIRSRET operator because this operator has tempera-
ture and WVMR fields, which are basically the lidar 
end-products, in the model. The AIRSRET operator 

2.2. Thundathil et al. 2020 39



Journal of the Meteorological Society of Japan Vol. 98, No. 5970

takes RH and temperature data and then converts them 
to WVMR:

m RH E T
p

= [ ]−( )
.

,
1 607

1kg kg  (11)

which is basically Eq. (5). In the new operator, the 
WRFDA code was modified in such a way that the RH 
field was replaced by the WVMR data field by using 
Eq. (8). We call this new operator the thermodynamic 
lidar (TDLIDAR) operator.

The vertical profiles of the WVMR and temperature 
fields are linearly interpolated from the model levels 
to the observation data levels according to
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Here l is the model vertical level and lin is the observa-
tion point within the model levels l + 1 and l. z is the 
height difference between two model levels.

As the total observation error for moisture measure-
ments obtained from lidar is much lower than that for 
conventional datasets, a new error factor max_error_
q_DIAL was incorporated in the WRFDA registry. 

This new error factor enables the user to adjust the 
size of the error window through which the obser-
vations are ingested by the model. The observations 
are ingested only if the innovation or the difference 
between the observation and the first guess fall 
within merr (Eq. 13). The model filters out low-quality 
WVDIAL observations that have a significant differ-
ence with the first guess of the model. The filtering is 
done with the help of this variable. The error factor is 
a scalar quantity which is multiplied by δm, the obser-
vation error, to get

merr = δm ´ max_error_q_DIAL. (13)

The error factor can be included in the WRFDA name 
list under section wrfvar 5 as max_error_q_DIAL. 
We did not yet introduce a separate registry variable 
for the temperature. However, we will incorporate the 
error factor for temperature in the next version of the 
operator.

3.4 Experimental setup
The assimilation was designed with 10 assimilation 

time-steps with hourly intervals between them. As 
shown in Fig. 5, the RUC was started after a spin-
up period of 18 hours from 12 UTC 23rd April to 06 

Fig. 5. Schematic of the 3DVAR rapid update cycle initialized from the ECMWF analysis. A spin-up of 18 hours 
was performed until 06 UTC on 24 April 24 2013. Five experiments with different setups were performed. NO_
DA (black) is the run with no data assimilation, CONV_DA (green) is the control run assimilating conventional 
data from 06 UTC to 18 UTC, RH_DA (olive green) is the assimilation with WVDIAL and conventional data from 
09 UTC to 18 UTC using the RH operator, T_DA (blue) is the assimilation with TRL and conventional data from 
09 UTC to 18 UTC, Q_DA (dark purple) is the assimilation with WVDIAL and conventional data from 09 UTC to 
18 UTC using the TDLIDAR operator, and QT_DA (red) is the assimilation with WVDIAL, TRL, and convention-
al data from 09 UTC to 18 UTC using the TDLIDAR operator.
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UTC 24th April, 2013. This spin-up was necessary for 
the model to stabilize itself with the initial and bound-
ary conditions so that the model could then be forced 
in any desired manner. Only after a minimum spin-up 
time period are the model forecasts reliable for further 
analysis through DA.

We conducted 6 experiments: 1) a run (NO_DA) 
with no assimilation, 2) a conventional run (CONV_
DA) with all the conventional data assimilated—
the control run, 3) a TRL DA (T_DA) with TRL data 
assimilated along with conventional data using the 
standard TEMP forward operator, 4) a WVDIAL DA 
(Q_DA) with WVMR data assimilated along with 
conventional data using the TDLIDAR operator, 5) 
a WVDIAL DA (RH_DA) with RH data assimilated 
along with conventional data using the RH operator, 
and 6) finally the combined WVDIAL and TRL DA 
run (QT_DA) with WVMR and temperature lidar 
data along with conventional data assimilated using 
the TDLIDAR operator. In the Q_DA run, since the 
new operator also required the input of a temperature 
profile, we used for this the background temperature. 
After the initial spin-up of 18 hours, the CONV_
DA run was initiated for three cycles starting from 
0600 UTC each hour. At 0900 UTC, the other DA 
runs commenced with the forecast based on the 0800 
UTC analysis that was valid for 0900 UTC as the 
background for that assimilation time-step. From 0900 
UTC, all DA runs including the CONV_DA initiated 
from 0600 UTC were cycled till 1800 UTC (Fig. 5). 
In addition, a preconditioning DA run that included 
only hourly conventional data between 0600 and 0800 
UTC was carried out to prepare the lidar DA and then 
to analyze the exclusive impact of the lidar data.

4. Results

We analyzed the impact of assimilating the tem-
perature and WVMR by applying TDLIDAR and 
also the RH forward operator for comparison. This 
section is divided into 4 subsections: first, the single 
observation tests for WVMR and temperature are 
described followed by an analysis of the sensitivity 
to the WVMR error factor, the impact of the tempera-
ture, and finally the impact of WVMR. The results 
of the assimilations are compared with available, 
independent radiosondes, which were launched every 
two hours during the IOP. It is important to note that 
the radiosonde measurements performed during the 
IOP were not assimilated in any of the experiments 
conducted.

4.1 Single observation tests
The spatial impact of assimilating an observation 

into the 3DVAR DA system is dependent on the 
structure of B. In order to understand the behavior of 
B, single observation tests (SOTs) were conducted. As 
we assimilated the WVMR and temperature profiles 
that also included experiments with background 
temperature profiles into the WRFDA system, the 
correlation of WVMR and temperature needs to be 
understood to interpret the combined impact with B. 
Since we were interested in the impact of WVMR data 
in the WRFDA system, an increment of 1 g kg−1 with 
a unit error of 1 g kg−1 was assigned at model level 10, 
which was approximately 255 m above ground level. 
This height was chosen to investigate the impact of 
assimilating near-surface observations. The impact 
on the vertical profile of the SOT is shown in Fig. 6a. 
The assimilation of a pseudo-WVMR observation of 
1 g kg−1 results in an analysis increment of 0.3 g kg−1 
at model level 10. As there is an increment in the 
WVMR analysis, there is a corresponding decrement 
in the temperature analysis at the same sigma level 
describing the correlation of temperature and WVMR 
in the DA system. The temperature at sigma level 10 
has undergone an analysis decrement of 0.15 K. The 
impact of the assimilated WVMR pseudo-variable 
has a Gaussian-like distribution response across the 
vertical levels. While the WVMR assimilation created 
an increment in the WVMR variable, not only in the 
model level where assimilation was done but also in 
the model levels above, the temperature showed an 
opposite response. Figures 6b and 6c show the spatial 
impact of the SOT conducted at model level 10 for an 
assimilation carried out over the whole model domain. 
The impact of the assimilation has the highest WVMR 
increment at the point of assimilation and decreases 
radially with a Gaussian-like shape. The results for the 
temperature are similar but with the opposite sign. The 
WVMR increment was 0.1 g kg−1 to 0.3 g kg−1 over a 
region 250 km in diameter (Fig. 6b), while the tem-
perature decrement was 0.1 K to 0.15 K over a region 
with a 300-km diameter (Fig. 6c). A similar SOT with 
a 1-K temperature increment and error of 1 K was also 
carried out at model level 10. Figure 6d shows the 
vertical profile of the SOT used for the temperature 
increment. An analysis increment of 0.28 K resulted 
from the SOT with a corresponding decremented re-
sponse of 0.17 g kg−1 for the WVMR. The temperature 
increment was 0.1 K to 0.28 K over a region 300 km 
in diameter (Fig. 6e), while the WVMR decrement 
was 0.1 g kg−1 to 0.17 g kg−1 over a region 150 km in 
diameter (Fig. 6f).
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4.2 Sensitivity to WVMR error factor
In order to test the sensitivity to the error factor, the 

QT_DA experiment was conducted in two modes: one 
with the factor max_error_q_DIAL = 1 (QE1) and the 
other with max_error_q_DIAL = 4 (QE4). There were 
considerable differences in the model outputs of the 
two experiments since the number of observations as-
similated was different in QE1 and QE4. Although the 
number of observations assimilated in QE1 and QE4 
at 09 UTC were similar at 46 and 51, respectively, 
the later time-steps differed in terms of the number of 
observations assimilated, which was greater for QE4 
than for QE1. The total number of observations during 
each assimilation cycle was 70.

The model rejected most of the observations in the 

interfacial layer, where the gradient of WVMR was 
high, since the observations were too far away from 
the first guess. The difference between the observation 
and the first guess value of any variable (innovation) 
decides whether the observation should be assimilated 
or not. The vertical profile of the analysis, profile of 
the background, and the WVDIAL WVMR observa-
tion profile along with its error bars are depicted in 
Fig. 7. From Fig. 7 we can see that at 09 UTC, QE4, 
which used 51 observations, shows a clearer impact 
on the vertical profile at 09 UTC than QE1, which 
used 46 observations. The QE1 profile has a higher 
deviation from the WVDIAL observations in the PBL 
than QE4. The WVMR profile from the WVDIAL has 
a low observation error until a height of 1300 m but 

Fig. 6. Vertical profiles and spatial distribution of analysis increments from single observation tests (SOTs) perform-
ed for a WVMR increment of 1 g kg−1 and 1-K temperature increment at model level 10 (255 m AGL). (a) Vertical 
profile, (b) and (c) spatial distribution of the analysis increments resulting from the WVMR SOT. (c), (e) and (f) 
results of the temperature SOT.
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grows significantly above this height. Hence the error 
window in the PBL is too small for the observations to 
be ingested into the DA.

The choice of the error factor is crucial for the 
quality of the model output. If it is too low, the model 
rejects most of the observations, not letting the model 
adapt toward the observations, which in turn does not 
improve the analysis. Otherwise, the model ingests 
all the observations including observations with 
considerable errors compared to the real-time obser-
vations, and this can cause the quality of the analysis 
to decrease. In this study, the error factor was fixed as 
four times the DIAL WVMR observation error, which 
was considered enough for the experiments to pass the 
quality check.

4.3 Temperature
Figure 8 depicts the temperature profiles at the 

assimilation time steps 09, 11, 13, and 15 UTC of all 
five experiments together with TRL and radiosonde 
observations. The radiosonde observations provided 
by the KIT cube (Kalthoff et al. 2013) were quality 
controlled before validation of the temperature profiles 
since GRAW DFM-09 radiosondes have a significant 
bias (Ingleby 2017). At these time-steps in the PBL, 
the NO_DA experiment showed a maximum deviation 
of around 2 K, which was less than the difference 
between the other DA experiments and the radiosonde 
observations. In the other five profiles where DA 
was performed, the temperature profiles significantly 
improved in the PBL. The CONV_DA and T_DA runs 
show a significant improvement in the temperature 

Fig. 7. Vertical profiles of the WVMR from 09 UTC, 11 UTC, 13 UTC, and 15 UTC on 24 April 2013 for the QE1 
and QE4 experiments along with WVDIAL observations and associated error bars. The solid line represents the 
analysis profile and the dashed line the background profile.
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profile in the PBL compared to the NO_DA run for all 
four time-steps. Q_DA, RH_DA, and QT_DA agree 
well with the radiosonde at 09 UTC in the PBL but 
start to deviate slowly to a higher temperature value 
after the first time-step. The Q_DA and RH_DA de-
viate by more in the PBL compared to the other three 
DA runs since no external temperature profile was 
assimilated. As the height increases, the CONV_DA 
profile becomes similar to the NO_DA profile. This is 
due to a lack of data points above the PBL in the con-
ventional observations. However, after assimilating 
the TRL data along with the conventional data into 
the model, the deviation is reduced. In the interfacial 
layer and the lower free troposphere above this, the 
T_DA temperature profile, now having assimilated 
ample data points, is in good agreement with the TRL 

profile at all four assimilation time-steps. The radio-
sonde profile is almost the same as the TRL profile for 
09, 11, and 13 UTC but deviates above the PBL at 15 
UTC. There is a difference of almost 1 K above the 
PBL; this gradually decreases with increasing height. 
This difference occurs due to the decrease of the SNR 
in the TRL profiles with height and the increase in 
distance between the sensors. The Q_DA, RH_DA, 
and QT_DA profiles in the lower free troposphere, 
deviate by less than 1 K and 2 K in the morning and 
afternoon, respectively, compared to the radiosonde 
observations. However, in the interfacial layer, the 
QT_DA is able to capture the inversion at all four 
time-steps, which Q_DA and RH_DA cannot. Figure 
8 shows that Q_DA, RH_DA, and QT_DA deviate 
by more at higher ambient temperatures. In short, Q_

Fig. 8. Temperature profiles of TRL, radiosondes, and analyses at (a) 09 UTC, (b) 11 UTC, (c) 13 UTC, and (d) 
15 UTC. The TRL observations (orange) along with their total errors shown by error bars are plotted up to 3000 
m AGL. Radiosonde observations (violet) which were not assimilated are plotted for reference. Black: NO_DA, 
green: CONV_DA, olive green: RH_DA, dark purple: Q_DA, blue: T_DA, and red: QT_DA.

44 Chapter 2. Forward operator and Deterministic impact study



R. THUNDATHIL et al.October 2020 975

DA, RH_DA, and QT_DA do not further improve 
the temperature profiles of the model compared to the 
improvement made by T_DA.

Figures 9a and 9b shows the RMSE with respect 
to the radiosonde data for all four assimilation times 
shown in Fig. 8 and the RMSE with respect to lidar 
data for all ten assimilation times, respectively. The 
overall average RMSE for each experiment (Figs. 9c, 
d), and the relative change in the RMSE for other DA 
experiments with respect to CONV_DA (Figs. 9e, f). 
At 09 UTC, in Fig. 9c, CONV_DA and T_DA have 

almost the same RMSE, though the radiosonde tem-
perature profile deviates from the TRL observations 
slightly in the upper part of the PBL region. At 11 and 
13 UTC, the RMSE of T_DA has the lowest value. At 
15 UTC, the RMSE is higher due to the difference be-
tween the TRL and radiosonde profiles above the PBL 
which has been discussed earlier. Q_DA, RH_DA, and 
QT_DA have a slightly higher RMSE than the other 
two DA runs but show an improvement compared to 
the NO_DA experiment. Compared to CONV_DA, 
the relative change in the RMSE (DRMSE) in Fig. 9e 

Fig. 9. Temperature RMSE of the analyses compared to local radiosonde data not assimilated into the model togeth-
er with assimilated TRL observations. (a) Comparison of the RMSE at the four assimilation time-steps (09, 11, 13, 
15 UTC) with respect to the radiosonde data and (b) comparison of the RMSE with respect to the TRL observa-
tions at the 10 assimilation time-steps from 09 UTC to 18 UTC 24 April 2013. (c) and (d) comparison of the over-
all temperature RMSE for the corresponding time-steps for (a) and (b), respectively. (e) and (f) depict the relative 
change in the average RMSE of (c) and (d), respectively, compared to the RMSE of CONV_DA.
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for T_DA shows a decrease of 0.1 K, but Q_DA, RH_
DA, and QT_DA show an increase of 0.5 K, 0.5K, 
and 0.45 K, respectively.

The RMSE of the analysis compared to the lidar 
observations is shown in Fig. 9b for all 10 assim-
ilation time-steps. Q_DA, RH_DA, and QT_DA 
overestimated the temperature during daytime and, 
hence, the temperature RMSE with respect to the 
TRL observations increases from the first assimilation 
to the later cycles and decreases again for the final 
cycle. Q_DA and RH_DA have a higher RMSE than 
NO_DA for later cycles. The interesting feature to 
note here is that when the amount of moisture in the 
boundary layer is higher—that is, from 0900 UTC to 
1100 UTC and from 1400 UTC to 1800 UTC—than  
between 1200 UTC and 1300 UTC, the assimilation 
has a higher impact. The RMSE for QT_DA is less 
than for CONV_DA during this time period. Between 
1200 UTC and 1300 UTC, when the moisture in this 
region is lower, the temperature is overestimated, 
leading to a higher RMSE during this time. This is 
again a clear impact of the static nature of the back-
ground error covariance. Due to these counteracting 
impacts of the assimilation at different time-periods, 
the RMSEs for CONV_DA and QT_DA are similar in 
magnitude. The T_DA temperature RMSE is mostly 
constant over the assimilation cycles although there is 
a decrease of 0.2 K at around 1300 UTC from 0.4 K 
at 0900 UTC. From Fig. 9f, QT_DA has an increase 
of less than 0.05 K in DRMSE, which means that 
QT_DA did not worsen CONV_DA much, whereas 
Q_DA and RH_DA showed an increase of 0.5 K 
in DRMSE. T_DA shows a decrease of 0.7 K in 
DRMSE. In summary, T_DA outperformed all the 
other experiments in terms of the temperature impact.

4.4 Water vapor mixing ratio
Figure 10 depicts the profiles of the analyzed 

WVMR at the assimilation time steps 09, 11, 13, and 
15 UTC for all the different DA experiments including 
the observations. The DIAL WVMR observations 
were limited to a height of 2.5 km since the observa-
tion error was higher than the observed value.

All the assimilation runs do not show much dif-
ference from NO_DA in the PBL at 09 UTC. The 
surface observations were well captured by all the 
experiments at 11 UTC except for Q_DA which shows 
insignificant values of WVMR. But in the PBL above 
the surface layer, Q_DA and QT_DA are in good 
agreement with the radiosonde and DIAL observations 
at later time-steps. The Q_DA and QT_DA profiles 
agree with the radiosonde and DIAL observations at  

13 UTC and 15 UTC, whereas NO_DA, CONV_DA, 
and T_DA have higher values of WVMR in the PBL. 
The Q_DA and QT_DA profiles are similar to those of 
the other two assimilation experiments in the surface 
layer since there were no lidar observations available 
at those levels. NO_DA shows an overestimation in 
the WVMR of around 1 g kg−1 in the PBL. RH_DA 
did not outperform Q_DA and QT_DA as expected 
although it was close to QT_DA at 09 UTC.

The interfacial layer was best captured by Q_
DA and QT_DA at all time-steps apart from the 
first assimilation time-step at 09 UTC. NO_DA and 
CONV_DA underestimated the WVMR at all time-
steps, whereas T_DA shows a positive deviation at 13  
UTC and 15 UTC in the interfacial layer. RH_DA 
shows a negative deviation at 11 UTC and a positive 
deviation at 15 UTC. The lower free troposphere 
impact for Q_DA, RH_DA, and QT_DA is in better 
agreement with the observations than compared to the 
other runs, which have mixed results. NO_DA and 
CONV_DA always have a positive deviation. T_DA 
has positive and negative deviations at 09 UTC and 15 
UTC, respectively, but matches with Q_DA, RH_DA, 
and QT_DA at 11 UTC and 13 UTC. In short, Q_DA 
and QT_DA had a more major impact on the WVMR 
than the other experiments.

Figures 11a and 11b depict the WVMR RMSE com-
pared to the radiosonde observations at 09, 11, 13, and 
15 UTC, and the WVMR RMSE compared to the lidar 
observations at all ten assimilation time steps from 
09 UTC to 18 UTC, respectively. The overall average 
of RMSE for each experiment are shown in Figs. 11c 
and 11d. The relative change in RMSE for the other 
DA experiments compared to CONV_DA are shown 
in Figs. 11e and 11f. Keeping in mind the radiosonde 
error due to drifting, Q_DA and QT_DA performed 
better than the other experiments although the differ-
ence with T_DA was less. The RMSE for RH_DA is 
the same as for CONV_DA although slightly better 
than T_DA and QT_DA. From Fig. 11a, the decline 
in WVMR RMSE as the assimilation cycle progresses 
is visible. Although the QT_DA RMSE decline rate is 
small, the decrease is consistent. Although the overall 
RMSE for Q_DA and QT_DA is closer to that for T_
DA and CONV_DA, it is lower (Fig. 11c). The RMSE 
differences compared to CONV_DA are considerably 
less with magnitudes of +0.01 g kg−1 for RH_DA, 
+0.03 g kg−1 for QT_DA, and +0.05 g kg−1 for T_DA. 
Q_DA has a difference of −0.05 g kg−1 compared to 
CONV_DA.

Compared to the WVDIAL observations, the 
RMSEs in the WVMR (Figs. 11b, d) also have a 
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similar declining trend to those seen in the radiosonde 
comparisons in consecutive assimilation cycles, but 
the decline is higher. An important difference between 
the WVDIAL and radiosonde observations which 
needs to be considered is the error due to the temporal 
coverage of the two datasets. The WVDIAL dataset 
gives a complete profile of the atmosphere every 10 s,  
while the radiosonde provides data only from the 
point of ascent. The mean rate of ascent of the radio-
sondes launched during IOP 6 of the HOPE campaign 
was around 5 m s−1. This means that the time taken for 
a radiosonde to cross the PBL (taking its height to be 
1500 m) would be 5 minutes, which is still 30 times 
higher than the time required for obtaining a single 
lidar profile. This temporal resolution is not optimal 

if the atmosphere is rapidly changing. Hence, the 
DIAL dataset is a continuous measurement whereas 
the radiosonde data are instantaneous ones. This also 
explains the reason why the DIAL dataset does not 
have such a smooth profile as the radiosonde data 
because the DIAL data capture all the fluctuations in 
the atmosphere. Q_DA and QT_DA (Fig. 11b) have 
the lowest RMSE in all the assimilation cycles; also, 
the declining trend for the RMSE in the successive as-
similations proves that the model successfully corrects 
the WVMR. T_DA does not show a visible impact for 
successive assimilations. Hence, the WVMR RMSE 
for T_DA in Fig. 11b is always higher than for Q_DA 
and QT_DA. However, the WVMR RMSE for T_DA  
has a value similar to the CONV_DA. Although RH_

Fig. 10. WVMR profiles of WVDIAL, radiosondes, and analyses at (a) 09 UTC, (b) 11 UTC, (c) 13 UTC, and (d) 
15 UTC. The WVDIAL observations (orange) along with their total errors shown by error bars are plotted up to 
2500 m AGL. Radiosonde observations (violet) which were not assimilated are plotted for reference. Black: NO_
DA, green: CONV_DA, olive green: RH_DA, dark purple: Q_DA, blue: T_DA, and red: QT_DA are shown.
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DA has lower RMSE values than CONV_DA at 09 
UTC and 10 UTC, later cycles have a higher RMSE. 
In Fig. 11d, the overall RMSE for QT_DA is the 
lowest for all the experiments. The DRMSE in Fig. 
11f indicates that there is a decrease of 0.36 g kg−1 for 
QT_DA and 0.3 g kg−1 for Q_DA but only 0.03 g kg−1 
for T_DA when compared to CONV_DA. RH_DA 
shows an increase of 0.02 g kg−1 compared to CONV_
DA. Figure 12 shows an analysis of the difference 
between QT_DA and CONV_DA. The spatial analysis 
difference at 09 UTC and 18 UTC on 24 April 2013 

are shown in Figs. 12a and 12b, respectively. A verti-
cal cross-section of the analysis difference at 09 UTC 
is shown in Fig. 12c. In order to analyze the impact 
of the assimilated lidar data, a 6-hr forecast difference 
between QT_DA and CONV_DA initiated from 18 
UTC is shown in Fig. 12d. However the assimilation 
impact cannot be due completely to the lidar obser-
vations and, presumably, the number of observations 
in the conventional data should be considered. The 
spatial analyses shown in Figs. 12a, 12b, and 12d are 
for a height of 2000 m, which is assumed to be the 

Fig. 11. WVMR RMSE of the analyses compared to local radiosonde data not assimilated into the model together 
with assimilated WVDIAL observations. (a) Comparison of the RMSE at the four assimilation time-steps (09, 11, 
13, 15 UTC) with respect to the radiosonde data and (b) comparison of the RMSE with respect to the WVDIAL 
observations at the 10 assimilation time-steps from 09 UTC to 18 UTC 24 April 2013. (c) and (d) compare the 
overall WVMR RMSE for the corresponding time-steps for (a) and (b), respectively. (e) and (f) depict the relative 
change in the average RMSE of (c) and (d) respectively, compared to the RMSE of CONV_DA.
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PBL top, where the impact is significant. The impact 
of a single lidar profile spreading over an area with a 
diameter of 300 km shows the potential of a network 
of lidars. The forecast difference after six hours ini-
tiated from 18 UTC (Fig. 12d) clearly shows that the 
impact of the assimilation is both enduring and stable 
since the impact of the assimilated lidar data lasts for 
short-range forecasts and does not lead to significant 
errors during this forecast range. The six-hour forecast 
difference does not exceed an absolute value of 1.2 
g kg−1 in the areas near the lidar instrument location, 
which accounts for the stability of the atmosphere 
after assimilating the thermodynamic lidar data.

5. Summary and outlook

In this study, we investigated the impact of as-
similating WVMR and temperature data from lidar 
systems on the vertical structure of temperature 
and moisture inside the PBL. For this purpose, we 
applied WRF version 3.8.1 together with its 3DVAR 
DA system at a convection-permitting horizontal 
resolution of 2.5 km over central Europe. The DA 
system was operated in the RUC mode, meaning that 
the assimilations were hourly. For the present study, 
lidar data from the HOPE campaign were used for the 
assimilation. The IOP took place from 0900 UTC to 
1800 UTC on the 24 April 2013 in western Germany 
on a clear-sky day with hardly any optically thick 

Fig. 12. Analysis of the difference between QT_DA and CONV_DA at (a) 09 UTC and (b) 18 UTC 24 April 2013; (c) 
shows the vertical cross section of the difference, valid at 09 UTC; (d) is the six-hour forecast difference between 
QT_DA and CONV_DA initiated from 18 UTC. The spatial distributions are valid at a height of 2000 m ASL.
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clouds. Temperature data from heights of 500 m to 
3000 m above the ground were taken for the experi-
ment. WVMR data were taken from 400 m to 2500 m 
above the ground level. Data from lower levels had 
to be discarded due to the overlap error. Apart from 
the lidar measurements, there were four radiosonde 
launches at 09, 11, 13 and 15 UTC. The mean of these 
radiosonde measurements was used for calibrating the 
TRL and as an independent measurement for com-
parison with the model output since these radiosonde 
measurements were not assimilated in the DA system.

Six model runs were conducted for the whole 
impact study. A run (NO_DA) with no data assimilat-
ed, conventional data assimilation (CONV_DA) or the 
control run with only conventional observations from 
the ECMWF, TRL data assimilation (T_DA) along 
with the conventional dataset, WVMR data assimila-
tion (Q_DA) along with the conventional dataset, RH 
data assimilation (RH_DA) along with the conven-
tional dataset, and finally the WVMR and TRL data 
assimilation (QT_DA) along with the conventional 
data.

In this study, we introduced a new forward operator 
called TDLIDAR for direct WVMR DA, which was 
developed through the modification of an already- 
existing operator in the WRFDA system, the AIRSRET 
operator. Also, separate sensitivity tests were con-
ducted with the QT_DA to study the sensitivity of the 
newly introduced error factor (max_error_q_DIAL) in 
the WRFDA registry. SOTs were conducted to analyze 
the response of the input WVMR and temperature 
data separately in the DA system. An increase in the 
WVMR resulted in a subsequent cooling at the point 
of assimilation in the model. On the other hand, an 
increase in the temperature resulted in a subsequent 
drying.

The impact of the assimilation of WVMR and tem-
perature lidar data through the new forward operator 
was, overall, positive. The input observations were  
assimilated with a very low number of rejected obser-
vations: the model only rejected a few observations 
during the first assimilation cycle. The WVMR and 
temperature profiles of the model output indicated 
that the input lidar observations could correct the first 
guess during the assimilation process to a reasonable 
extent. From the results of the five DA runs, we con-
clude that, the assimilation of both temperature and  
WVMR lidar observations improved the thermo-
dynamic profiles in the analyses. T_DA and Q_DA 
improved the temperature and moisture profiles, 
respectively, whereas QT_DA improved both com-
pared to CONV_DA. RH_DA did not outperform 

either Q_DA or QT_DA in the study, showing that the  
TDLIDAR operator leads to a better impact than 
the RH operator. We quantified the analyses by their 
RMSE with respect to the assimilated lidar observa-
tions as well as independent radiosonde observations. 
However, the lidar observations were more suitable 
for model verification than radiosonde data because 
they point exactly to the zenith rather than along an 
irregular vertical track. The WVMR RMSE computed 
with respect to the WVDIAL observations for QT_
DA reduced by 40 % compared to those computed 
for CONV_DA run whereas RH_DA did not show 
an overall improvement. This highlights that using 
the forward operator for the data input had a positive 
impact on the modeled WVMR variable. However, 
at the same time, the impact on the temperature was 
reduced due to the significant dependency between the 
WVMR and temperature variables in the analysis.

In real-time operational forecasting with data as-
similated from active remote-sensing instruments like 
lidars, which provide data with a very low observa-
tional bias, a deterministic DA system whose correla-
tion statistics are derived from a set of forecast error  
differences might not provide the best analysis. With 
the introduction of a flow-dependent background error- 
covariance matrix with the help of ensemble-based 
DA systems, the cross-correlation between the tem-
perature and humidity variables is expected to be a 
better representative of the real-time scenario. The 
matrix B in ensemble-based DA systems reflects the 
dynamic nature of the atmosphere. Thus, we plan to 
assimilate thermodynamic lidar data with ensemble 
DA techniques in the future. Furthermore, modules for 
the conversion of absolute humidity and specific hu-
midity to the WVMR will be incorporated. Currently, 
with a limited number of lidars, we limited our studies 
to convective-scale DA. However, in the future, with 
a larger number of lidars which operate as a network, 
we can enhance our studies to synoptic-scale DA. We 
foresee synoptic-scale DA of lidar networks as very 
beneficial for operational numerical weather forecast-
ing centers.
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Appendix

The total derivative of RH expands as per the equa-
tion.
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After dividing Eq. A1 by RH we get the relative error 
equation
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For normal atmospheric conditions

T = 300 K, p = 100,000 Pa, m = 0.01 kg kg−1,
δm = 0.001 kg kg−1, δT = 1.1 K, δp = 50 Pa.

We took a normal value of 10 g kg−1 and an error of  
1 g kg−1 for the mixing ratio in the numerical example, 
which are similar to the values for the absolute hu-
midity measurements from the WVDIAL. Similarly, 
a temperature error of 1.1 K was taken for the TRL 
measurements. Substituting the above values in Eq. 
A2, we get these values for the individual terms:
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The WVMR error δm expands to
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For normal atmospheric conditions

T = 300 K, p = 100,000 Pa,
RL = 287 J K−1 kg−1, ρWV = 0.01 kg kg−1,
δρWV = 0.001 kg kg−1, δT = 1.1 K, δp = 50 Pa.

Substituting the above values we get
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Chapter 3

Impact of Assimilating Lidar Water
Vapour and Temperature Profiles with
a Hybrid Ensemble Transform
Kalman Filter – Three-Dimensional
Variational Analysis on the
Convection Permitting Scale

Paper by:

Thundathil, R., T., Schwitalla, A. Behrendt, and V. Wulfmeyer, 2021: “Impact of Assim-
ilating Lidar Water Vapour and Temperature Profiles with a Hybrid Ensemble Trans-
form Kalman Filter – Three-Dimensional Variational Analysis on the Convection Per-
mitting Scale ”. Quarterly Journal of the Royal Meteorological Society, 147(741), 4163-4185.
DOI: 10.1002/qj.4173.

3.1 Overview

The atmosphere is not static but chaotic and dynamic. This dynamic nature calls for a
DA technique that confirms the same. Incorporating a small perturbation or change in the
initial condition of a deterministic forecast creates a considerable divergence in its future
predicted state, defining a specific limit to deterministic predictability. Here comes the role
of an ensemble forecast where a set of initial conditions is perturbed differently from each
other. A spread is obtained through the forecasts from different ensemble members. A
forecast can be determined, assigning a measure of confidence. Hence, instead of a single
deterministic forecast, we are left with an ensemble of forecasts from which we can deduce

https://doi.org/10.1002/qj.4173
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the uncertainty of the model prognostic variables. The uncertainty thereby can be used to
determine the estimate of the current atmospheric state.

The previous chapter explained the assimilation of lidar temperature and water vapour
mixing ratio profiles with the help of a deterministic 3DVar DA system. It also intro-
duced a new thermodynamic lidar forward operator to accomplish the direct assimilation
of WVMR. Although an overall improvement in the analyses was observed, the study en-
countered an issue. The simultaneous assimilation of moisture and temperature showed
less marked improvement than the independent assimilation of either of the parameters.
As discussed in chapter 2, the problem was identified as the influence of the B matrix. This
chapter introduces an ensemble approach to the thermodynamic lidar DA using a Hybrid
3DVar-ETKF DA system to add flow-dependent error covariance on top of the static B
matrix. The added flow-dependency in the background error covariance aims to capture
better the thermodynamic flow in the atmosphere than the static background error covari-
ance used in the 3DVar.

Following the study in chapter 2, this study aims to use the high spatio-temporal res-
olution of lidar observations and investigate the extent to which the assimilation of these
high-resolution data through advanced ensemble-based DA systems improves the analy-
ses and corresponding forecasts. The following research questions are addressed in this
chapter:

1. Does the addition of flow-dependency in the B matrix improve the analyses?

2. What is the spatial extent of the thermodynamic lidar profiles assimilation impact
from a single geographical location using an ensemble approach versus a purely de-
terministic approach?

3. Up to what time range is a forecast from a single ground-based lidar system treated
valid with respect to observations?

4. Will these results pave the way for future networks of lidar systems in operational
forecasting?

The experiments presented in this study were conducted with the same convection-
permitting resolution, likewise in (Thundathil et al., 2020). The assimilation experiment
was also conducted with the same hourly rapid-update cycle approach. Ten ensemble
members were generated by random perturbations of the initial condition for the whole
study. In order to answer the research questions above, four experiments were conducted:

1. NOLIDAR_3DVAR 3DVar Conventional data assimilation.

2. LIDAR_3DVAR Exp. 1 + WVMR and temperature.

3. NOLIDAR_HYBRID HYBRID Conventional data assimilation.
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4. LIDAR_HYBRID Exp. 3 + WVMR and temperature.

Quantification of the results confirmes the improvement of the LIDAR_HYBRID exper-
iment over the LIDAR_3DVAR experiment. The hybrid experiment resulted in a 50% lower
temperature and water vapour RMSE than the 3DVar experiment when taking the assim-
ilated lidar data as a reference. Comparing against independent radiosonde observations
collocated with the lidar site, RMSE reduced 26% for water vapour and reduced 38% for
temperature (Thundathil et al., 2021). Compared to independent ceilometer data, the plan-
etary boundary layer height of the analyses provided additional evidence of improvement.
3DVar analysis RMSE showed 140 m, whereas hybrid showed 60 m. Although limited to
a single case study, we attribute these improvements to the flow-dependent background
error covariance matrix in the hybrid 3DVar-ETKF approach. The analysis increments of a
single lidar vertical profile established a spatial impact spread over a radius of 100 km. The
forecast impact of Planetary Boundary Layer Height (PBLH) persisted for about 7 hours,
and the Precipitable Water Vapor (PWV) impact persisted for about a roughly 4-hour fore-
cast lead time. The forecast validation is conducted to compare the ceilometer data for
PBLH and Global Positioning System observations for PWV. In the future, the assimilation
of water vapour and temperature data from an operational lidar network will benefit the
weather prediction community. The next chapter will give insight into an application to test
the improvement of forecast skills using several lidar systems operated simultaneously.
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Abstract
We discuss the analysis impact of the ensemble-based assimilation of dif-
ferential absorption lidar observed water vapour and Raman lidar observed
temperature profiles into the Weather Research and Forecasting model
at convection-permitting scale. The impact of flow-dependent background
error covariance in the data assimilation (DA) system that uses the hybrid
three-dimensional variational (3DVAR) ensemble transform Kalman filter
(ETKF) was compared to 3DVAR DA. The 3DVAR-ETKF experiment resulted in
a 50% lower temperature and water vapour RMSE than the 3DVAR experiment
when taking the assimilated lidar data as reference and 26% (38%) lower water
vapour (temperature) RMSE when comparing against independent radiosonde
observations collocated with the lidar site. The planetary boundary-layer height
of the analyses compared to independent ceilometer data provided additional
evidence of improvement. The 3DVAR analysis RMSE showed 140 m, whereas
3DVAR-ETKF showed 60 m. Although limited to a single case study, we attribute
these improvements to the flow-dependent background error covariance matrix
in the 3DVAR-ETKF approach. The vertical profile measured from a single sta-
tionary lidar system established a spatial impact with a 100 km radius. This
seems to indicate future assimilation of water vapour and temperature data from
an operational lidar network. The assimilation impact persisted 7 hr into the
forecast time compared with the ceilometer data and 4 hr with GPS observations.
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1 INTRODUCTION

The lack of quality observations limits the accuracy of
the initial conditions used for numerical weather pre-
diction (NWP) models resulting in suboptimal forecasts.
Enhanced data assimilation (DA) techniques, with suit-
able observational forward operators, enable the model
to absorb quality observations efficiently. The assimi-
lation of temperature and moisture profiles obtained
from active remote-sensing lidar systems (e.g. Wulfmeyer
et al., 2015) offers great potential for improving the predic-
tive skills of NWP models (Wulfmeyer et al., 2006; 2015;
Adam et al., 2016; Leuenberger et al., 2020; Thundathil
et al., 2020).

Although passive remote-sensing systems, like
microwave radiometers and infrared (IR) spectrometers,
provide some vertical information on the atmosphere,
their ability to resolve vertical structures is quite limited
(Wulfmeyer et al., 2015). Microwave radiometers have
range resolutions of 300 to 1,000 m in the lowest 2,000 m
above ground (Cadeddu et al., 2002; Blumberg et al., 2015;
Wulfmeyer et al., 2015). IR spectrometers have a slightly
higher vertical resolution than microwave radiometers
but are still limited to several hundreds of metres close to
the land surface (Turner and Löhnert, 2014).

In contrast to passive remote-sensing techniques, the
data of active remote-sensing lidar instruments possess
substantially higher temporal and vertical resolutions.
The latter is due to the range-resolved measurements by
the run-time of the signals and the laser pulse duration
combined with a high signal-to-noise ratio (SNR) of the
backscatter signals. Temperature profiles are provided by
temperature rotational Raman lidar (TRL: e.g. Behrendt
and Reichardt, 2000; Di Girolamo et al., 2004; Arshinov
et al., 2005; Radlach et al., 2008), moisture profiles by water
vapour Raman lidar (WVRL: e.g. Veselovskii et al., 2009;
Leblanc et al., 2012; Sakai et al., 2019) or water vapour dif-
ferential absorption lidar (WVDIAL: e.g. Ismail and Brow-
ell, 1989; Bösenberg, 1998; Behrendt et al., 2009; Wagner
et al., 2011; Repasky et al., 2013; Wagner et al., 2013; Spuler
et al., 2015; Späth et al., 2016; Weckwerth et al., 2016;
Metzendorf, 2018). Several Raman lidar systems (e.g.
Behrendt et al., 2002; Di Girolamo et al., 2004; 2006; 2009;
2016; 2017; Bhawar et al., 2011; Lange et al., 2019) inde-
pendently provide measurements of both water vapour
mixing ratio and temperature. A few such combined water
vapour and temperature Raman lidar systems even oper-
ate autonomously in an uninterrupted manner (e.g. Gold-
smith et al., 1998; Turner and Goldsmith, 1999; Reichardt
et al., 2012, Dinoev et al., 2013; Newsom et al., 2013; Lange
et al., 2019). High range-resolution eliminates data gaps
in the planetary boundary layer (PBL) and the lower tro-
posphere. Thus, it is valuable for resolving the gradients

at the top of the PBL and lids in the free troposphere,
which influences atmospheric stability, cloud formation,
and transport processes.

Advanced lidar systems provide observations with high
accuracy and temporal resolution, which is highly ben-
eficial for DA. The high accuracy avoids the need for
a challenging bias correction of the data. It also sim-
plifies operational use and minimizes the latency of the
lidar data available for DA. The temporal resolution is
up to a few seconds, which even permits investigation
of statistics of turbulent fluctuations (Wulfmeyer, 1999a;
1999b; Kiemle et al., 2007; Wulfmeyer et al., 2010;
Turner et al., 2014a; 2014b; Behrendt et al., 2015; Muppa
et al., 2016), covariances and fluxes (Behrendt et al., 2020),
and the subgrid-scale variability of water vapour mixing
ratio and temperature. This makes it possible to estimate
representativeness errors in the region of interest.

The 3DVAR (Courtier, 1998; Barker et al., 2004) and
4DVAR (Huang et al., 2009) DA systems use a static back-
ground error covariance matrix, usually derived accord-
ing to the National Meteorological Centre (NMC) method
(Parrish and Derber, 1992). Although 4DVAR relies on the
evolution of the initial errors under tangent linear dynam-
ics (Lorenc, 2003), each 4DVAR cycle initializes with the
same static error covariance. Hence, the deterministic vari-
ational approaches have been enhanced using ensemble
approaches in various forecast centres. Incorporating flow
dependency into the DA system by an ensemble approach
is superior to purely deterministic DA methods (Hamill
and Snyder, 2000; Buehner, 2005; Wang et al., 2008a;
Wang, 2011; Kutty and Wang, 2015; Kutty et al., 2018).
With the use of ensemble DA techniques (Houtekamer
and Mitchell, 1998; Bishop et al., 2001; Evensen, 2003),
a flow-dependent forecast error covariance matrix is esti-
mated from the ensemble. In the hybrid technique, the
flow-dependent error covariance is combined with a static
error covariance matrix.

The first hybrid ensemble 3DVAR DA system
was proposed by Hamill and Snyder (2000). Later,
Lorenc (2003) devised an efficient method for introduc-
ing flow-dependent error covariances from ensemble
perturbations, making it easier to adapt to the varia-
tional cost function framework. In order to update the
ensemble perturbations, an ensemble-based DA system
such as ensemble square-root filter (EnSRF: Whitaker
and Hamill, 2002) or ensemble transform Kalman filter
(ETKF: Bishop et al., 2001) can be used. Several studies
(Wang et al., 2008b; Wang, 2011; Gao et al., 2013; Schwartz
et al., 2013; Wang et al., 2013; Pan et al., 2014; Schwartz
and Liu, 2014; Schwartz et al., 2015; Shen et al., 2016; 2017)
have shown that using a hybrid 3DVAR-ETKF approach
improves performance compared to a pure 3DVAR DA
approach.
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Recently, ensemble DA studies of thermodynamic
and wind profiler data have been conducted (Chipil-
ski et al., 2020; Cui et al., 2020). Chipilski et al. (2020)
assimilated Atmospheric Emitted Radiance Interferome-
ter (AERI) thermodynamic retrievals and wind profiler
data at a high temporal frequency to improve bore-driven
convection resulting in considerable forecast improve-
ments. Cui et al. (2020) used high spatio-temporal res-
olution airborne Doppler aerosol wind lidar profiles to
create the initial conditions for a short-range forecast
that showed improvements in the wind and precipita-
tion forecasts. DA impact studies using either airborne or
ground-based lidar systems produced remarkable results
in several case studies. WVDIAL data were assimi-
lated into a global atmospheric model in Kamineni
et al. (2003; 2006) using a 3DVAR. The results showed
forecast improvements in hurricane tracks. Wulfmeyer
et al. (2006) assimilated airborne water vapour DIAL data
of the NASA Lidar Atmospheric Sensing Experiment sys-
tem (LASE) into the fifth-generation Pennsylvania State
University–National Centre for Atmospheric Research
Mesoscale Model (MM5) by applying a 4DVAR DA. The
study showed an improved prediction of convection ini-
tiation (CI) concerning water vapour and wind. During
the Convective and Orographically-induced Precipitation
Study (COPS: Wulfmeyer et al., 2011), lower-tropospheric
water vapour fields measured by two airborne lidars
were assimilated into the 3DVAR assimilation system of
the Application of Research to Operations at MEsoscale
(AROME) NWP mesoscale model (Bielli et al., 2012).
Grzeschik et al. (2008) assimilated water vapour data from
three ground-based WVRLs, aligned in a triangle, into the
MM5 model from the Lindenberg Campaign for Assess-
ment of Humidity and Cloud Profiling Systems and its
Impact on High-Resolution Modelling (LAUNCH: Engel-
bart and Haas, 2006). The assimilation succeeded in cor-
recting the initial water vapour field by about 1 g⋅kg−1 and
extended the impact on the analysis water vapour field
up to 12 hr in the forecast. In addition, TRL data were
assimilated into the WRF model using the 3DVAR DA sys-
tem in Adam et al. (2016). It showed temperature analysis
improvements with corrected PBL heights.

Observation System Simulation Experiments (OSSEs)
conducted by Otkin et al. (2011) assimilated data from
various ground-based remote-sensing boundary-layer pro-
filing instruments, namely, Doppler wind lidar, Raman
lidar, microwave radiometer, and AERI. Otkin et al. (2011)
showed an overall improvement in analysis illustrating
that both mass and momentum observations are nec-
essary to improve analysis accuracy. Later in Hartung
et al. (2012), short-range ensemble forecasts were initiated
from the analyses of Otkin et al. (2011). They contributed
accurate forecasts of moisture flux convergence and

the intensity and location of accumulated precipitation.
Recently, some OSSEs were conducted assimilating water
vapour profiles as observed from Raman lidar into the
Japan Meteorological Agency Non-Hydrostatic Model
(JMA-NHM: Saito et al., 2006) through the LETKF DA sys-
tem by Yoshida et al. (2020). The study showed an improve-
ment in precipitation forecast by assimilating water vapour
profiles from Raman lidar on the windward side of heavy
precipitation.

In a previous study (Thundathil et al. (2020), hereafter
referred to as T20), temperature and water vapour mix-
ing ratio profiles from lidar systems were simultaneously
assimilated. A new thermodynamic lidar (TDLIDAR) for-
ward operator for the direct assimilation of the water
vapour mixing ratio profile rather than relative humid-
ity was introduced and implemented. Several data-denial
DA experiments with temperature, WVMR and relative
humidity were conducted with the 3DVAR DA system.
However, the simultaneous assimilation of moisture and
temperature showed less marked improvement than the
independent assimilation of either of the parameters.

This study aims to make use of the high spatio-
temporal resolution of lidar observations, and to inves-
tigate the extent to which the assimilation of these
high-resolution data through advanced DA systems
improves the analyses and corresponding forecasts. Fol-
lowing up on T20, we present the impact of high-resolution
temperature and water vapour mixing ratio profiles from
TRL and WVDIAL by adopting the WRF hybrid 3DVAR-
ETKF approach (Wang et al., 2008a; 2008b) to address the
following questions:

1. Does the addition of a flow-dependent error in the back-
ground error covariance matrix improve the analyses?

2. What is the spatial extent of the impact of assimilat-
ing thermodynamic lidar profiles from a single geo-
graphical location using an ensemble approach versus
a purely deterministic approach, and will it pave the
way for future networks of lidar systems in operational
forecasting?

The article is structured as follows. Section 2 describes
the hybrid DA methodology. Section 3 gives an overview
of the methodology for generating ensembles, the experi-
mental set-up and the assimilated observations. Section 4
presents our results. The article concludes with a summary
of our findings and gives an outlook on future research.

2 HYBRID 3DVAR-ETKF DA
SYSTEM

The Hybrid 3DVAR-ETKF (referred to as hybrid hereafter)
DA technique (Wang et al., 2008a; 2008b) was used to
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assimilate thermodynamic lidar data in this study. The
results were compared with those of the 3DVAR DA sys-
tem. The main advantage of a hybrid DA system over
3DVAR is that it uses flow-dependent ensemble covariance
rather than static background error covariance. Compared
to EnKF (Evensen, 2003), a smaller number of ensemble
members is required (Wang et al., 2007; Zhang et al., 2013;
Pan et al., 2014) in hybrid DA because, in addition to
ensemble covariance, static error covariance is also incor-
porated. Through the extended control variable approach
(Lorenc, 2003), the pure 3DVAR cost function is adapted
to include the ensemble covariance. In the following, we
briefly describe the hybrid 3DVAR cost function as it is
applied in the WRFDA framework.

According to Wang et al. (2008b), the hybrid 3DVAR
cost function is defined as follows:

J
(

x⃗1, a⃗
)
= 𝛽1J1 + 𝛽2Je + Jo, (1)

where J
(

x⃗1, a⃗
)

is the hybrid cost function expressed as the
sum of the observational component (Jo) and the back-
ground components J1 (static component) and Je (ensem-
ble component) extended by the control variables and
applied with appropriate weighting factors 𝛽1 and 𝛽2 with:

1
𝛽1

+ 1
𝛽2

= 1. (2)

The extended control variables in the WRF hybrid system
are the three-dimensional wind components U , V , W , the
perturbation geopotential variable PH, the perturbation
dry mass in column MU , temperature T, and water vapour
mixing ratio QVAPOUR.

The cost function in Equation (1) then expands to

J
(

x⃗1, a⃗
)
= 1

2
𝛽1
(

x⃗1
)TB−1 (x⃗1

)
+ 1

2
𝛽2

N∑
k=1

(
a⃗k
)TA−1 (a⃗k

)

+ 1
2

(
y⃗o − Hx⃗

)T
R−1

(
y⃗o − Hx⃗

)
, (3)

where x⃗ is the total analysis increment vector, x⃗1 is the anal-
ysis increment due to the static background error covari-
ance and a⃗ is the concatenated vector of extended control
variable for each ensemble member. y⃗o is the innovation
vector where y⃗o = y⃗ − H

(
x⃗b
)
. y⃗ denotes the observations

assimilated and x⃗b denotes the background state vector.
H is the nonlinear observation forward operator which
maps the model grid points to the observations. B and
R are static error covariance matrices of the background
and observations, respectively. B is assumed to start with
a diagonal matrix in the control variable space whereas
the off-diagonal terms, the covariances, exist in the model
space which are generated with series of transformations.
R is a fully diagonal matrix since the observations are

deemed to be mutually independent. A is the localization
matrix that contributes to flow-dependent error covari-
ance.

The ensemble transformation for the cycling of the
DA system starts with the computation of each ensemble
member’s perturbation from the ensemble mean. There-
fore, the ensemble mean and the corresponding variance
of each member are calculated. The ensemble perturba-
tions are updated by the ETKF (Bishop et al., 2001) with a
transformation matrix T:

T = rE(𝜌𝝀 + I)−1∕2ET. (4)

E and 𝝀 are the eigenvectors and eigenvalues of the N × N

matrix (Xe)THTR−1HXe

N−1
.

Xe is the ensemble perturbation matrix, and r (infla-
tion factor) and 𝜌 are scalar tunable factors. 𝜌 accounts for
the fraction of the forecast-error covariance projected onto
the ensemble subspace. To derive the analysis perturbation
matrix Xa, we multiply the ensemble perturbation matrix
Xe with T which then reads:

Xa = XeT. (5)

The columns of the analysis perturbation matrix consti-
tute the new set of updated ensemble perturbations. The
ensemble mean is applied as the background state x⃗b in
the hybrid 3DVAR cost function Equation (3) to get an
updated ensemble mean. The updated perturbations from
the ETKF are added to the updated mean to obtain the
set of new analysis ensemble members. With the new set
of ensemble members, a free forecast is performed till the
next assimilation time step (Figure 1).

3 METHODS AND DATA

3.1 Model and DA configuration

The WRF model (Skamarock et al., 2008), version 3.8.1,
was used in this study. The experiments presented in this
study were conducted with the same spatial and verti-
cal resolutions of 2.5 km and 100 levels, as in T20. The
vertical grid was configured to include 27 levels within
the lowest 1,500 m above ground. The model domain
(Figure 2) covers central Europe with 856× 832 grid cells.
The European Centre for Medium-range Weather Fore-
casting (ECMWF) analysis with a spatial resolution of
0.125◦ (approx. 13.5 km) was used to initialize the model
and generate lateral boundary conditions. The sea-surface
temperatures (SST) were initialized using the Operational
Sea surface Temperature and sea Ice Analysis (OSTIA:
Donlon et al., 2012) data provided by the UK Met Office.
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F I G U R E 1 Schematic diagram of the hybrid 3DVAR-ETKF data assimilation cycle. The 10 forecast ensemble members from the first
guess or from the previous analysis forecast cycle are the input for the subsequent cycle. Prior perturbations are updated by the ETKF to
analysis perturbations. The analysis perturbations are added to the updated mean to get a new set of analysis members for the next DA cycle.
The first background is from 18 hr spin-up ensemble members [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 2 The WRF model domain at a horizontal
resolution of 2.5 km with orography. The location of the TRL and
WVDIAL of UHOH during the HOPE campaign is marked with a
black dot [Colour figure can be viewed at wileyonlinelibrary.com]

Since we are interested in the impact of lidar pro-
files using different DA approaches, the WRF model
physics configuration was the same as in T20. It was
also evaluated in several previous studies (Schwitalla
et al., 2011; Schwitalla and Wulfmeyer, 2014; Bauer

et al., 2015; Adam et al., 2016). The selected physics
options comprised the WRF-NOAH multiparametrization
(NOAH-MP) Land Surface Model (LSM: Niu et al., 2011;
Yang et al., 2011), the Rapid Radiative Transfer Model
General Circulation Model (RRTMG) scheme (Iacono
et al., 2008) for the parametrization of short-wave and
long-wave radiation, the Thompson double moment
cloud microphysics scheme (Thompson et al., 2008) and
the Mellor–Yamada–Nakanishi–Niino (MYNN: Nakanishi
and Niino, 2006) Level 2.5 PBL scheme. Since the model
was run on the convection-permitting scale, a deep cumu-
lus parametrization scheme was not applied (Weisman
et al., 2008). The development of shallow cumulus was
represented by the Global/Regional Integrated Modelling
System (GRIMS) scheme (Hong et al., 2013).

The background covariance matrix was created with
the CV6 option of WRFDA. The NMC method’s statistics
(Parrish and Derber, 1992) were derived over April 2013
from forecast differences of 24 and 12 hr. The CV6 option
is a multivariate background error covariance where mois-
ture analysis is multivariate. The moisture control variable
in CV6 is the unbalanced portion of the pseudo-relative
humidity. A change in moisture in the CV6 can lead
to a temperature and wind change and vice versa. All
five of the correlation length-scales of the CV6 B matrix,
namely, stream function, unbalanced velocity potential,
unbalanced temperature, pseudo-relative humidity and
unbalanced surface pressure, were assigned a value of 1.
The same B matrix was used in the hybrid DA as well.

The ensemble members were generated by random
perturbations of the initial condition. This ensemble
generation method was already built in the WRFDA
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F I G U R E 3 Schematic diagram of the 3DVAR/HYBRID 3DVAR-ETKF rapid update cycle initialized by the ECMWF analysis. The
spin-up period lasted 18 hr until 0600 UTC on 24 April 2013. Four experiments with different set-ups were performed: NOLIDAR_3DVAR,
assimilating conventional data from 0600 to 1800 UTC with 3DVAR DA, and LIDAR_3DVAR, the assimilation of WVDIAL, TRL and
conventional data from 0900 to 1800 UTC using the TDLIDAR operator with 3DVAR DA. NOLIDAR_HYBRID and LIDAR_HYBRID are
performed in the same way but with HYBRID 3DVAR-ETKF DA. A forecast for 6 hr is performed from the final analyses of all experiments
[Colour figure can be viewed at wileyonlinelibrary.com]

framework, where a random perturbation in the model
space can be performed (put_rand_seed = true). We tried
to maintain the reproducibility of ensemble members by
adding fixed random perturbations through the RAN-
DOM CV method predefined in the WRFDA. Ten ensem-
ble members were generated, assigning different integers
from 1 to 10 to the “seed_array1” variable. The background
covariance matrix was created with the CV6 option of
WRFDA.

3.2 Experimental set-up

The assimilation experiment was carried out with a
rapid-update cycle (RUC) approach, as shown in Figure 3.
The assimilation of the water vapour mixing ratio
(WVMR) and temperature commenced from the fourth
assimilation time step at 0900 UTC. It continued until
1800 UTC as lidar observations were only available during
this period. We made a preconditioning hourly DA cycle
assimilating only conventional data between 0600 to 0800
UTC to analyse the exclusive impact of the lidar data. We
focused on four experiments: (a) NOLIDAR_3DVAR, with
only the conventional data assimilated using 3DVAR, (b)
LIDAR_3DVAR with WVMR and temperature lidar data
assimilated through the new thermodynamic lidar oper-
ator (TDLIDAR: T20) along with the conventional data,
(c) NOLIDAR_HYBRID similar to (a) but with hybrid
3DVAR-ETKF, and (d) LIDAR_HYBRID similar to (b) but
with a hybrid 3DVAR-ETKF approach.

Ten ensemble members were generated with 18 hr of
spin-up time before the first assimilation time step at 0600
UTC 24 April 2013. Due to computational constraints, we
restricted the number of ensemble members to 10 in this
study. The hybrid DA system is well-known for its per-
formance at smaller ensemble sizes compared to a pure
EnKF DA system (Wang et al., 2007; Zhang et al., 2013; Pan
et al., 2014). The weightage factors, 𝛽1 and 𝛽2, were set to
0.5 which means that the static component from the back-
ground error covariance matrix is attributed equal impor-
tance. The experiments were performed with a hybrid
covariance localization scale of 60 km. During the HOPE
intensive observation period (IOP), the horizontal wind
speeds were 5 m⋅s−1 near the surface (Adam et al., 2016).
Since the assimilated lidar data were averaged over a 20
min time window, the distance travelled by an air parcel
was approximately 6 km. A spatial scale of 10 times the
surface distance was used since we had 10 assimilation
cycles. A Gaussian correlation function was used in the
present study. We used adaptive inflation scheme WG07
in the WRFDA (Wang et al., 2007), with both tunable fac-
tors r and 𝜌 set to 1, to incorporate sufficient spread in the
successive assimilation cycles of the hourly RUC.

3.3 Observations

The observations used for assimilation in this study are
the same as those used in T20: SYNOP, METAR, radioson-
des (TEMP), wind profilers, aircraft measurements and
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atmospheric motion vectors (AMVs). In order to improve
the moisture distribution, Global Positioning System
(GPS) zenith total delay (ZTD) observations were used
in addition. Lidar profiles from the WVDIAL (Späth
et al., 2016) and the TRL (Hammann et al., 2015) of
the University of Hohenheim (UHOH) obtained during
the High Definition Clouds and Precipitation for advanc-
ing Climate Prediction (HD[CP]2) Observation Prototype
Experiment (HOPE) campaign (Macke et al., 2017), were
used for the impact studies. The IOP on 24 April 2013 was
selected for the case-study. The lidar systems were fixed
at the Hambach site in western Germany (Figure 2). The
meteorological conditions on that day were clear sky with
a few cirrus clouds and a warm moist advection from the
southwest towards the lidar location with average wind
speeds around 5 m⋅s−1 during the IOP (Adam et al., 2016).
Four radiosondes were launched at 0900, 1100, 1300 and
1500 UTC, close to the location where the lidar system was
located. They were used for evaluation only.

Time windows of ±10 min around each assimilation
time step in the lidar time-series data were chosen in order
to assimilate water vapour and temperature observations.
The WVDIAL absolute humidity data and the correspond-
ing error, derived from the number density, were converted
to WVMR data with associated errors. The original WVMR
profile data with 15 m vertical resolution was assimilated
as 30 m gliding averages to comply roughly with the model
vertical resolution. The total error of the lidar profiles
within the 20 min time window was computed as the
square root of the sum of squares of the representativity
error and the observation error. The WVDIAL total errors
ranging from 0.01 g⋅kg−1 at heights of 400 m to a maximum
of 1 g⋅kg−1 at heights above 2 km (Späth et al., 2016) were
used in the DA system. Similarly, the TRL profiles were
also averaged over a time window of ±10 min around each
assimilation time step. The TRL data were fed to the assim-
ilation system with a vertical resolution of 37.5 m along
with the errors. The TRL total errors ranging from 0.1 K
at 500 m to 1.1 K at 3,000 m (Hammann et al., 2015) were
input into the DA system. For further information on the
lidar measurements and errors, please refer to T20.

4 RESULTS

In order to understand how the flow-dependent error
covariances influence the background error covariance
matrix, we first present results from single observation
tests (SOTs) conducted with the hybrid approach. Then
we compare the lidar profiles, which are assimilated
into the model, with independent radiosonde measure-
ments to understand their strength and limitations to be
accounted for when analysing the results. Most of this

section will deal with the quantitative impact on WVMR
and temperature analyses of the hybrid, LIDAR_HYBRID
and NOLIDAR_HYBRID, compared with the 3DVAR
LIDAR_3DVAR and NOLIDAR_3DVAR experiments. The
analyses are compared to the independent radiosondes
launched four times throughout the IOP (see the previous
section). The RMSEs of the analyses profiles against the
radiosonde measurements were calculated for each time
step. We also present a comparison with independent plan-
etary boundary-layer height (PBLH) observations from the
ceilometers present during this HOPE IOP. Lidar DA anal-
yses were compared to the assimilated lidar profiles to
understand how well the model captured the observa-
tions. Finally, the predicted PBLH and precipitable water
vapour (PWV) fields will be compared with ceilometer
and GPS-PWV observations, respectively. The GPS ZTD
data were already assimilated into the model during all
the assimilation time steps. Hence the improvement in the
PWV forecast was minimal compared to the independent
ceilometers.

4.1 Single observation tests

When assimilated with the lidar temperature and moisture
data using a deterministic 3DVAR, the temperature analy-
ses profiles had certain disadvantages (T20). Although the
assimilation of temperature and WVMR with the TDLI-
DAR operator resulted in considerable improvement in the
WVMR analysis, the temperature improvement was less
than expected. The single observation tests conducted sep-
arately for temperature and WVMR enabled us to under-
stand the background error covariance statistics of the B
matrix. A pseudo-WVMR observation with an innovation
of 1 g⋅kg−1 and an error of the same magnitude were assim-
ilated in 3DVAR at model level 10 (255 m AGL). The assim-
ilation resulted in an analysis increment of 0.3 g⋅kg−1.
Simultaneously, the temperature response of the analy-
sis at the same height led to an analysis increment of
−0.15 K. A pseudo-temperature observation of 1 K inno-
vation value, and an error of 1 K were also assimilated
at the same height. The assimilation resulted in a tem-
perature increment of 0.28 K and a corresponding WVMR
increment of −0.17 g⋅kg−1. In 3DVAR DA, the assimila-
tion of WVMR produced an analysis increment in the
WVMR analysis, which in contrast, created a directly
opposite response to temperature. This is purely a statisti-
cal correction based on climatological covariance and not
a real-time scenario. The exact negative correlation hap-
pened with the assimilation of temperature as well. The
spatial extent of the area influenced by the analysis incre-
ment is shown in Figure 4. Gao and Gao (2020) have
presented impacts of multivariate B matrix using the CV6
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F I G U R E 4 Vertical profiles
and spatial distribution of analysis
increments from the single
observation tests (SOTs) performed
for a WVMR increment of 1 g⋅kg−1

and temperature increment of 1 K at
model level 10 (255 m AGL) using
the 3DVAR approach. (a) The
vertical profile, (b,c) the spatial
distribution of the analysis
increment as a result of the WVMR
SOT. (d,e,f) Results of the
temperature SOT [Colour figure can
be viewed at wileyonlinelibrary.com]

on the 3DVAR DA system of WRF. A dominant-negative
correlation is visible in the temperature and WVMR vari-
ables. The CV6 is a climatological background error covari-
ance that varies monthly and under the influence of tran-
sient weather systems resulting in rapid variations in the
lower troposphere. By enhancing the B matrix with addi-
tional flow-dependent characteristics derived from ensem-
ble members and with a large number of ensemble mem-
bers, we can increase the sample space and hence bring
the response of the error covariance matrix close to reality.
We found the response due to the assimilation of WVMR
and temperature arising from the B matrix statistics to
be detrimental to the forward operator. The innate abil-
ity of the forward operator to correct the WVMR and
temperature variables in the model is inhibited due to feed-
back response from the B matrix, which is not accurate.
Real-time lidar observations incorporated in the model are
tampered with due to the response from the B matrix.
The forward operator was designed for the direct assimila-
tion of the prognostic variables, WVMR and temperature,
thereby minimizing the error propagation resulting from
the relative humidity variable conversions. When assimi-
lating the WVMR into the model, it was so far internally
converted to relative humidity. Since relative humidity is
sensitive to temperature (T20), undesirable cross sensitivi-
ties between moisture and temperature are triggered, lead-
ing to more significant errors. The T20 operator enables
complete information concerning the water vapour con-
tents in the area of interest to be propagated into the model,
reducing error.

We performed the same SOTs with the hybrid DA sys-
tem in order to understand how the temperature analysis
also improved simultaneously with the WVMR (Figure 5).
A pseudo-observation of 1 g⋅kg−1 and 1 K, with an error of
the same magnitude, was assimilated at the same level (10,
255 m AGL) for WVMR and temperature, respectively. The
WVMR analysis increment was 0.53 g⋅kg−1, and the tem-
perature increment was 0.82 K, higher than the 3DVAR.
The WVMR SOT had a positive temperature response
of 0.28 K in the analysis, whereas temperature SOT had
a response of 0.09 g⋅kg−1 in the analysis. The hybrid
DA showed positive analysis increments as responses to
the SOTs compared to the negative analysis increment
responses in 3DVAR. The forward operator is designed to
assimilate the lidar WVMR and temperature data directly
into the model. Since the SOT response due to assimilation
of either WVMR or temperature, in the hybrid approach, is
not negatively correlated to each other like in the 3DVAR,
temperature analyses are not affected by WVMR assimi-
lation or vice versa. In the hybrid, the temperature anal-
ysis response due to WVMR assimilation or vice versa is
significantly smaller in magnitude; thereby, one variable
does not strongly influence the other. This was a result
of the hybrid approach introducing flow-dependent infor-
mation in the background error covariance. We calculated
the correlation coefficient of the temperature and WVMR
at the location of the SOTs and covering all the model
levels to understand the overall response. The correla-
tion coefficients of the hybrid SOTs were 0.79 and 0.56
for WVMR SOT and temperature SOT, respectively. In
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F I G U R E 5 Same as Figure 4 but
using hybrid [Colour figure can be
viewed at wileyonlinelibrary.com]

F I G U R E 6 Vertical profiles of
analysis increments from the SOTs
performed for a WVMR increment
of 1 g kg−1 at model levels 10 (255 m
AGL), 20 (760 m AGL), and 40
(3030 m AGL), and the
corresponding responses to
temperature [Colour figure can be
viewed at wileyonlinelibrary.com]

contrast, the 3DVAR SOTs had the same coefficients with
−0.97 and− 0.98 for WVMR and temperature, respectively.

The spatial extent of the impact of WVMR increment
has a diameter of 250 km, similar to that in 3DVAR (refer
to T20), with a magnitude ranging from 0.1 g⋅kg−1 at the
outer region to 0.53 g⋅kg−1 at the centre. The tempera-
ture increment spatially extended to a diameter of 300 km
with temperatures ranging from 0.1 to 0.82 K (centre). The
spatial extent is the same in the hybrid and 3DVAR but
the magnitude of impact at the central region of impact
is higher for the hybrid. The hybrid also used the same
B matrix with the CV6 option used in the 3DVAR with
a correlation length-scale for all five parameters set to 1.
In order to understand the impact at different levels, we
also made two other SOTs for WVMR at levels 20 and
40 (Figure 6), which are at altitudes of 760 and 3,030 m,
respectively. The SOTs had a similar positive temperature
response trend at higher model levels, too, with a lower

magnitude than the surface levels. The SOTs show how
the behaviour of the temperature response with the assim-
ilation of WVMR weakens as we move to higher model
levels. The change in response linked to height may help
pre-processing profile measurements before assimilation.

4.2 Comparison of lidar profiles
with radiosonde profiles

The radiosondes were launched at the Hambach site in
Germany close to the UHOH’s Institute of Physics and
Meteorology (IPM) lidar systems. The type of radiosonde
used during the IOP was the DFM-09 model from GRAW.1
There were four launches during our case-study, at 0900,
1100, 1300 and 1500 UTC. According to the assessment of

1https://www.graw.de/products/radiosondes/dfm-09/
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(a) (b)

(c) (d)

F I G U R E 7 Absolute error
between radiosonde and lidar
observations: Temperature (blue)
and WVMR (red) profiles shown for
(a) 0900, (b) 1100, (c) 1300 and (d)
1500 UTC. The error bars are that of
the radiosondes: temperature error
(light blue) and WVMR error (light
brown) [Colour figure can be viewed
at wileyonlinelibrary.com]

radiosondes in Ingleby (2017), GRAW radiosondes have a
significant temperature bias that had to be accounted for.
The manufacturer of the DFM-09 model confirms a sta-
tistical error of around 0.2 K for temperature and 4% for
relative humidity. Another factor that contributes to the
uncertainty of radiosondes is “drift” during their ascent.
During the IOP, a surface wind speed of around 5 m⋅s−1

was recorded (Adam et al., 2016). The radiosonde took
about 5 min to cover the PBL and almost 11 min to reach
3,000 m. This provides some evidence about the track the
radiosonde would have followed during its ascent. The
radiosonde may have moved slightly away from the launch
location assuming that the wind speed above the sur-
face was not less than the surface wind speed. On the
other hand, lidar observations are vertical profiles pointed
straight upward for a continuous measurement. Since lidar
systems provide continuous measurements, higher sam-
pling is achieved, leading to reduced errors. Sampling does
not apply to radiosonde measurements because it is a
snapshot.

Lidar observations provide better representativity than
radiosondes in time and space. Lidar observations are aver-
aged over time according to the model grid configuration

and the meteorological conditions before assimilation. In
this study, the temporal averaging of the profiles was for
a period of 20 min (T20). Figure 7 shows the absolute
error profile of the radiosonde profiles with the lidar pro-
files both for temperature and WVMR. Presumably, for the
above reasons, the temperature error has a magnitude of
1.6 K at 0900 UTC at a height of 1,000 m. Similarly, at
a height of 2,500 m, the errors for 0900, 1100 and 1500
UTC average to 1.5 K. The temperature error rises to a
peak of 2 K between a height of 1,900 and 2,300 m at 1500
UTC. The high error values in the temperature reduce
confidence in the quantitative analysis of the temperature
analyses.

4.3 Assimilation impact on WVMR

For our analysis, we evaluated the RMSEs of the NOLI-
DAR_3DVAR, LIDAR_3DVAR, NOLIDAR_HYBRID
and LIDAR_HYBRID with respect to lidar observa-
tions. Figure 8 gives the analyses at 0900, 1100, 1300
and 1500 UTC when radiosonde data were available in
addition. The LIDAR_HYBRID analyses were closer to
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F I G U R E 8 WVMR profiles of
WVDIAL, radiosondes, and analyses at
(a) 0900, (b) 1100, (c) 1300 and (d) 1500
UTC. The WVDIAL observations
(orange) along with its total error are
plotted. Radiosonde observations
(magenta), which were not assimilated,
are plotted for reference. The
experiments NOLIDAR_3DVAR (green),
LIDAR_3DVAR (red) and
LIDAR_HYBRID (purple) are shown in
the panel. The background profile (first
guess: LIDAR_HYB_FG) of the
LIDAR_HYBRID (black) is also shown
[Colour figure can be viewed at
wileyonlinelibrary.com]

(a) (b)

(c) (d)

the lidar observations than that of the LIDAR_3DVAR
at all four assimilation time-steps. Inside the PBL, until
∼1,200 m AGL, the LIDAR_HYBRID results closely
correlated with the WVDIAL and radiosonde pro-
files, whereas LIDAR_3DVAR, NOLIDAR_3DVAR and
NOLIDAR_HYBRID showed larger differences to the
observations. Especially at 0900 UTC, LIDAR_HYBRID
captured the WVMR gradient inside the PBL while the
other experiments did not. The LIDAR_HYBRID showed
a sudden adjustment to match the lidar observations at
an altitude of 900 m when the data became available.
Overlap error in lidars occurs due to the incomplete over-
lapping of the transmitter and receiver telescope field of
view. Overlap error is a drawback that does not enable
lidar systems to measure parameters at near ranges. The
interfacial layer at 1,200 m (Figure 8a) was better captured
by the LIDAR_HYBRID than by the LIDAR_3DVAR.
The lower troposphere was also very well captured by
LIDAR_HYBRID at all four time steps compared to
LIDAR_3DVAR.

The individual RMSE of WVMR compared to the
WVDIAL observations at the 10 assimilation time steps,
the average RMSEs of those time steps, and the change
in RMSEs are presented in Figure 9a–c, respectively. The

RMSEs were calculated against the lidar observations
between 800 and 2,500 m, where the lidar observa-
tions were available. The RMSEs of LIDAR_HYBRID
(Figure 9a) were consistently lowest at all time steps.
The average RMSE (Figure 9b) fell from 0.52 g⋅kg−1

in LIDAR_3DVAR to 0.25 g⋅kg−1 in LIDAR_HYBRID.
The RMSE (Figure 9c) of LIDAR_HYBRID fell by
0.64 g⋅kg−1 compared to NOLIDAR_HYBRID whereas,
the LIDAR_3DVAR fell 0.36 g⋅kg−1 compared to the
NOLIDAR_3DVAR experiment. This reduction in RMSEs
once again demonstrated the superior performance of
the hybrid approach over the deterministic 3DVAR.
The relative difference between the RMSEs of NOLI-
DAR_HYBRID and NOLIDAR_3DVAR was less than
0.01 g⋅kg−1. The above results clearly demonstrated
that the hybrid approach is promising for integrating
high-resolution WVMR and temperature profiles from a
potential future network of lidar systems operated over
the region of interest.

The RMSEs of WVMR with respect to radiosondes
were also calculated (Figure 10). The RMSE (Figure 10a)
fell from 0.64 g⋅kg−1 in LIDAR_3DVAR to 0.47 g⋅kg−1 in
the LIDAR_HYBRID experiment. The RMSE (Figure 10b)
compared to NOLIDAR_3DVAR fell by 0.1 g⋅kg−1 in

3.2. Thundathil et al. 2021 71



4174 THUNDATHIL et al.

(a)

(b)

(c)

F I G U R E 9 WVMR RMSE of the analyses compared to
assimilated WVDIAL observations. (a) The RMSE with respect to
the WVDIAL observations at the 10 assimilation time steps from
0900 to 1800 UTC 24 April 2013. (b) The mean WVMR RMSE of (a).
(c) The relative change in the average RMSD of (b) compared to the
RMSE of the respective NOLIDAR analysis [Colour figure can be
viewed at wileyonlinelibrary.com]

LIDAR_3DVAR whereas, LIDAR_HYBRID RMSE fell
0.44 g⋅kg−1 compared to the NOLIDAR_HYBRID exper-
iment. The average RMSE of NOLIDAR_HYBRID was
about 0.17 g⋅kg−1 higher than in the NOLIDAR_3DVAR
experiment. Nevertheless, the improvement in the lidar
data-assimilated hybrid DA analysis was more promi-
nent than in the 3DVAR analysis. Considering the over-
all WVMR RMSE compared to radiosonde observations,
LIDAR_HYBRID showed considerable improvement over
the LIDAR_3DVAR experiment.

4.4 Assimilation impact
on temperature

Figure 11 gives a comparison of temperature profiles
with radiosondes and TRL observations for the analyses

(a)

(b)

F I G U R E 10 WVMR RMSE of the analyses compared to
independent radiosonde observations. (a) The mean RMSE with
respect to the WVDIAL observations averaged over four time steps
0900, 1100, 1300 and 1500 UTC on 24 April 2013. (b) The relative
change in the average RMSE of (a) compared to the respective
RMSE of the NOLIDAR analysis [Colour figure can be viewed at
wileyonlinelibrary.com]

at 0900, 1100, 1300 and 1500 UTC. Inside the PBL,
until 1,200 m AGL, LIDAR_HYBRID correlated best with
the observed temperature profiles. The observed inter-
facial layer temperature at 1200 m AGL was captured
by the LIDAR_HYBRID but not by the LIDAR_3DVAR.
LIDAR_HYBRID also correlated best with the TRL obser-
vations from the interfacial layer to 3,000 m, whereas
in the lower troposphere between 1,600 and 3,000 m,
LIDAR_HYBRID agreed best with the radiosonde obser-
vations as well. Here we have to bear in mind the spa-
tial representativeness errors associated with the drift of
radiosondes, as discussed in the previous section. The
radiosondes measure a snapshot of the atmosphere rather
than a continuous profile like the lidar systems, which may
not always be comparable to a temporally averaged set of
lidar profiles. We average the lidar profiles in 20 min win-
dows, consisting of 1,200 profiles for TRL and 120 profiles
for DIAL since the temporal resolutions are 1 and 10 s,
respectively. The averaged lidar profile might not show
the temperature spikes visible in the radiosonde profiles
at 0900 UTC between 1,000 and 1,600 m and at 1100 UTC
between 1,300 and 1,500 m AGL.

With respect to the TRL profiles the LIDAR_HYBRID
temperature RMSEs improved considerably at all assimi-
lation time steps (Figure 12a). The average RMSE in the
LIDAR_HYBRID experiment showed the lowest value
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F I G U R E 11 Same as
Figure 8 but for temperature
[Colour figure can be viewed
at wileyonlinelibrary.com]

(a) (b)

(c) (d)

of 0.55 K while it stayed at 1.15 K in the LIDAR_3DVAR
experiment. The relative reduction in the RMSE of
LIDAR_HYBRID compared to NOLIDAR_HYBRID
was 0.54 K. This constitutes a significant improve-
ment over LIDAR_3DVAR, which, when compared
to NOLIDAR_3DVAR, had an increment of 0.06 K.
The assimilation of both WVMR and temperature
together with the 3DVAR DA system did not succeed in
simultaneously improving WVMR and temperature.

The RMSEs of temperature with respect to the
radiosonde observations were also calculated (Figure 13).
The average temperature RMSE in LIDAR_HYBRID fell
to 0.87 K from 1.4 K in LIDAR_3DVAR. The change in
temperature RMSE compared to radiosondes with respect
to the NOLIDAR_HYBRID experiment fell by 0.17 K in
the LIDAR_HYBRID while LIDAR_3DVAR, compared to
NOLIDAR_3DVAR, increased by 0.59 K. From section 4.2,
the temperature absolute error profile of the radiosonde
with lidar temperature profiles at 0900, 1100 and 1500 UTC
was higher (1.5 K average), and was seen as detrimental
in the overall RMSEs. However, we cannot conclude from
the error profiles that either radiosonde or lidar profiles

are close to the truth. In order to evaluate the improve-
ment, we need to consider comparing analyses with other
independent observations.

4.5 Impact on planetary
boundary-layer height

The impact of assimilating WVMR and temperature on
PBLH using the different approaches was validated with
ceilometer data in addition to the independent radiosonde
measurements. Figure 14 shows the comparison of the
analyses with the ceilometer data. The PBLH height
was defined by the height of the largest positive poten-
tial temperature gradient in the lowest 2,000 m. These
heights obtained from all four experiments were compared
with ceilometer data. The overall RMSE compared to the
ceilometer for the LIDAR_HYBRID experiment was 60 m.
The LIDAR_3DVAR experiment performed better than the
assimilation experiments without lidar data, still show-
ing an RMSE of 140 m (Figure 14b). The improvement in
the hybrid DA is visible from the evaluation of analyses
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(a)

(b)

(c)

F I G U R E 12 Same as Figure 9 but for temperature [Colour
figure can be viewed at wileyonlinelibrary.com]

with the independent ceilometer observations, although
radiosonde comparisons were not completely convincing.

4.6 Spatial extent of the assimilation
impact

Figure 15 shows the spatial impact of assimilating lidar
profiles by displaying the analysis difference between
hybrid DA and 3DVAR experiments. The analysis differ-
ence provides insight into the spatial extent of the impact
produced by the assimilation of the single lidar profiles.
The tuning parameters of the background error correla-
tions were kept identical for both 3DVAR and hybrid DA
systems. The spatial plot was averaged over all assimilation
times and then vertically averaged until 2,000 m AGL to
obtain the spatial impact at different levels. A lower limit of
±0.2 g⋅kg−1 and± 0.2 K, kept as thresholds in the plots, for

(a)

(b)

F I G U R E 13 Same as Figure 10 but for temperature [Colour
figure can be viewed at wileyonlinelibrary.com]

WVMR and temperature, respectively, was used to elim-
inate negligible impacts in both horizontal and vertical
cross-sections. The radius of the impact of the WVMR was
spread over a diameter of 200 km in the hybrid DA with
a minimum impact of 0.3 g⋅kg−1. The maximum impact
was 0.8 g⋅kg−1. The temperature impact spreads over a
diameter of 250 km ranging between 0.3 and 0.6 K. The
areas of influence on WVMR and temperature were well
beyond the hybrid covariance localization scale of 60 km.
In the hybrid 3DVAR-ETKF DA system, the background or
first-guess of each assimilation time-step is a mean of the
ensemble member forecasts from the previous cycle. The
ensemble members contain the propagated error produced
due to the random perturbation of the initial state of the
model state variable while they are generated. Therefore
the mean of the ensemble member forecasts (first-guess)
should possibly be corrected by the DA system to a greater
extent with a larger innovation in DA. The correlation
function used for the localization is Gaussian, and the
localization impact declined over 60 km gradually but not
abruptly.

In the 3DVAR (Figure 15a), the WVMR impact was lim-
ited to a 60 km radius, whereas the temperature impacted
150 km. The domain-maximum values were 0.8 g⋅kg−1 and
0.9 K for WVMR and temperature, respectively. The hybrid
DA showed a uniform circular impact region with a radius
of 100 km rather than 3DVAR. It had a non-uniform spatial
impact for WVMR and temperature. The minimum area of
impact was found to be a 100 km radius for a localization
length-scale of 60 km.
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(a) (b)

F I G U R E 14 Planetary boundary-layer height (PBLH) at the 10 analyses time steps compared to ceilometer-derived PBLH. (a) The
PBLH time series comparison with the ceilometer, and (b) the average RMSE of all 10 assimilation time steps for the different experiments
[Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 15 Spatial extent of
the 3DVAR and hybrid DA impact:
spatial averaged analysis difference
between hybrid DA with-lidar and
without-lidar experiments for 10
assimilation cycles from 0900 to
1800 UTC 24 April 2013 and
vertically averaged field till 2000 m
AGL. (a,b) The WVMR difference;
(c,d) the temperature difference,
respectively. The lidar site is marked
with a blue dot. A dashed circle has
been marked to give some
understanding of the circular area of
impact [Colour figure can be viewed
at wileyonlinelibrary.com]
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F I G U R E 16 Impact of the hybrid assimilation of the lidar data for the forecast: hybrid DA forecast difference between hybrid DA
with-lidar and without-lidar experiments, starting from the final assimilation time step at 1800 UTC with 0, 3 and 6 hr lead-time. Differences
of (a–c) the WVMR fields and (d–f) the temperature fields. The blue dot in the upper plots and the red dot in the lower plots marks the lidar
site [Colour figure can be viewed at wileyonlinelibrary.com]

4.7 Forecast impact of the assimilation

The spatio-temporal forecast differences between the
hybrid DA experiment with-lidar and without-lidar for
WVMR and temperature are presented in Figure 16. The
spatial forecast plot shows how long the impact of the
lidar profiles remains within the model domain. The lower
limit threshold, in the plot, of ±0.3 g⋅kg−1 and± 0.1 K, for
WVMR and temperature, respectively, are applied here.
The temperature difference showed a cooling effect during
high increments of WVMR. The domain-maximum val-
ues of the forecast differences of water vapour fell in the
next forecast hours from 1.4 to 0.6 g⋅kg−1 and from 0.5 to
0.25 K for temperature. Also, the forecast difference did not

exhibit unphysical correlations between temperature and
WVMR, which could have been introduced by the small
ensemble size. The hybrid analysis impact was free of any
long-range correlations further away from the lidar loca-
tion and downstream, apart from the minor differences
possibly created by sound or gravity waves.

In order to evaluate the analysis improvement due to
assimilation, a forecast evaluation was conducted with
respect to the PBLH observations and PWV observations
for a 9 hr forecast lead time from the final analysis time
step of 1800 UTC. The PBLH forecast results (Figure 17)
compared to PBLH observations showed the most pos-
itive impact of the lidar data. Comparison of the PWV
forecast with the GPS-PWV observations revealed a minor
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(a) (b)

F I G U R E 17 Forecast of PBLH from different experiments compared to ceilometer-derived PBLH for 9 hr forecast lead time starting at
1800 UTC. (a) The PBLH time series comparison of the forecasts with the observation, and (b) the average accumulated RMSE every 3 hr
[Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 18 RMSE of precipitable water vapour (PWV)
forecast compared to GPS-PWV observations for the different
experiments for different forecast lead times (hr) starting at 1800
UTC 24 April 2013 [Colour figure can be viewed at
wileyonlinelibrary.com]

improvement in the short-range forecast. As shown in
Figure 17a, the PBLH forecast of LIDAR_HYBRID per-
formed best compared to other DA runs. The impact
of assimilation could be observed in the system for
about 7 hr, later converging to the conventional DA
run. Although the hybrid simulation performed better
than the 3DVAR, LIDAR_3DVAR was better than NOLI-
DAR_HYBRID. Figure 17b shows the accumulated aver-
age RMSE with respect to the observations every 3 hr for
3, 6 and 9 hr forecast lead time, where LIDAR_HYBRID
showed the lowest values of all the experiments. PWV
RMSE (Figure 18) is also calculated for the same forecast
lead time as made for the PBLH forecast. When comparing
the model-derived PWV values with the GPS-PWV obser-
vations, the LIDAR_HYBRID simulation again performed

better than other DA runs for the first 4 hr, although the
improvement was relatively small. This low magnitude of
improvement is expected since we had already assimilated
GPS-ZTD observations in all DA runs.

5 SUMMARY AND OUTLOOK

The study presented promising evidence of the potential
of assimilating high-resolution active remote-sensing ther-
modynamic lidar to improve NWP analyses and forecasts
through a case-study from the HOPE campaign in 2013.
We measured the scale of improvement by assimilating
WVMR and temperature profiles from WVDIAL and TRL
with a hybrid ensemble DA system using the TDLIDAR
operator from T20. For this purpose, we used the hybrid
3DVAR-ETKF DA system that comes with WRF version
3.8.1. We compared the results of the hybrid DA with
a deterministic 3DVAR DA run. We also performed sev-
eral SOTs to understand how the flow-dependent error
covariance matrix influenced the analyses.

The WRF model was set up on the convection-
permitting horizontal resolution of 2.5 km over central
Europe with 100 vertical levels. A rapid-update cycle
approach was adopted. Data of the UHOH-WVDIAL and
TRL from the HOPE campaign in western Germany
from 0900 to 1800 UTC on 24 April 2013 were assimi-
lated hourly. We analysed four experiments: a simulation
with conventional data assimilation using 3DVAR (NOLI-
DAR_3DVAR); a similar experiment using the hybrid
3DVAR-ETKF (NOLIDAR_HYBRID); an experiment with
lidar data assimilation in addition to the conventional
data through 3DVAR (LIDAR_3DVAR), and the same with
hybrid DA (LIDAR_HYBRID).
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The LIDAR_HYBRID experiment showed an over-
all improvement over the LIDAR_3DVAR experiment. In
comparison to the WVDIAL observations, the WVMR
RMSE fell by 0.62 g⋅kg−1 compared to NOLIDAR_3DVAR
whereas the LIDAR_3DVAR experiment showed a lower
reduction of 0.36 g⋅kg −1. A previous study (T20) showed
that the simultaneous assimilation of WVDIAL and TRL
data utilizing a 3DVAR with a static background error
covariance matrix did not improve the temperature anal-
yses. Simultaneous improvement of temperature and
WVMR was observed when adopting the hybrid DA
approach. The reduction in the temperature RMSE from
the LIDAR_HYBRID to NOLIDAR_3DVAR experiments
compared to the TRL observations was 0.54 K, whereas the
LIDAR_3DVAR experiment even showed a slight RMSE
increase of 0.06 K. The RMSEs were calculated in com-
parison with independent radiosonde observations. The
radiosonde observations could not be deemed to be true
due to the significant difference between the radiosonde
measurements and the lidar profiles. However, the overall
RMSE for all times where the radiosondes were launched
showed an improvement in hybrid over the 3DVAR.

Apart from radiosondes, PBLH estimates from
ceilometers were compared, which showed positive
results for the hybrid DA. The LIDAR_HYBRID DA
run had the lowest RMSE of 60 m compared to 140 m
in LIDAR_3DVAR. Forecast validations were conducted
with respect to PBLH estimates and also GPS PWV. A 9
hr forecast starting at 1800 UTC was initiated from each
of the different experiments. For both PBLH and IWV
forecast, the LIDAR_HYBRID performed better than
LIDAR_3DVAR DA. The forecast impact of PBLH per-
sisted for about 7 hr, whereas the PWV impact persisted
for about a roughly 4 hr forecast lead time.

In summary, the hybrid DA analyses were considerably
improved compared to the 3DVAR DA analyses. We can
state that the hybrid assimilation of the high-resolution
thermodynamic lidar data has great potential to simul-
taneously improve both the moisture and temperature
analyses on the convection-permitting scale. However, our
investigation was currently limited to a single case-study.

We can also conclude that the added flow-dependency
in the background error covariance supports the view that
the model is able to better capture the thermodynamic
flow in the atmosphere than the static background error
covariance used in the deterministic 3DVAR.

The spatial extent of the impact when assimilating
lidar profiles with an ensemble approach from a single
geographical location was significantly higher than with
the 3DVAR approach. However, the spatial scale can vary
depending on the tuning of background correlations. The
tuning parameters of the background correlations were
the same for both the DA systems used in this study to

understand impact. The analysis increments already of a
single lidar vertical profile were spread over a radius of
100 km. The impact area provides insight into the min-
imum distance between two lidar systems to be set up
adjacently in the potential future lidar network. A slightly
less than 200 km grid-to-grid spacing of the lidar network
could be a new design for a future lidar network from this
case-study. However, a single case-study is not enough to
derive any conclusions about future lidar network design
strategies. We would want to do further research at dif-
ferent locations with different environmental conditions.
Several DA research studies have been conducted using
the water vapour lidar data which had created a spatial
impact over a large area (Grzeschik et al., 2008; Leuen-
berger et al., 2020; Yoshida et al., 2020). A new initiative,
Water vapour Lidar Network Assimilation (WaLiNeAs),
to assimilate high-resolution vertical water vapour profile
data from a network of six water vapour lidar systems is
planned to start in early September 2022 in the western
Mediterranean (Flamant et al., 2021). Lidar network DA
promises excellent potential for future operational fore-
casting.

In the future, it will be very interesting to test the
sensitivity of hybrid DA with more ensemble members
and also with even more advanced DA techniques such
as 4DVAR-hybrid or 4DEnVar. Furthermore, it will be
interesting to explore the additional incorporation of wind
profiles of Doppler lidars into the model. This is expected
to simultaneously improve the model dynamics, too. Stud-
ies on the assimilation of Doppler wind lidar data alone
have already produced very promising results (e.g. Sawada
et al., 2015).Our results suggest that hybrid DA approaches
with their flow-dependent background error covariance
are very well suited for this.
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4.1 Overview

Implementing lidar systems as a part of our daily weather prediction instrumentation is a
vision into advanced forecasts. As a starting point, it is essential to gain more insight into
the impact of the DA of thermodynamic profiles and other prognostic variables from lidar
systems before implementing lidar systems on an operational level with other observation
instruments. One of the key objectives of this thesis is to make a foundation for more lidar
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impact studies and to understand how lidar systems can solve our problems like observa-
tional gaps and the inability to characterise the fine-scale weather phenomena which other
instrumentation techniques lack.

This chapter provides an overview of an excellent initiative in the direction of paving
the way for a new approach of operational forecasting using a network of water vapour
Raman lidar systems. A unique and innovative French initiative project called the Wa-
ter Vapor Lidar Network assimilation (WaLiNeAs) will start a measurement campaign in
early September 2022. The measurement campaign will deploy a network of autonomous
water vapour lidars from France, Germany, and Italy research groups across the Western
Mediterranean. At the University of Hohenheim (UHOH), the transportable and auto-
matic Atmospheric Raman Temperature and Humidity Sounder (ARTHUS, Lange et al.,
2019) has been developed. Between November 2018 and October 2021, ARTHUS collected
more than one year of data, including temperature and water-vapour mixing ratio with un-
precedented temporal and range resolutions and accuracies. It was operated at the UHOH
Land-Atmosphere Feedback Observatory (LAFO1) as well as in various field campaigns
such as on a shipborne platform during the Elucidating the Role of Cloud-Circulation
Coupling in Climate (EUREC4A, Stevens et al., 2021) campaign and recently at the Mete-
orologisches Observatorium Lindenberg - Richard Aßmann-Observatorium (MOL-RAO)
DWD observatory in Lindenberg between July and September 2021. Probabilistic quan-
titative precipitation forecasting (PrQPF) is a challenging field of meteorology, which is
fundamental for predicting and quantifying extreme precipitation events. With advanced
remote-sensing instruments such as lidar systems, acquiring the high-resolution temporal
and spatial dynamical and thermodynamic data for input to the numerical weather pre-
diction (NWP) models through data assimilation (DA) techniques is possible. The project
aims to implement an integrated prediction tool to enhance the forecast of HPEs in south-
ern France, primarily demonstrating the benefit of assimilating vertically resolved water
vapour data in the new version of the French operational AROME NWP system. Flamant
et al., 2021 has detailed the goals and objectives of the research initiative in the next sec-
tion of this chapter. As a result of this research initiative, future assimilation strategies
can be better designed, and the importance and density of lidar networks to help predict
short-range forecasts can be better understood.

1https://lafo.uni-hohenheim.de/en.
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Abstract
Extreme heavy precipitation events (HPEs) pose a threat to human life but remain dif-
ficult to predict because of the lack of adequate high frequency and high-resolution 
water vapor (WV) observations in the low troposphere (below 3 km). To fill this obser-
vational gap, we aim at implementing an integrated prediction tool, coupling network 
measurements of WV profiles, and a numerical weather prediction model to precisely 
estimate the amount, timing, and location of rainfall associated with HPEs in south-
ern France (struck by ~ 7 HPEs per year on average during the fall). The Water vapor 
Lidar Network Assimilation (WaLiNeAs) project will deploy a network of 6 autono-
mous Raman WV lidars around the Western Mediterranean to provide measurements 
with high vertical resolution and accuracy to be assimilated in the French Application 
of Research to Operations at Mesoscale (AROME-France) model, using a four-dimen-
sional ensemble-variational approach with 15-min updates. This integrated predic-
tion tool is expected to enhance the model capability for kilometer-scale prediction of 
HPEs over southern France up to 48 h in advance. The field campaign is scheduled to 
start early September 2022, to cover the period most propitious to heavy precipitation 
events in southern France. The Raman WV lidar network will be operated by a consor-
tium of French, German, Italian, and Spanish research groups. This project will lead 
to recommendations on the lidar data processing for future operational exploitation in 
numerical weather prediction (NWP) systems.

Keywords Remote sensing · Numerical weather prediction model · AROME · 
Assimilation  · Western Mediterranean
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1 Introduction

Heavy precipitation events (HPEs) pose a threat to human lives (e.g., Llasat et al. 2013) as 
well as the economy and the environment of impacted regions. HPEs occurring in small 
and steep watersheds are responsible for the triggering of flash floods with a sudden and 
often violent onset and rapid rise of rivers, typically from 1 to 6 h following the causative 
rainfall (Gaume et al. 2009). Flash floods and landslides lead to fatalities, loss of crops and 
livestocks, damage to infrastructures, as well as disruption of transport and communica-
tion. HPEs remain difficult to predict. Considerable efforts to improve the forecast skill 
for such severe events have been made in recent years, and significant progress has been 
realized through the development of kilometer-scale numerical weather NWP systems 
(Ducrocq et al. 2014) and data assimilation techniques (e.g., Kwon et al. 2018, Gustafs-
son et al. 2018). However, our ability to predict such high-impact events remains limited 
because of the lack of adequate high frequency, high-resolution vertically resolved water 
vapor (WV) observations in the low troposphere to be assimilated in NWP systems, and 
especially in the boundary layer (Weckwerth et al. 2004; Wulfmeyer et al. 2015; Leuen-
berger et al. 2020).

The implementation of an integrated prediction tool, coupling network measurements of 
WV profiles, and a NWP model, to precisely estimate the amount, timing, and locations of 
rainfall associated with HPEs up to 48 h in advance, is a strong societal demand, especially 
in regions of France most exposed to heavy rainfall (defined as maximum accumulation 
in excess of 150 mm per day, Ricard et al. 2012) as those located along the Mediterranean 
coast. Figure 1 shows the geographical distribution of HPEs obtained from rain gauges for 
the period 1970–2019) in southern France. Over this period, HPEs are most numerous in 
Languedoc-Roussillon, along the southern edge of the Cevennes range, between the Medi-
terranean coastline and the southern Alps, and along the eastern side of Corsica. The two 
most important HPEs seen in Fig. 1 are located in the Aude department and are related to 
the 12–13 November 1999 event (Nuissier et al. 2008; Ducrocq et al. 2008) and the 14–15 
October 2018 event (Caumont et al. 2021). Large amounts of rainfall associated with these 

Fig. 1  Geographical distribution of heavy precipitation events defined as maximum accumula-
tion > 150 mm/day and separated from other events by a distance of more 100 km. The size of the circle is 
a function of accumulated precipitation for a given event. Map tiles by Stamen Design, under CC BY 3.0. 
Data by OpenStreetMap
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cases were attributed to strong synoptic forcing and associated with quasi-stationary mes-
oscale convective systems (MCSs) which, for instance, led to accumulated surface precipi-
tation reaching about 620 mm for the former event (Ducrocq et al. 2008). Other remarkable 
events in the same area (Languedoc-Roussillon and Cevennes) have been observed in the 
Hérault and Gard which are also linked to catastrophic events such as the 13–14 October 
1995 and 8–9 September 2002 cases, respectively (Ducrocq et al. 2008) also related to tor-
rential rainfall cause by stationary MCSs. In the southern Alps area, remarkable HPE cases 
include the Vaison-La-Romaine event in the Vaucluse department (22 September 1992) 
and the Côte d’Azur event in the Alpes Maritimes department (3 October 2015). In addi-
tion, two other cases are included that have been identified during the hydrological Cycle 
in the Mediterranean Experiment First Special Observing Period (HyMeX SOP1) on 14 
and 26 October and 2012 (Duffourg et al. 2016, 2018). Finally, a famous HPE in Corsica 
was the 31 October–1 November 1993 case which affected the eastern side of Island with 
up to 450 mm of rain in a day in several locations.

Southern France is a region stricken by an average of 7 HPEs per year during the fall 
(September to November) (Ricard et al. 2012, Ducrocq et al., 2014) as illustrated by Fig. 2 
for the period 1970–2019. It is worth noting that HPEs can also occur outside of the Sep-
tember–November period, as for instance in December when more than an event per year 
can be observed. All other months exhibit less than one HPE per year, with the minimum 
in the monthly climatology being observed in June and July, which are the months less 
favorable for sustainability of HPEs (lower sea surface temperatures than in the fall and 
less eastward moving low pressure disturbances across the Mediterranean).

Furthermore, and in close connection with climate change issues, the analysis of 
extreme Mediterranean rainfall events for the French regions over the last few decades 
shows an intensification of heavy rainfall between 1961 and 2015 (+ 22% on the annual 
maximum daily totals) and an increase in the frequency of the strongest Mediterranean 
episodes, particularly those exceeding the 200 mm threshold in 24 h (Ribes et al. 2019).

Accurate characterization of WV in the lower atmosphere is essential for quantitative 
precipitation forecasting associated with HPEs (e.g., Behrendt et al. 2011, and references 
therein). However, the spatial and temporal variability of the WV field is very high, nota-
bly due to the fact that water coexists in three phases in the atmosphere. Furthermore, 
WV is an essential atmospheric meteorological and climatological variable but one that 

Fig. 2  Frequency of monthly 
heavy precipitation events per 
year averaged over the period 
1970–2019, highlighting in red 
the three most likely months 
(September–October-November)
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is still difficult to measure, as WV concentrations can vary by three orders of magnitude 
in the troposphere (typically from 10 g  kg−1 near the surface to 0.01 g  kg−1 in the upper 
troposphere).

Despite the undeniable contribution of microwave and infrared sounders onboard satel-
lites, the assimilation of atmospheric WV-related observations from space still suffers from 
many limitations: (i) insufficient vertical resolution and accuracy below 3 km to describe 
precisely the very strong gradients of the moisture profiles observed in the lower tropo-
sphere (Chazette et  al. 2014; Wulfmeyer et  al. 2015), i.e., in a region key to understand 
convective initiation and the life cycle of heavy precipitating systems, and (ii) poor tempo-
ral sampling due to the fact that infrared and microwave sounders are embarked on mete-
orological satellites and cannot fully grasp the strong temporal variability of the WV field. 
Global Navigation Satellite System Radio Occultation (GNSS RO) observation from the 
satellite provide information on humidity at high vertical resolution (~ 100 m) down to 1 
km above the Earth surface through the limb sounding. However, they suffer from 3 major 
drawbacks that currently limit their interest for data assimilation in the French limited area 
operational Application of Research to Operations at MEsoscale (AROME-France) model. 
First, the horizontal resolution of GNSS RO products is too coarse in the troposphere (a 
few hundred km, as they consist of path-integrated measurements) which is not appropriate 
for a fine scale NWP system (e.g., AROME-France has a 1.3-km grid size, and 90 vertical 
levels between the surface and 10 hPa, 33 of which are below 2000 m). Second, GNSS RO 
observations do not allow to observe the WV in the first kilometer of the atmosphere which 
is of great importance for monitoring moisture upstream of HPE hotspots. Third, there are 
very few GNSS RO observations available in each AROME-France 1-h assimilation win-
dow. For instance, the WV products currently assimilated from the plethora of microwave, 
and infrared sensors on polar orbiting spacecraft only represent 15% of the data ingested in 
the AROME-France operational model. In conclusion, currently available GNSS RO prod-
ucts are not suitable for improving HPE forecast through data assimilation.

Currently, 85% of the WV products assimilated in AROME-France come from surface 
stations, radar reflectivity near surface, aircraft, surface-based GNSS, and radiosoundings. 
However, only the latter can provide vertically resolved WV profiles above the surface, 
and this twice a day at best. Ground-based GNSS networks only provide integrated WV 
contents, whereas radars just provide indirect information on WV in precipitating systems. 
Surface stations only provide information on moisture very close to the surface, and air-
crafts are currently very poorly equipped with moisture sensors.

Much of the AROME-France domain covers the Western Mediterranean which is usu-
ally upstream of convective systems, while observation systems used for assimilation 
(radar, GNSS, SYNOP stations) are primarily terrestrial. This is a major caveat because 
this is where the fast-evolving evaporation and air mass moistening processes take place 
that are crucial to understand and anticipate the development of HPEs downstream over 
southern France. This explains why HPEs in southern France are quite challenging to fore-
cast with sufficient lead-time compatible with hazard warnings. Hence, the assimilation of 
data in the lower layers across the Western Mediterranean and available in near real-time 
will benefit prediction of HPEs at the mesoscale.

Unlike the instruments stated above, Raman water vapor lidars have the ability to 
measure water vapor profiles with high temporal and vertical resolution in the tropo-
sphere, making them ideal instruments for studying the evolution of water vapor in 
the troposphere in a fast evolving pre-HPE moist environment, provided that they are 
properly calibrated. Because they are rugged, easy-to-use instruments, Raman lidars are 
nowadays intensively used in the framework of measurement campaigns (e.g., Chazette 
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et al. 2016a, b; Lange et al. 2019; Di Girolamo et al. 2020, among others). Furthermore, 
an increasing number of Raman lidars around the world have been automated and are 
operated in a continuous manner for the purpose of numerical weather prediction and 
climate monitoring (Goldsmith et al. 1998; Reichardt et al. 2012; Dinoev et al. 2013). 
The major drawbacks associated with the use of Raman lidars is that their emitted laser 
cannot penetrate clouds or fog more than few tens of meters.

The project WaLiNeAs (Water vapor Lidar Network Assimilation) aims at bring-
ing together French, Italian, German, and Spanish scientists concerned with improving 
HPEs forecasts around the Mediterranean. The members of the international consortium 
have joined forces to tackle the issues and challenges highlighted above. This paper 
describes the rationale of the WaLiNeAs initiative as well as the measurement and 
assimilation strategies central to project. It also highlights the key expectations from the 
program funded by several agencies in France, Italy, Germany, and Spain.

2  Challenges, objectives, and strategy

In the framework of the WaLiNeAs initiative, we aim at implementing an integrated 
prediction tool to enhance the forecast of HPEs in southern France, based on the sub-
hourly assimilation of vertically resolved water vapor observations in the lower trop-
osphere. A consortium of French, German, Italian, and Spanish research groups will 
deploy a network of 6 autonomous WV lidars for providing measurements with high 
vertical resolution and accuracy across the Western Mediterranean in fall 2022, closing 
critical gaps in lower troposphere WV observations by current operational networks and 
satellites. The proposed WV lidar network has been designed to account for all relevant 
WV sources and transport patterns known to contribute to the generation of HPEs in 
southern France. This network will aim at demonstrating the benefit of the assimilation 
of vertically resolved WV data in the forthcoming version of the operational 1.3-km 
grid size AROME-France NWP system (Brousseau et al. 2016; Montmerle et al. 2018) 
which enables ensemble-variational data assimilation for kilometer-scale prediction of 
heavy precipitation over southeastern France (Desroziers et  al 2014). The ensemble-
variational data assimilation system that will be available in 2022 will produce hourly 
analyses and will be operated with a rapid update cycle of assimilation of new observa-
tions at least each 15 min.

The WaLiNeAs project is a unique, innovative initiative that will allow for assimilat-
ing lidar-derived WV profiles in the lower troposphere with hectometer-scale vertical 
resolution in near real-time conditions for a continuous period of at least 3 consecutive 
months. The benefit of WaLiNeAs to the academic and operational communities is dual: 
advance knowledge of the processes at play in the life cycle of HPEs and enhance the 
predictability of HPEs in southern France at scales relevant for meteorological studies. 
Both aspects are dealt with in the framework of WaLiNeAs.

Finally, the breakthrough science that will be carried out in the framework of WaLiN-
eAs concerns:

• Characterizing the predictability of HPEs and uncertainties in the prediction of the 
position, evolution, and the rainfall amount of the precipitating systems
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• Assessing the role of water vapor distribution over the Western Mediterranean on the 
characteristics of the moist inflow (origin, evolution, pathways) feeding deep convec-
tion leading to HPEs

• Investigating the role of Mediterranean cyclones in the water cycle and HPEs in the 
Western Mediterranean

• Understanding the impact of elevated tropical moist plumes on the life cycle of deep 
convection and related HPEs

• Advancing knowledge on the role of dry intrusions on HPE in cases of frontal precipi-
tation

The Raman lidar-derived WV data acquired in the framework of the WaLiNeAs project 
will be made available to Météo-France shortly after being acquired and will be assimilated 
up to 96 times per day. The focus of the project will be on providing high quality lidar-
derived WV data in the first 3 km of the atmosphere, where no other observational tech-
nique can provide adequate data. To that respect, the two most cutting edge aspects of the 
project are as follows: (i) the near real-time processing and qualification of the lidar data 
(with WV profiles in the lower troposphere available every 15 min) and (ii) the proposed 
system (four-dimensional ensemble variational—4DEnVar (Desroziers et al. 2014)—with 
kilometric resolution) for the assimilation of qualified lidar data acquired in the lower trop-
osphere, day and night.

Besides demonstrating the potential of WV lidar data assimilation in the AROME-
France system, an ancillary objective of the project is also to show that Raman lidars can 
be left to operate continuously almost unattended for a period of at least 3 months. It is 
a prerequisite in the perspective of future/further deployment of operational Raman lidar 
systems meant to fill the observational gaps in water vapor in the lower troposphere of the 
current operational observation networks and satellites. This project can be considered a 
test bed for the concept of operational use of Raman lidars to be assimilated in a kilometer-
scale NWP system. In all cases, in order for Raman lidars to be used more broadly in an 
operational context by meteorological services, reducing initial cost for installation, as well 
as maintenance frequency and cost, will be necessary.

The WaLiNeAs project builds on previous experience of the consortium partners, 
namely:

• Wulfmeyer et al. (2006) have assimilated airborne WV lidar observations acquired dur-
ing a case study of the International  H2O project (IHOP) with the MM5 mesoscale 
NWP system and its four-dimensional variational (4D-Var) assimilation system.

• Grzeschik et  al. (2008) extended the previous work to the assimilation of the WV 
observations provided by a ground-based network of Raman lidar systems.

• Bielli et al. (2012) used a pre-operational version of the Météo-France AROME-France 
NWP system (Seity et al. 2011) and its associated 3D-Var high-resolution assimilation 
system to evaluate the impact on the quantitative precipitation forecasts of the Convec-
tive and Orographically-driven Precipitation Study (COPS) airborne lidar observations 
collected during July 2007. A continuous assimilation cycle updated every 3 h was run 
over a month to provide the initial conditions of a sequence of 30 h forecasts carried 
out over 19 consecutive days.

• An ambitious effort has been conducted to assimilate water vapor mixing ratio observa-
tions from the airborne lidar LEANDRE 2 (Lidar Embarqué pour l’étude des Aérosols, 
des Nuages, de la Dynamique, du Rayonnement et des Espèces minoritaires, developed 
at LATMOS, Guyancourt, France) and the two ground-based Raman lidars located in 
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Menorca (the Weather Atmospheric LIdar (WALI) developed by LSCE, Gif-sur-Yvette, 
France) and Candillargues (the BASILicata Lidar (BASIL) developed by the University 
de la Basilicata, Potenza, Italy) as part of the reanalysis project aiming at assimilat-
ing the research observations collected during the HyMeX SOP1 (Richard et al., 2014; 
Fourrié et al. 2015, 2019, 2021). One month of ground-based Raman Lidar data and 
airborne lidar observations from approximately 20 flights were used in the reanalyses 
conducted by Fourrié et al. (2015, 2019, 2021).

• Thundathil et al. (2020) assimilated even both water vapor and temperature lidar data 
into the weather and research Forecast model on the convection-permitting scale apply-
ing a 3D-Var rapid update cycle and found that especially the assimilation of moisture 
results in a significant improvement of the model fields.

All these studies have shown encouraging results in terms of the impact of lidar-derived 
WV data assimilation on quantitative precipitation forecasts. However, they are based on a 
limited number of cases, date from a limited number of lidar systems (2 at most) and too 
short assimilation periods to allow for general conclusions to be drawn in a statistical sense 
regarding the impact of WV lidar observation assimilation on the quantitative precipitation 
forecast.

3  Implementation of WaLiNeAs

As part of the WaLiNeAs initiative, the WV Raman lidars will be operated continuously 
during 3  months starting early September 2022, to cover the period most propitious to 
HPEs in southern France (see Figs. 1 and 2). The duration of the operation is imposed by 
the necessity to have a long enough record in order for the WV profiles assimilated to have 
a significant impact on the moisture fields in the model forecasts. This long data set is cru-
cial to assess statistical errors and to genuinely evaluate the benefit of Raman lidar water 
vapor data assimilation for operational NWPS.

This proposal accounts for the fact that Raman lidar technology has reached the level 
of maturity needed for unattended, continuous operation. Since more than 10  years, 
automated Raman lidar systems are operated in automatic mode at several observatories 
and research institutions (Goldsmith et al. 1998; Balin et al. 2004; Reichardt et al. 2012; 
Dinoev et al. 2013; Brocard et al. 2013; Leuenberger et al. 2020). Recently, also mobile 
systems became available which can be moved for field experiments: This is attested by 
the large data sets acquired by WALI and BASIL in the field during HyMeX SOP1 (Cha-
zette et al. 2016a, b; Di Girolamo et al. 2020) or by the automated Raman lidar ARTHUS 
(Atmospheric Raman Temperature and Humidity Sounder, Lange et al. 2019) of the Uni-
versity of Hohenheim that operated from a ship for over a month during the  EUREC4A 
campaign (Stevens et  al., 2021). Figure  3 shows examples of time-height cross-sections 
of WV mixing ratio measured with WALI from 17 September to 28 October 2012 over 
Menorca, Spain (Fig. 3a), with BASIL over the 12-day time period from 0000 UTC on 17 
October 2012 to 0000 UTC on 27 October 2012 over Candillargues, France (Fig. 3b), and 
with ARTHUS between 11 and 19 February 2020 on-board the research vessel Maria S. 
Merian over the Tropical Atlantic Ocean during the  EUREC4A campaign (Fig. 3c). Dur-
ing HyMeX, WALI acquired 1000  h of WV mixing ratio profiles while being operated 
continuously during SOP1 and BASIL acquired over 600 h of data during the same period, 
but was operated continuously for 3 days at a time, with a sampling strategy focused on 
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intensive observation periods only. During  EUREC4A, ARTHUS collected useful data 
between 24 January and 19 February 2020, for approximately 620 h.

We aim at operating a dedicated network of 6 autonomous Raman WV lidars over the 
Western Mediterranean in locations shown in Fig. 4 to monitor the low-level and elevated 
moisture towards regions most likely to be hampered by HPEs in southern France in the 
fall as illustrated by Fig.  5, and also discussed by Ricard et  al. (2012, see their Fig.  1), 
namely, Languedoc-Roussillon (LR), Cévennes-Vivarais (CV), southern Alps (SA), 
and Corsica (CO). Five of the six Raman lidar systems will be deployed specifically for 
WaLiNeAs. The 6th system is operating as a fixed, long-term monitoring station. We did 
not conduct a data targeting study (as in Majumdar 2016) to select the location of the 5 
mobile lidar stations because of the lack of tools to perform such studies at the convective 
scale with the AROME model. The low-level moisture pathways are inspired by the com-
posite analysis for 40 HPEs made by Ricard et al. (2012), for each of the target areas based 
on 700–1000-hPa integrated moisture flux and 925-hPa wind speed (see their Fig. 11). We 
are considering sites such as Barcelona and the islands of Menorca in Spain (to monitor 
the southerly flow upwind of LR, CV and SA, as well as elevated plumes from tropical 
Africa), Ajaccio in Corsica (to monitor the southerly flow upwind of CO and the easterly 
flow upwind of LR), Narbonne in the Aude Valley (to monitor the westerly flow from the 
Atlantic Ocean as well as event over LR), Cannes (to monitor the easterly flow upwind LR 
and SA), and Montpellier (to monitor the southerly flow and boundary layer upstream of 
CV). The main moisture patterns leading to HPE in southern France shown in Fig. 5 are 
also based on prior knowledge (Duffourg and Ducrocq 2013) and on the most recent work 
conducted on HyMeX SOP1, e.g., Chazette et al. (2016a), Di Girolamo et al. (2016), Duf-
fourg et  al. (2018), and Khodayar et  al. (2018), among others. In an Observing System 
Simulation Experiment context, Yoshida et al. (2020) have shown that assimilating Raman 
lidar water vapor data on the windward side of heavy precipitation was likely to improve 
precipitation forecasts.

The worth of installing a Raman lidar system to monitor WV upstream of HPE-prone 
target area is further illustrated in Fig. 6. In Fig. 6a, we show the density distribution of all 
WV vertical profiles acquired with the WALI system installed in the city of La Ciutadella, 
in Menorca, during the entire HyMeX SOP1 (see Fig. 4 for the location of La Ciutadella). 
WALI was operating upstream of target areas in southern France, namely, LR, CV, and SA. 
The distribution highlights the spread in WV mixing ratio observed upstream of the Western 
Mediterranean coastline (color) around the mean profiles (black solid line). Figure 6a stresses 
out that in the course of the HyMeX SOP1, the highest occurrence of WV was found below 
2 km amsl (where WV mixing ratio in on average comprised between 5 and 15 g  kg−1) and 
above 5 km amsl (where values are very low, less than 1.5 g  kg−1). The spread below 2 km 
amsl reaches 6 g  kg−1 for WV mixing ratio values occurring more than 30%, and more than 
doubles for WV mixing ratio values occurring more than 10% of the time. Figure 6b and 

Fig. 3  a Time-height cross-section of water vapor mixing ratio acquired during the HyMeX SOP1 with the WALI 
system of LSCE (~ 1000 h of data) from 17 September to 28 October 2012 over Menorca. The temporal resolution 
is 1 h, and a gliding average of 15 m was applied in the vertical. b Same as (a) but measured by BASIL over the 
12-day time period from 0000 UTC on 17 October 2012 to 0000 UTC on 27 October 2012 during HyMeX. The 
temporal resolution is 5 min, and a gliding average of 150 m was applied in the vertical. c Same as (a) measured 
by ARTHUS collected between 11 and 19 February 2020 onboard the research vessel Maria S. Merian within the 
EUREC4A deployment. The temporal resolution is 10 s, and a gliding average of 50 m was applied in the vertical. 
The black/white areas correspond to missing data due to the limitation of the detection system during the daytime. 
The black areas correspond to missing data due to the limitation of the detection system during the daytime or lidar 
system operation stoppage

▸
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c show the density distribution of WV mixing ratio in HPE-free conditions and in HPE 
conditions, respectively, for two 5-day periods. The HPE-free period selected is from 2 to 
6 October 2012, during which no HPEs were observed in the Western Mediterranean basin. 
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For the HPE conditions, we selected the period from 7 to 11 October 2012, up to 4 days 
ahead of HPE events observed in the CV, namely, IOP12a on 11–12 October (Khodayar 

Fig. 5  Regions most likely to be impacted by HPEs (red circles) together with main flow patterns in the low 
levels (black arrows) and in altitude (2–4 km, blue arrows). LR is Languedoc-Roussillon, CV is, Cévennes-
Vivarais, SA is southern Alps, and CO is Corsica. The red and white stars indicate the location of Raman 
Lidar systems in the WaLiNeAs Network

Fig. 4  Left: orography of the AROME-France domain (area delimited by the black contour). Right: zoom 
on the region of operation of the Raman Lidar Network with the location (city) of each lidar highlighted 
with red and white stars
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et al., 2018) and IOP 13 on 14–16 October (Duffourg et al. 2018). Above 2 km amsl, the 
WV mixing ratio distribution for the no HPE period (Fig. 6b) is skewed towards small values 
than in the HPE period (Fig. 6c) up to 8 km amsl. The average WV mixing ratio profiles, 
computed as the barycenters of the distributions at each altitude bin (pink and red solid lines, 
for the HPE-free and HPE periods, respectively), overlain in Fig. 6b and c, are also shown 
in Fig. 6d. They highlight that, between 0.75 and 8 km amsl, the troposphere is significantly 
moister in HPE conditions than in HPE-free conditions. The marine boundary layer is also 
slightly more moist in HPE conditions below 300 m amsl. The integrated water vapor content 
profile, computed at the integral of the lidar-derived specific humidity profiles from the 
ground upward, in HPE-free conditions (pink solid line) and in HPE conditions (red solid 
line), is shown in Fig. 6e. Over the depth of the lower troposphere, i.e., below 8 km amsl, the 
difference between HPE and HPE-free conditions reaches 10 kg  m−2. The integrated water 

Fig. 6  a Density distribution of all WV vertical profiles acquired with WALI during the HyMeX SOP1 (see 
Fig. 5a). The black solid line indicates the barycenter of the distribution at each altitude bin. The occurrence 
of water vapor mixing ratio values is color code. b Same as (a), but for the profiles acquired in HPE-free 
conditions from 2 to 6 October 2012. The pink solid line indicates the barycenter of the distribution at each 
altitude bin. c Same as (b), profiles acquired in HPE conditions from 7 to 11 October 2012. The red solid 
line indicates the barycenter of the distribution at each altitude bin. d Average vertical distribution of WV 
mixing ratio as a function of altitude in the HPE-free case (pink solid line) and the HPE case (red solid 
line). e Integrated water vapor content as a function of altitude for the HPE-free case (pink solid line) and 
the HPE case (red solid line). The integrated content is computed at the integral of the lidar-derived specific 
humidity profiles from the ground upward. The shaded area highlights the difference between the HPE-free 
and HPE distribution
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vapor content in HPE conditions (~ 33 kg  m−2) is comparable to those derived from global 
positioning system by Khodayar et al. (2018) during IOP 12, even though slightly smaller 
due to the fact that we are only considering partial columns. The above analysis clearly 
suggests that Raman lidar-derived WV mixing ratio profiles collected in Menorca in a period 
up to 4 days ahead of HPEs in the CV area are significantly moister than for a 4-day period 
when no HPE events are observed in southern France, thereby providing data worthy of 
assimilation in a HPE forecasting context.

The 5 mobile Raman lidar systems that will be operating in the field are rugged and 
transportable systems that have operated in many locations in recent years:

• The Weather Atmospheric LIdar (WALI, Chazette et  al. 2014) developed at LSCE, 
which was involved in the SOP1 of HyMeX (Chazette et al. 2016a,b; Di Girolamo et al. 
2020) or during the Pollution in the ARCtic System (PARCS) project (Totems et  al. 
2019) and recently during the Lacustrine-Water vApor Isotope inVentory Experiment 
(L-WAIVE) project (Chazette et al. 2021)

• The Airborne Lidar for Atmospheric Studies (ALiAS, Chazette et al. 2012, 2017, 2019, 
2020) developed at LSCE

• The Lidar for Automatic Atmospheric Surveys using Raman Scattering (LAASURS; 
Baron et al. 2020) developed at LSCE

• The University of BASILicata ground-based Raman Lidar system (BASIL), which was 
involved in HyMeX (Di Girolamo et al., 2009, 2016, 2017, 2020; Stelitano et al. 2019)

• The Atmospheric Raman Temperature and Humidity Sounder (ARTHUS, Lange et al. 
2019) of the University of Hohenheim

The fixed Raman lidar system that will operate in Barcelona is the lidar system of Uni-
versitat Politècnica de Catalunya (UPC, Muñoz-Porcar et al. 2018, 2021) which is in opera-
tion since 1993 and is part of the European Aerosol Research Lidar Network (EARLINET) 
since 2000 and of the European Research Infrastructure for the observation of Aerosol, 
Clouds, and Trace Gases (ACTRIS) since 2011.

For details on the instruments (emission unit, reception unit, spatio-temporal sampling 
strategy, etc.), the reader is referred to the existing body of literature that are listed above 
and are summarized in Table 1. LAASURS and ALIAS will be upgraded to WV Raman 
lidar prior to the start of the fall 2022 field campaign.

The lidar data will be collected, disseminated, and monitored in real time, as would be done 
in an operational context. Since it is unrealistic to set up a full real-time operational NWP sys-
tem dedicated to a single observing system (the cost of real-time high-performance computing 
with human supervision far exceeds funds allotted to WaLiNeAs), the lidar data assimilation 
will be evaluated in a quasi-operational environment, i.e., with the same tools and data, but 
without the associated resources necessary for real-time operations. This framework will allow 
deriving results that will hold true for an operational context, at an economic cost.

4  Project organization and structure

The project is organized around 4 scientific tasks aimed at developing an innovative inte-
grated forecasting tool in order to pave the way towards an operational, breakthrough HPE-
related hazard warning capability for southern France and Corsica as well as work on the 
cutting-edge science linked with the development of such an innovative tool.
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4.1  WP1 Field campaign

WP1 (field campaign) will drive the necessary experimental/instrumental deployments 
to achieve the acquisition of WV profiles and the near real-time transmission of the data to 
the French Weather Service. This will include the upgrade of the Raman lidar systems to be 
deployed, as well as the definition of the exact location of the implementation sites and comple-
mentary instruments, the data transmission protocols and data quality assurance, as well as the 
characterization of system calibration. WP1 is organized around 3 main activities.

4.1.1  Upgrade and preparation of lidar systems

The WV-Raman upgrades consist in adding a  H2O-Raman channel on each lidar and the devel-
opment of an acquisition chain. The lasers will be upgraded in energy to improve the signal to 
noise ratio. This will ensure that the output energy of the systems as well as their performances 
(precision, systematic error on WV profiles, etc.) will be same as the operational WALI system. 
Note that these two mini-lidar systems will be autonomous and connected via Internet. Prior to 
the field campaign, a thorough intercomparison of WV profiles between the operational WALI 
Raman lidar and the upgraded Raman systems (LAASURS and ALIAS) will be undertaken.

4.1.2  Real‑time data processing and data transmission

For real-time purpose, the six Raman lidars will deliver 2–4 profiles per hour which are 
averaged over 15 min with vertical resolution of 100 m and a targeted root-mean-square-
error of 0.4 g  kg−1 in the first 3 km, day and night. Performances are expected to exceed 
these target values during the night for all systems (WALI, ALIAS, LAASURS, BASIL, 
ARTHUS, and UPC/EARLINET). In addition to the water vapor mixing ratio profiles, the 
statistical uncertainties of these profiles as well as the atmospheric variance determined 
with the auto-covariance technique (Lenschow et al. 2000) will be provided. It is a signifi-
cant advantage of the lidar technique that also these error profiles can be determined and 
consequently be used for the data assimilation.

The WV profile acquisition, processing, and transmission sequence is anticipated to 
span over 25 min (Fig. 7). For the analysis at XXXX UTC, the assimilation system will 

Fig. 7  Timeline of the WV lidar data transmission sequence from the operating sites to Météo-France for 
assimilation of near real-time WV profiles in the AROME-France NWP system
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ingest observations made between XXXX UTC—30  min and XXXX UTC + 30  min. 
Every 15  min between XXXX UTC—30  min and XXXX UTC + 30  min, the WV lidar 
data (resulting from a 15-min average) will be processed, and errors calculated within a 
5-min window and then transmitted in an additional 5-min window (Fig. 7). There will be 
some overlap in the processing of each profile: As soon as the 15-min measurement period 
(in green in Fig. 7) is over, there is both the start of the next 15-min measurement period 
and the start of the processing (5 min, in yellow) + transmission (5 min, in white framed 
in black) of the one that has just ended. The measuring periods for an assimilation win-
dow would be [ XXXX–30 min; XXXX + 30 min] , [XXXX–37.5 min; XXXX–22.5 min], 
[ XXXX–22.5  min; XXXX–7.5  min], [ XXXX–7.5  min; XXXX + 7.5  min], [ 
XXXX + 7.5 min; XXXX + 22.5 min], [ XXXX + 22.5 min; XXXX + 37.5 min]. So, for a 
cut-off time greater than or equal to XXXX + 47.5 min, there are 4 profiles for the corre-
sponding analysis. The end of the last 5-min transmission window should occur before the 
so-called cut-off time. The cut-off time is the time after the hour of analysis until which one 
waits for the observations to arrive before starting the calculations. In the current AROME-
France assimilation system, this cut-off is not constant and varies according to the time of 
day (it varies from T + 20 min. to T + 3h15). Depending on the cut-off time, up to 6 WV 
lidar profiles will be assimilated in each hourly 4DEnVar analysis. This sequence is sub-
ject to adaptation depending on the evolution of the high computational performances at 
Météo-France and performances of the WV lidars in the field.

4.1.3  WV lidar intercomparison

After the conduct of the field campaign, the consortium will also deliver a consistent, self-
coherent, and validated WV data set of lidar profiles, including uncertainties at high spatio-
temporal resolution for data assimilation experiments. This effort will include intercom-
parison of WV lidar-derived profiles between the 3 operational systems WALI, BASIL, 
and ARTHUS. Comparison between WALI, LAASURS, and ALIAS will be conducted at 
LSCE before and after the field campaign. The long-term stability and calibration of the 
WV lidar systems will also be monitored throughout the field campaign using a mobile 
radiosounding unit that will be operated alongside each of the 6 Raman lidar systems at the 
beginning, mid-way through, and at the end of the campaign.

4.2  WP2 Data monitoring

WP2 (data monitoring) aims at Raman lidar data assimilation in AROME-France. This 
includes evaluating and optimizing how the observations can be used in the data assimi-
lation system. For this, the ability of the model to simulate the physical quantity that is 
observed must be ensured. In practice, this is done through the “monitoring” of observa-
tions, i.e., the computation of observation-minus-background statistics, where “back-
ground” refers to short-term forecasts that will be blended with observations during the 
data assimilation process. Such a monitoring requires some preliminary work. To com-
pare observations and the background, a common physical space has to be chosen, which 
needs to be close to that of the raw measurements to avoid the introduction of retrieval 
errors, while lending itself to the simulation from the model prognostic variables. The 
choice of this physical space in terms of geometry, physical quantity, and observation pro-
cessing (time–space averaging, filtering) will be carefully assessed based on the horizon-
tal and vertical resolutions of the current AROME-France version (e.g., 1.3 km) and the 
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15-min period of observations use. The current version of AROME-France uses a three-
dimensional variational (3D-Var) algorithm to assimilate weather data. A four-dimensional 
ensemble-variational (4DEnVar) data assimilation system will be available in 2022 to 
replace the current 3D-Var data assimilation system. It will be used in place of the 3D-Var 
data assimilation system for the WaLiNeAs project.

A near real-time monitoring will be set up during the field campaign scheduled in the 
fall of 2022 that will enable the evaluation of the statistical consistency between the obser-
vations and the model background. Such a real-time monitoring is usually performed at 
operational weather forecasting centers to detect gross errors such as hardware failure, 
calibration drift, or transmission losses. The monitoring performed in the framework of 
WaLiNeAs will ensure that the data are collected as expected and, if needed, allow for cor-
rective action to be taken immediately so as to minimize any data loss.

After the field campaign, observation-minus-background statistics will be performed 
on the consistent, self-coherent, and validated data set of lidar profiles, once it is avail-
able (WP1). The objective is to compare to which extent the real-time and post-processed 
lidar data differ with respect to the model. Depending on the results, observation-minus-
background biases will be removed so as to comply with the data assimilation technique 
assumptions. The resulting lidar data sets and observation operator will be used in WP3 for 
the data assimilation experiments.

4.3  WP3 Lidar data assimilation

WP3 (lidar data assimilation) is focused on the post-campaign work on the assessment of 
the lidar data impact in the assimilation scheme. Since the objective of the project is to 
prove the feasibility and benefit of assimilating lidar data in an operational context, the 
assessment of the impact of the lidar data assimilation will be carried out by performing 
data assimilation experiments with the AROME-France system. The proven methodology 
of observing system experiments will be used. It consists in running two different experi-
ments: the reference experiment, while the data assimilation experiment will additionally 
assimilate lidar data. So, the reference experiment will already assimilate all routinely 
available observations, and thus the impact of lidar observations will translate the ability of 
this new observing system to complement existing observing systems. With this methodol-
ogy, the impact of the lidar data assimilation is simply obtained by contrasting the weather 
forecasts obtained by each of the two experiments with respect to an independent observa-
tional data set (e.g., precipitation amounts measured by rain gauges).

Data assimilation experiments will be performed for the two data sets prepared in WP1 
and WP2: a set of lidar data collected in real time and a set of consistent, self-coherent, 
and validated lidar data. The real-time data set will provide baseline results that will show 
which benefit can readily be obtained with the current real-time data processing. The post-
processed data set will show to which extent additional processing may improve the quality 
of the weather forecasts. This will likely lead to recommendations on the lidar data pro-
cessing for future operational exploitation in NWP systems.

4.4  WP4 HPE‑related science

WP4 (HPE-related science) is expected to provide an improved representation of the highly 
variable spatial–temporal distribution of WV in the AROME-France analyses from the 
advanced data assimilation implemented in this project that will in turn lead to an overall 
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improvement of the complex thermodynamical and dynamical processes controlling the 
life cycle of HPEs. We will investigate the impact of the WV profiles processing (real-
time vs validated lidar data) on (i) the WV distribution over the Western Mediterranean 
in the AROME-France model and (ii) the prediction of the position, evolution, and the 
rainfall amount of the precipitating systems and HPEs encountered during the 3-month 
field campaign. The results will also be compared to AROME-France reference simula-
tions in which lidar-derived WV profiles are not assimilated to further emphasize the worth 
(or lack thereof) of assimilating such data in the French NWP system. In addition, with a 
similar approach, we will examine what is gained in terms of advancing our knowledge 
of complex processes pertaining to the characteristics of the moist inflow (origin, evolu-
tion, pathways) feeding deep convection leading to HPEs. We will also study the impact of 
dry intrusions from the upper troposphere and moist tropical plumes on HPEs encountered 
during the campaign.

5  Outlook

This project aims at the development of all-weather, unattended, rugged, and operational 
Raman lidar systems for smart monitoring of the environment, and WV in particular. The 
WaLiNeAs project aims at developing the test bed of an integrated prediction tool, coupling 
network measurements of WV profiles, and a weather forecast model to precisely estimate pre-
cipitable water upstream of an event up to 48 h in advance in southern France. This project is 
highly innovative and will lay the foundation for a future integrated warning tool aiming to pre-
vent natural hazards associated with HPEs as often experienced along the Mediterranean coast-
line. Once the proof of concept is validated in the framework of the WaLiNeAs project, similar 
integrated tools may be applied in other parts of the world to avoid similar natural hazards.

The highest risk for the project lies with the meteorology and the possible lack of heavy 
precipitation events during the fall of 2022. However, the length of the field campaign 
(3 months) is the best insurance that extreme events will happen somewhere in northwestern 
Mediterranean. Nevertheless, on average, ~ 7 HPEs (daily rainfall > 150 mm) occur every year 
between September and November (Ricard et al. 2012, Fig. 2). Furthermore, even in the case 
of lower than average HPE activity in southern France, the network data will be beneficial to 
the AROME-France forecasts, and a positive impact is expected on average skill scores and in 
the case of southern maritime inflow situation. Furthermore, experience learned from the lidar 
data processing in near real time and assimilation in NWP systems will still be extremely valu-
able to make recommendation on the use of WV lidars for future operational NWP systems. In 
all cases, the uttermost important objective of the project is to contribute to increase the accu-
racy of forecasts of quantitative precipitation in order to satisfy the societal demands in terms 
of amount, timing, and basin-specific locations of rainfall and flash flooding.
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Chapter 5

Summary and Outlook

The ultimate goal of the thesis is to study the impact of assimilating thermodynamic pro-
files from lidar systems on a convection-permitting scale and explore the potential of using
lidar systems for short-range forecasting. The whole impact study was conducted with
the Weather Research and Forecasting model data assimilation (WRFDA) system on a
convection-permitting horizontal resolution of 2.5 km over central Europe. A rapid up-
date cycle (RUC) with hourly assimilations was performed for the DA experiments.

The thermodynamic profile observations were derived from two lidar systems of the
University of Hohenheim (UHOH). Temperature and moisture profile observations were
derived from the temperature Raman lidar (TRL) and differential absorption lidar (DIAL).
Lidar profile observations were obtained from the High Definition of Clouds and Precip-
itation for advancing Climate Prediction (HD(CP)2) project Observation Prototype Exper-
iment (HOPE) campaign. The intensive observation period (IOP) from 0900 UTC to 1800
UTC was selected on 24 April 2013. Apart from the lidar measurements, four radiosondes
were launched at 9, 11, 13 and 15 UTC.

In the WRF model, moisture information derived from the various instruments, whether
in-situ or remote-sensing, was assimilated through a relative humidity (RH) operator. The
prognostic variable in the WRF model, which is the water vapour mixing ratio (WVMR),
was determined through the conversion of the RH parameter. RH has a strong depen-
dency on temperature; however, WVMR is a conservative variable for processes involving
a change in temperature. The assimilation of moisture and temperature profile observa-
tions obtained from the lidar systems had to be incorporated into the WRF model via a
forward operator exclusively for WVMR. Hence for the direct assimilation of WVMR and
temperature, a new forward operator called the thermodynamic lidar (TDLIDAR) operator
was introduced. The operator was developed by modifying an already existing operator
in the WRFDA system, the atmospheric infrared sounding retrieval (AIRSRET) operator.

In order to analyse the performance of the operator and to understand the impact of
assimilating the lidar derived thermodynamic profiles, we conducted six model simula-
tions. A 3DVar DA system was configured for the whole impact study in a RUC mode. The
model runs are: 1) NO_DA or the model run with no data assimilated; 2) CONV_DA or the
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control run with only conventional observations from the ECMWF assimilated; 3) T_DA,
where temperature data along with the conventional dataset are assimilated; 4) Q_DA,
where WVMR data along with the conventional dataset are assimilated; 5) RH_DA, where
RH along with the conventional dataset are assimilated, and finally 6) QT_DA, where both
WVMR and temperature data along with the conventional data are assimilated.

From the results, an overall positive impact of WVMR and temperature lidar data as-
similation was observed with the help of the new forward operator. With a deficient num-
ber of rejected observations, the WRF model assimilated the profile observations. The
WVMR and temperature analyses indicated that the lidar observations could correct the
first guess or the background of the model state during the assimilation process to a rea-
sonable extent.

The study showed that the TDLIDAR operator has a better impact than the traditional
RH operator, which was one of the research highlights. The WVMR and temperature data
input through the forward operator positively impacted the WVMR analysis. The root-
mean-square error (RMSE) of WVMR compared to WVDIAL observations for QT_DA,
where both WVMR and temperature data were assimilated, reduced by 40% compared
to the control run. In contrast, RH_DA, where RH data was assimilated, did not improve
overall. Therefore the data input through the forward operator positively impacted the
WVMR analysis. However, the impact on the temperature analysis did not provide a sat-
isfactory improvement. Temperature analysis did not improve due to the significant de-
pendency of WVMR with temperature in the background error covariance matrix B. With
several single observation tests with different temperature and WVMR assimilations, we
concluded that the static nature of the background error covariance matrix was the sole
reason for the detrimental impact on the temperature analysis. A positive increment in
the WVMR created a strong negative increment in the temperature anaylsis which did not
agree with the real-time temperature conditions of the case study.

A flow-dependent B matrix was expected to alleviate the cross-correlation of the tem-
perature and humidity variables to represent the real-time scenario better. The B matrix in
ensemble-based DA systems reflects the dynamic nature of the atmosphere. Thus, thermo-
dynamic lidar data assimilation with ensemble DA techniques was performed as the next
step. As expected, the ensemble-based DA study produced promising improved results
using flow-dependent error covariance compared to the deterministic 3DVar experiment.

A hybrid 3DVar-ensemble transform Kalman filter (ETKF) DA system was used for
the DA study with the same DA cycling architecture as the previous deterministic 3DVar
DA experiment, and also the same observations were assimilated. The results of the hy-
brid DA with a deterministic 3DVar DA run were compared. Several single observation
tests (SOTs) were also conducted to understand how the flow-dependent error covariance
matrix influences the analyses.
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Similar to the previous impact study, four experiments were conducted, namely: con-
ventional data assimilation using 3DVar (NOLIDAR_3DVAR); similar experiment using
hybrid 3DVar-ETKF (NOLIDAR_HYBRID); lidar data assimilation experiment in addi-
tion to the conventional data with 3DVar (LIDAR_3DVAR), and same with hybrid DA
(LIDAR_HYBRID).

Simultaneous temperature and WVMR improvement were observed adopting the hy-
brid DA approach rather than the 3DVar experiment. Compared to the WVDIAL obser-
vations, the WVMR RMSE of the LIDAR_HYBRID fell by 0.62 g kg−1 compared to NO-
LIDAR_3DVAR. In contrast, the LIDAR_3DVAR experiment showed a lower reduction of
0.36 g kg−1. The reduction in the temperature RMSE from the LIDAR_HYBRID to NOLI-
DAR_3DVAR experiments compared to the TRL observations was 0.54 K, whereas the LI-
DAR_3DVAR experiment even showed a slight RMSE increase of 0.06 K. The RMSEs were
calculated in comparison with independent radiosonde observations. The overall RMSE
for all times where the radiosondes were launched showed an improvement of the hybrid
approach over the 3DVar. Added flow-dependency in the B matrix enables the model to
capture better the thermodynamic flow of the atmosphere than the static B matrix used in
the deterministic 3DVar.

Apart from radiosondes, planetary boundary layer height (PBLH) estimates from ceilome-
ters were compared, which showed positive results for the hybrid DA. Forecast valida-
tions were conducted with respect to PBLH estimates and also Global Navigation Satellite
System-precipitable water vapour (GNSS-PWV). A 9-hour forecast starting at 18 UTC was
initiated from each experiment. For both PBLH and integrated water vapour (IWV) fore-
casts, the hybrid performed better than 3DVar. The forecast impact of PBLH persisted for
about 7 hours. Considering the overall PBLH RMSEs, LIDAR_HYBRID DA run had the
lowest RMSE of 60 m compared to 140 m in LIDAR_3DVAR. The PWV impact persisted
for about a roughly 4-hour forecast lead time. The results from the study indicate the fu-
ture potential of assimilating water vapour and temperature data from an operational lidar
network which is explained as an application in Chapter four. Another important finding
was the spatial extent of the impact when assimilating lidar profiles with an ensemble ap-
proach from a single geographical location. The area influenced was significantly higher
than with the 3DVar approach. The analysis increments of a single lidar vertical profile
were spread over a radius of 100 km using the hybrid approach.

As an outlook from this thesis, the aim should be to develop a robust network of op-
erational lidar systems in the future, capturing all the prognostic variables essential for a
good weather forecast. This aim can be accomplished with sophisticated DA methods and
a network of lidar systems soon. As seen from the results, the analysis increments of a
single lidar vertical profile were spread over a radius of 100 km. The impact area provides
insight into the minimum distance between two lidar systems to be set up adjacently in the
potential future lidar network. From this study, a slightly less than 200 km spacing of the
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lidar network is sufficient. However, a single case study is insufficient to derive conclu-
sions about future lidar network design strategies. To obtain more robust conclusions, we
want to do further research at different locations with different environmental conditions.

The thesis also gives an insight into a new initiative where the application of the thesis
can be extended. A French initiative called the Water Vapor Lidar Network assimilation
(WaLiNeAs) will deploy several autonomous water vapour Raman lidars in the South-
ern region of France facing the Western Mediterranean Sea. The WaLiNeAs initiative will
strengthen the foundation for a new approach to operational forecasting with the help of
lidar systems operated simultaneously. Research groups from France, Germany and Italy
will operate their Raman lidars together. The transportable and automatic Atmospheric
Raman Temperature and Humidity Sounder (ARTHUS, Lange et al., 2019) from the Univer-
sity of Hohenheim (UHOH) will also be a part of the research campaign. With the research
initiative, the French operational AROME numerical weather prediction (NWP) system
will test the 4DEnVar DA technique operationally. With the new operational system, prob-
abilistic quantitative precipitation forecasting (PrQPF), a challenging field of meteorology,
will be extensively studied, analysing a number of heavy precipitation events. The Wa-
LiNeAs initiative will be a starting point to test and design future assimilation strategies.
Also, from a scientific perspective, the role of a higher density of lidar systems operating
as a network to help predict short-range forecasts can be better understood. Lidar network
DA promises excellent potential to improve future operational forecasting.

Also, it would be beneficial to incorporate wind data in the model. This thesis focused
on thermodynamic variables, whereas wind is also vital for weather forecasting. Wind DA
is expected to improve the model dynamics. Wind observations are a critical component
in the mesoscale data assimilation that determines the weather evolution. In the absence
of a strong forcing such as orography, the model may lead to noise and error growth. Also,
high-resolution wind observations are essential to initialise turbulent scale phenomena.
The absence of turbulence characterisation leads to high variances in high-resolution NWP
resulting in faster changes and smaller scales in the background error covariances. With
such poor initialisation, analysis of large scales is potentially compromised (Stoffelen et
al., 2020). Future DA studies will focus on advanced DA methodologies simultaneously
incorporating Doppler wind data and thermodynamic profiles.

Another area that remains a challenge and needs more research is the modelling of
the observation error covariance matrix R. As we proceed to high-resolution operational
forecasting, demand for the assimilation of high density and high-resolution observations
is also high. Restricting the observational error covariance to the idea that observations
are uncorrelated will lead to problems in the accuracy of short-range forecasts like now
casting for thunderstorms or flash floods. Uncorrelated error covariances lead to analysis
improvement only in the region of influence where high-density observations are available.
Desroziers et al., 2005 had defined a new method to separate correlated observation and
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background errors. This method is based on a statistical approximation of the covariance
of observation errors using post-analysis diagnostics from linear estimation theory.

Computational resources involved in designing a DA system depends on the resolution
of the NWP model implemented. The higher the resolution, the higher is the computational
expense. Hybrid DA using variational and probabilistic DA approaches has great poten-
tial in future operational forecasting using high-resolution thermodynamic lidar data for
assimilation. Advancement in the quality and speed of computational resources has taken
NWP to a different level. As the computational capabilities increase, it is not as difficult
as before to incorporate the high-resolution time-series measurement from lidar systems
anymore. The advantage of lidar data is its temporal and horizontal resolution which can
detect even a minor disturbance in the atmosphere. More DA techniques that can use the
continuous measurement of the lidar systems like the 4DVar, ETKF-4DVar, and 4DEn-
Var should be explored in the future, which considers the temporal information of the
observations. In the future, it will be exciting to test the sensitivity of ensemble-based DA
techniques with more ensemble members with advanced computing power. Increasing the
number of ensemble members is also essential to alleviate errors arising due to sampling
issues.
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