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Abstract

My goal for this project is to provide an exploration into the intersection of Computer Science
and Dance. Although there are many avenues of exploration at this intersection, I decide to
focus on the topic of movement, specifically the idea of movement data. With this idea, we break
it apart into two subtopics: movement input and output. Throughout this project, we mainly
focus on the side of input, uncovering the nuance of movement language and the information
that comes with it to understand the process of motion capture. We also demonstrate the use
of movement input and how others may make use of the recorded information. This is all to
then give us more context in understanding movement as output.

iii



iv



Contents

Abstract iii

Dedication vii

Acknowledgments ix

1 Introduction 1

2 Context 3

2.1 Concerns About Movement Language . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Concerns About Movement as Input . . . . . . . . . . . . . . . . . . . . . . . . . 3

3 Intersections Between Computer Science and Dance 5

3.1 General Overlap in Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.2 Overlap in Movement-Related Research . . . . . . . . . . . . . . . . . . . . . . . 6

4 Movement Literacy and Quantification 9

4.1 Movement Language and Its Importance . . . . . . . . . . . . . . . . . . . . . . . 9

4.2 Quantification of Movement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

4.3 Relevant Movement Information for Motion Capture . . . . . . . . . . . . . . . . 12

5 Processing Movement as Input 13

5.1 Desirable Units of Movement for Input . . . . . . . . . . . . . . . . . . . . . . . . 13

5.2 Motion Capture Technology: Hardware . . . . . . . . . . . . . . . . . . . . . . . 13

5.3 Motion Captured Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

5.4 Motion Capture Technology: Software . . . . . . . . . . . . . . . . . . . . . . . . 15

5.5 Relevant Movement Input Information for Motion Capture Use . . . . . . . . . . 16

v



vi CONTENTS

6 Experience with Motion Capture Technology 17
6.1 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
6.2 Influence on Choreography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6.3 Experience with Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
6.4 Experience with Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

7 Conclusion 23

8 Future Work 25

Bibliography 27



Dedication

To my brothers, Austin and Aaron, and their journey into high school and college.

vii



viii



Acknowledgments

I would first like to thank both Valerie Barr and Dominique Townsend. Both of these women
inspire me every day and have helped me believe in my ability to succeed at times when it didn’t
seem possible. You remind me what it really means to not only be a professor but also a teacher.
Valerie has shown me once again that failure isn’t something that I should shame myself for
and I can still be confident in my ability to move forward. Dominique has shown me how much
I could push myself and helped me understand what strength I actually have to persevere. I
appreciate these women so much and I hope they continue to impact the lives of more students
to come!

Next, I want to thank my family. This is for being my unconditional support system, no
matter the situation. My parents specifically have sacrificed so much just so that my brothers
and I would be able to have a decent education. I wanna give credit to the financial, physical,
and emotional labor they have put in for us so that I would be able to see this moment. Thank
you Mami and Papi, te amo mucho.
This next thank you is for my absolute favorite person I have met at Bard College whom I

still continue to give my love to the fullest extent. Kyla-Jerusha Bailey, totally random, but I
always struggle to put into words how I feel about our amazing relationship because you never
fail to put a smile on my face or be the highlight of my day. You genuinely are one of my biggest
inspirations and I seriously couldn’t have asked for anything more in a friendship. I love you, I
put that on everything, and I can’t wait to be reunited!
My next thank yous go out to my Computer Science study gang: Emely Galeanop, Alex

Nguyen, and Erica Lee! You guys are genuinely amazing people and I’m so glad to have officially
met you during this past year. Y’all have been the anchor I needed to keep going and not give up
because you completely understand how real the struggle actually is. I’ve always felt comfortable
admitting that I didn’t know something to any of you, because you guys have made it a safe
space for all of us to learn and power through together. Love and appreciate you guys so much.

ix



x

Finally, I want to send a huge thank you to the whole reason why I’ve grown to fully embrace
and appreciate Dance so much to the point I wrote my project on it. This is for Afropulse,
Chronik Vibez, and KDC — three of the best dance teams on campus that I’ve had the blessing
of being a part of. I love each and every one of ya and I hope that is very clear. These clubs
are where I’ve come back to whenever I’m not having the best day and they never fail to make
an impact on me. I, of course, appreciate coming to rehearsals and improving my skills, but
even more than that, you guys are my everything and I’m just so happy that we’ve been able
to create a space for this amazingly talented community. You guys are everything I’ve wanted
in a chosen family and I’m only wishing the best for you all!



1
Introduction

Between Computer Science and Dance, we’re able to explore a relationship, specifically in the

realm of movement, that may not be initially obvious. In this project, we will focus on the general

questions concerning movement, recording data from input motion, and also demonstrate the

use of this input data. Many understand Dance as something that people do to entertain and

have fun through movement, while Computer Science is known to be about sitting down at

a computer or laptop in order to “hack into the mainframe”. However, while some of that

is partially true, both of them individually have incredibly diverse complexities and levels of

nuance within them. While both topics are fundamentally different in a multitude of ways,

there are subsets of each that allow for an intersection of ideas and even creativity. As a means

of understanding this intersection, I wish to provide examples of where these two topics overlap.

I also hope to give clarity for how movement data is used through the mechanics of motion

capture.

My interest in movement data arose from the question “Would it be possible for a computer

to generate its own choreography?” As I explored this question, I was able to break it down

into understanding dance as input and output, and therefore explore the use of movement data.

What this means is that just as computers are able to take advantage of numbers, words, and

files, this would also include the use of information that a computer is able to process that

1



2 INTRODUCTION

is generated from movement or computational movement. From this dynamic between Dance

and Computer Science, a lot of other questions arise such as “how is movement processed” and

“what information or features are most important when considering movement for computers?”

Through the discussion and focus on movement, I seek to explore the use of computational

movement input and apply that to my understanding of generating movement output.



2
Context

2.1 Concerns About Movement Language

What does it mean to “code movement”? This is another question I investigate in this project,

and to effectively explain the concept of movement in Computer Science, this project will follow

a specific procedure. Before understanding movement as input and translating dance into code,

there needs to be a clear insight on how one determines the parts of movement that are necessary

to observe. Part of this breakdown involves understanding what language to use when it comes

to motion.

Although there is Physics terminology relating to motion such as position, velocity, and accel-

eration, this project provides insight on the terminology and semantics associated with Dance

and the human body to attach vocabulary to aspects of movement that are relevant in mo-

tion capture. When thinking about the process of movement manipulation, with the associated

language of the moving body, we can then record or produce data related to that language.

2.2 Concerns About Movement as Input

When considering movement as input, the first concern is what is considered important enough

to be valuable to a computer. The quantification of movement helps make clear what could

potentially be observed, but the next step would be determining what would be the most useful

3



4 CHAPTER 2. CONTEXT

to record. The majority of this project will involve the process of motion capture, but before

making use of it, it’s helpful to know what this process actually entails. Understanding the

mechanics of motion capture is the crucial part of this project that will allow further exploration

of movement input once it’s understood. Questions such as what motion capture is and how it

works will be explored during this project and hopefully give insight into what possibilities are

available to those who use it.

After taking advantage of motion capture systems, the associated software would be the next

topic of concern. The programs that are able to interact with the information provided by

the capture systems are what make movement study possible and will help us understand the

information retrieved when movement data is collected. In this project, we will also determine

the functions and benefits of software systems for motion capture technology. This will allow us

to directly interact with the movement data and gain a better understanding of what movement

input looks like. In my own experience interacting with the data, we will see the possibilities of

manipulating this data and finally connecting movement to computational information.



3
Intersections Between Computer Science and
Dance

3.1 General Overlap in Research

It’s important to recognize that, when discussing the combination of Dance and Computer Sci-

ence, not all experiments involve heavy use of computing and manipulating data. One example

of a project with this characteristic is found in the Civic Media project involving dancers who

were given data and were told to provide some type of interpretation of said data. The inherent

purpose of the experiment was to observe how one may understand what it means to collect

and present data in order to use it as a means to provide evidence. The Civic Media’s questions

involved the idea of how people can get encouraged to understand and tell stories using data by

actively engaging with it. One of those approaches involved the literal dance interpretation of

presented data to understand immediate associations with the given information.[1]

In comparison to these more Dance related experiments and projects, other projects focus

on data directly associated with the Dance community. An example of this is the Dance Data

Project (DDP), involving the collection and analysis of data information regarding gender equity

in dance and dance companies. The mission of the Dance Data Project is “To promote gender

equity in the dance industry, including but not limited to ballet companies, by providing a

metrics based analysis” which allows others to draw computational information and hopefully

5



6 CHAPTER 3. INTERSECTIONS BETWEEN COMPUTER SCIENCE AND DANCE

create a better environment within the industry.[2] Information like this does the opposite of the

Civic Media project and translates what is going on in the Dance world and provides statistical

information that can be computed and analyzed. Although these projects consist of heavily

important work, we can now discuss other projects in Computer Science that focus on the

movement aspect of Dance.

3.2 Overlap in Movement-Related Research

For this research project, I focus on the topic of movement in Dance and the place movement

data has in the Computer Science world. Dance as an art form involves a collection of things

such as brain activity, audience interaction, company management, improvement perception, and

relationship with the body, and many projects have discussed these aspects, but with movement,

there seems to be a disconnect in understanding how movement could be translated into code.

Marcus G. Pandy, in his 2001 “Computer Modeling and Simulation of Human Movement”,

explains the basics of computer models of movement and what they should include. There

are also other questions such as what makes these computer models useful in understanding

movement, which is heavily related to the questions I’m asking in my own project to understand

how movement data is collected. Pandy argues for the use of these models to both better

understand the mechanics of movement but also to produce such movements on a different

screen. One of the arguments he makes for computerized modeling is the potential for its use

in the orthopedic and general medical fields to better understand disruptions in movement for

patients. Not only does he mention the benefits, but there is also some explanation for the

challenges facing the field as well in order to promote the importance of this implementation of

technology. One struggle Pandy highlights is the need for faster computer speeds at the time

to enable deeper complexity of the model and therefore more accuracy. Another includes the

ability to even more accurately provide a representation of the musculoskeletal system (266-267,

Pandy).[3]
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Putting this information into practice, some experiments take advantage of this modeling

technology and even allow it to serve a purpose as a real-life application. Paul Soumyadeep

et al, for example, describe in their “Virtual Kathakali: Gesture-Driven Metamorphosis” how

they were able to create a virtual avatar to follow the movements and instructions of a coach

or instructor and teach the students in real-time. This paper explains in detail the step-by-step

process of what it took to render this virtual dancer mimicking the motion of someone who

was not present. They break down the three modules of the system as well as the successes

and pitfalls of it in order to eventually reach their goal. The three modules include “Real-time

Detection of arm movements of the user, modeling of the Kathakali dancer, and reproduction of

the pose in the Kathakali dancer’s model. While the main success consisted of getting the model

to work effectively, other successes included changing cameras and using a dark background for

the user. With the parameters and environment given, however, the user may potentially feel

constrained.[4]
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4
Movement Literacy and Quantification

4.1 Movement Language and Its Importance

In Dance, there is a language that is definitely not completely understood by the general public.

This includes terms like “marking”, “kick-ball-change”, “count”, “pointe”, “isolation”, and even

the sound effects a choreographer makes whenever hitting a move instead of using counts. While

these terms all have specific meanings assigned outside of the Dance world, they also have

completely different meanings within it. This exhibits the importance of movement language

within the Dance world, which also translates to its importance in motion capture. Part of

understanding movement input data is recognizing the attributes of movement that would be

useful as computational information that allow the computer to manipulate it.

One of the first steps to understanding movement language is to grasp the idea of movement

notation. This stems from the desire to record movement in the same way we record music.

Because of the complexity of movement in three-dimensional space, however, this becomes dif-

ficult. Some examples of dance notation that provide a strategy for naming different aspects

of movement include Labanotation (the most popular), Benesh Movement Notation, Eshkol-

Wachman Movement Notation, and DanceWriting.[5] Although these aren’t the most accurate

forms of notation yet, they do provide a system of written language that is able to be understood

universally.

9



10 CHAPTER 4. MOVEMENT LITERACY AND QUANTIFICATION

There is also the idea of movement analyses and theories, such as Laban Movement Analysis,

that also provide a spoken vocabulary to discuss aspects of movement in the same way.[6].

Overall, the most common attributes in dance language consist of the paths a person and their

limbs make, the speed at which they make these paths, the direction that each of their parts

face, and the position or distance the parts are with respect to the person. With these symbols

that place labels on specific aspects of movement, we can now get a clearer picture of what is

important to observe when it comes to movement, at least in the eyes of a dancer.

According to Manish and Chakrabarty, dance grammar is another aspect of dance and move-

ment literacy.[5] This consists of a plethora of rules that set the possibilities of certain movements,

similar to that of math theorems or music theory. These rules take into account the capabilities

of the human body, along with the possible efforts one can muster, and creates limitations on

what it can and can’t do. Joshua Stuart and Elizabeth Bradley explain this concept in the

context of their Computer Science background. The majority of dance grammar, they describe,

is mathematical figures and representations, which will be discussed later, but these are used

to represent things such as posture, joint orientation and movement, and position.[7] Of course,

similar to the general ideas of dance notation, but with more concise boundaries instead of de-

pending on the use of symbols and illustrations. But to understand these boundaries and also

get closer to our goal of turning movement into data, we must quantify the aspects and symbols

that continuously coming up.

4.2 Quantification of Movement

Establishing grammar for dance is pretty similar to making rules for a game, and it’s just a

matter of understanding what your character or token is capable of doing. Here is where we

start getting a better depiction of what computational movement means as we start using math

to find formulas and symbols to provide more insight into these aspects of movement. In order to

provide accurate limitations for a specific dancer, we must use the basic foundations of mechanics

and physics by using vectors and scalars, items that are definitely used in computer science, that
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allow for the use of quaternions. In the words of Stuart and Bradley, a “quaternion q = (r, u⃗)

consists of an axis of rotation u⃗ and a scalar r that specifies the angle of rotation about u⃗.”[7]

So with this information, along with the number of joints and the information considering the

positions and orientations of these joints, there seems to still be complexity, but at the very

least more clarity as to how we can represent these movements.

Movement, in general, is not only about what movements one can do but also the realistic

possibility of what movements precede or follow each action. When we consider the order in

most situations, we would then like to get into the idea of set theory, another concept that is

definitely exploited when coding. Stuart and Bradley continue by discussing the set of allowed

orientations versus the set of actual orientations of joints by utilizing the closest quaternion in

the set Qλ (holding a finite length of Mλ) for each joint λ. They also explain that although joint

orientations and movement are continuous, the discreet versions of their values better engage

with the complexities of their algorithm. This involves setting the components of the discretized

vector for the body position s to each quaternion in Qλ that is closest to the continuous vector

component of b by using K-D trees as their data structure of choice.[7] What all of this means

is that each joint will have its own set of possible movements and orientations that will be

described using a set of quaternions as mentioned before to create specific frames of dance that

have the potential to be observed computationally, further diving into this idea of computational

movement.

One last important feature of dance grammar is the concept of transition graphs or, in this

context, a joint orientation graph as Stuart and Bradley call it. They describe it as “a weighted-

directed graph that captures the transition probabilities in a symbol sequence.” Within this

graph, the possibility of a joint moving to a certain orientation is determined by the weighted

edge between vertices and makes use of its discretized values. Joint Orientation graphs also make

use of the formally mentioned sets of quaternions by having every element represent a vertex in

the graph. This way, we are able to manipulate this graph in any way needed computationally.

With these rules and computations, the movement of the human body has specific limitations
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that may be captured by not only the audience and observer but also the motion capture

technology.[7]

4.3 Relevant Movement Information for Motion Capture

With an understanding of what it takes for one to record a dance or sequence of movements,

we can now observe what is most desirable and noticeable in movement. With dance notation,

there is a goal to accurately capture the general movement of an individual, while also keeping

the three-dimensional space in mind. Things like space, path, speed, and orientation are the

main concerns when observing movement. In contrast, while notation takes note of what the

human body can do, dance grammar emphasizes what the human body cannot. The rules put

heavy restrictions on the orientation and sequence of events involving the joints and posture of

the body. What all of that does for us is give us a clear picture as to what might be highlighted

and used for computation when recording movement for input.



5
Processing Movement as Input

5.1 Desirable Units of Movement for Input

A lot of this discussion consists of the idea of movement as unit of measurement. What would

the computer specifically desire out of a moving person in order to manipulate it later? This

question mostly relies on what type of motion capture we are dealing with because the process

in which they accomplish the main task of tracking motion can be incredibly different. Some

methods rely on the use of body heat while others use specific markers to identify specific

movements. One method, and probably the one we are most interested in, lacks any markers

and strictly relies on software to identify movement. In order to understand motion capture’s

mechanics and data, we first look at how the movement is recorded to then translate it into

computational information.

5.2 Motion Capture Technology: Hardware

One device that leaves room to observe movement, but not necessarily for capturing it are

sensors. According to Manish and Chakrabarty, a sensor “receives and responds to a signal on a

certain preset event (say ‘when touched’)” and allows for any specific action on the body to be

detected and recorded.[5] Sensor markers are placed on the body that would be most ideal to be

identified for movement. Most sensors are different in the sense that they are all programmed

13



14 CHAPTER 5. PROCESSING MOVEMENT AS INPUT

to detect different actions. One may require a touch while another may need something to move

in front of it to be triggered. Once the sensors are tipped off, they alter their electrical state

and are capable of sending signals to desired locations through the connected software.

Monocular optical motion capture allows for the combination of one camera and the use of

markers. The camera used is infrared, meaning that it’s sensitive to certain wavelengths of light

and heat that allow for the recognition of human bodies moving.[8] As opposed to solely video

motion capture, where multiple cameras are used to observe every angle of a figure in three-

dimensional space. This is usually what is used specifically in motion data studies to observe

details in motion capture.

One particular piece of hardware equipment for motion capture is the depth camera. These

cameras send out pulses of light that should reflect back at the lens to identify the distance

something in the frame is from the camera. What this does is render a three-dimensional map

of the frame to capture the distance each pixel of the image is at.[9] With all of this equipment,

however, the information this hardware observes isn’t what a computer processes, so now we

must look at what is actually inputted as movement information.

5.3 Motion Captured Information

For the sensors and markers placed on a human body, the mechanics of collecting data work

in the same capacity as tracking an object’s position in space. As the tracker moves further

from the camera or from a starting position, the distance information is tracked as well as the

specific path these trackers make in order to replicate that virtually, leaving room for direct

manipulation of certain values and images for graphing onto another medium. This data is also

made sure to be as continuous as the movement in actual reality, and so the discretized values

of the orientation of the joints and body as mentioned before become continuous once again so

they may become similar to one’s movement.[10]

In contrast, markerless motion capture, whether using one or multiple cameras, requires a

more complex approach in order to achieve the same goal and this is by using machine learning.
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How this works is that the cameras will record one’s normal movement in whatever angles are

necessary to achieve the researcher’s goal, and search through a pre-trained library of data that

holds a collection of similar images and sequence of images that allow for a two-dimensional

“skeleton” of the person moving. This is called pose estimation and with this skeleton, the same

assumptions the sensor and tracker-based motion capture technology make concerning distance

and path are made by this skeleton’s movement and distance from the camera. Some approaches

have also allowed for three-dimensional pose estimation and even without a depth camera but

the same process still applies.[11]

5.4 Motion Capture Technology: Software

After understanding what goes into a computer when capturing movement as a source of data,

the last question to answer about movement input is how software systems read and interpret

this data in order to accomplish other things. We can determine how this software’s motion

capture technology functions and then apply it to our current understanding of motion capture

hardware and connect how the translation happens.

As of right now, we understand motion-captured data to be values that represent distance,

path, and orientation as the units of movement data. This is a lot of information that seems

a bit disjointed to collect into a dataset used for deep learning and neural network techniques.

So in order to combine and consolidate this information, the motion-captured data is placed in

something called a BVH file. Written in ASCII code, this specific file references and encodes the

starting position of a figure and the sequence of poses that follow.[12] These files also provide a

number of frames, frame time, and coordinates that allow for even deeper computation. Within

these files, there also lies specific vocabulary such as offset and channel that are described to be

the parts of a joint, where offsets are the relative distance from their parent joints and channels

are the number of routes towards other joints.

Some examples of software that utilize this file format include Blender, Poser, and Maya.

Using our human computational abilities, the way we would interpret the data placed in a BVH



16 CHAPTER 5. PROCESSING MOVEMENT AS INPUT

file would be to use a transformation matrix for the local translation and rotation data for the

segment of the body the file refers to so that we would be able to find the position of a certain

body segment of the skeleton, according to the research done in ”Biovision BVH”.[13] For these

software programs to read these files, they are organized into what the name of the file refers

to: a hierarchy of joints. This provides information on every joint including the root as well as

its offsets and channels.[14]

5.5 Relevant Movement Input Information for Motion Capture Use

So now understanding the basic mechanics and processes that occur during motion capture, we

can now bring that into our search for answers when it comes to movement input and decide

how to approach the questions asked. The hardware in particular, as we now understand, uses

different forms of language and uses different aspects of recording to ultimately achieve the data

desired. This data ultimately consists of a record of distances and paths from the camera that

allow the software to easily manipulate it. We then learned that there is even more complexity

in the information picked up from motion capture technology when discussing the idea of motion

capture data files, the BVH file in particular where even more precise descriptors of the body’s

movements are written in an organized fashion for computers to make use of. Now we can apply

this to our own attempt at using motion capture information as input.



6
Experience with Motion Capture Technology

6.1 Goals

My goal for this project is twofold. Conceptually, as a reminder, we are attempting to explore

the machinations of motion capture by understanding what it means for movement to be input

and how it’s manipulated computationally — hence the idea of computational movement. This

is part of an even larger goal which is to then understand how one may use their own movement

input in a way that would enable the computer to output its own choreography if I so choose

to continue this research further. Using the information we’ve discussed concerning movement

literacy and motion capture, I would like to manipulate movement input data to fully understand

what the software takes into account while coding movement information.

My practical goals for this project consist of putting to use my knowledge of motion capture

and movement input and applying this understanding to code. My ultimate goal is to run and

understand code that manipulates movement input data, so in this project, I will be attempting

to generate two-dimensional skeletal models for multiple figures in view as a means to explore

what it takes for movement input to be manipulated. For this to happen, I need to find certain

hardware and software that are not only functional on their own but also compatible with

each other. I will also be using code that has accomplished a similar task of generating three-

dimensional skeletal models and applying that to my own goals. Finally, to demonstrate and

17



18 CHAPTER 6. EXPERIENCE WITH MOTION CAPTURE TECHNOLOGY

test this code, I would like to explore the complexities of this data and attempt to create a dance

that would trigger an animation based on the movement input that is being provided.

6.2 Influence on Choreography

Although this project mainly focuses on the computation of movement, I still think it’s impor-

tant to discuss the experience I had while my cast and I choreographed this dance in order to

demonstrate my findings. A lot of the concept for the piece had already been premeditated

before working on the choreography, but I had always struggled with finding the right move-

ment sequence as well as the genre of the phrases I would want to use that would accurately

describe the emotion I would want to put behind this piece I had been thinking about. But after

getting deeper into this research, I was inspired to challenge myself by basing my movements on

what I’ve learned about motion capture and this heavily influenced the ideas for the movement I

wanted to use for this piece while still maintaining the integrity of the original idea and storyline.

My main goal with the movement was to ultimately test out the range of capabilities the

motion capture technology would have and see if the end result would remain —- keeping the

skeletons on those that are moving in the frame. One example of a movement that was inspired

by this goal was the use of different shapes that both dancers would make during the piece.

One question I had early in the process was “How does the motion capture technology work

if someone is partially blocking someone?” “Does it assume that a figure is still there?” Other

questions arose in the same fashion where I wanted to test out the difference in distance from

the camera between figures as well as the pose estimation’s interpretation of floorwork. Finally,

after everything I’ve learned about how much motion capture values and makes note of rotation

and orientation, I wanted to exploit that in a lot of parts of the dance in different contexts and

with different joints. Ultimately, this produced a great product of variety in movement as well

as a preserved storyline of what I had originally had in mind.
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6.3 Experience with Hardware

In my journey attempting my own version of motion capture to demonstrate my understanding of

movement input, my first step was to find adequate hardware to observe movement. If necessary,

I would use my simple camera on my laptop. However, I did want to use technology that would

provide more information about the movement in the frame and so I was determined to find

some type of genuine motion capture equipment. Realistically, the mocap suits and sensors are

simply too expensive and mostly used in larger-scale projects, but even so, the main focus in

motion capture that we have explored is markerless figure recognition, so optical motion capture

equipment seemed to be more of the goal. With this in mind, one of the best options that would

aid me in my research on movement input was the depth camera. So the decision was made,

and I ended up with an Intel RealSense Depth Camera.

6.4 Experience with Software

Next was to find some software that would allow me to not only accomplish my goal but also

be compatible with the depth camera I decided to use. The depth camera also connects to the

USB jack on my laptop and has the same abilities as the laptop’s camera, so this definitely

made my life easier. So while on my journey, I found this article that accurately described

what I was attempting to accomplish. While reading this article, I noticed that they also had

a GitHub repository for their open-sourced code as well as a video explaining the project.[15]

This is what I wanted to replicate and explain the process of their algorithm that allowed for

this to be possible.

Looking at the repository, I noticed that the code was in Python. The code also used PyTorch

as the framework and CUDA as the main model for deep learning operations. With frameworks,

the methods are already provided for you to base your work upon them. Specifically with

PyTorch, this framework is best for deep learning. CUDA almost acts as an add-on that allows

for more operations to run for deep learning models. Because my laptop is unable to support

this code, I used Google Colab to run this algorithm. The main Python file I was able to run
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was called evaluate timing.py which evaluates “the forward pass time and the accuracy of the

trained model on ImageNet validation set”.[16] Although this isn’t exactly my goal of replicating

the pose estimation that I desired, it was still interesting to see the efficiency of the researchers’

model in order to accomplish the goals discussed.

This code exhibits the training of the SelecSLS model the researchers created through their

neural network ImageNet. With their algorithm, I was still able to understand how movement

input was able to be put to use and manipulated after being taken as data.

Most of what this algorithm depends on are the “Net” class from “selecsls.py” that “eval-

uate timing.py” references. After initialization, this code defines the stem as the sequential

container of modules that applies a two-dimensional convolution, batch normalization over a

four-dimensional input, and the rectified linear unit function. Because the “config” attribute of

the Net class is “SelecSLS84”, the if statement defines the configuration of the network after

the initial stem. The code then defines the head as the sequential container of three modules

of sequential containers that apply different values than what was done to the stem including

one different sequential container that does a similar job but with a normalized convolution.

The if statement then sets the number of features to 1280. Building on SelecSLS’s core, the

Net class also has a two-dimensional “features” array that gets filled with a for a loop by ap-

pending a SelecSLSBlock object that holds its own six sequential containers. This then allows

nn.Sequential to be applied to the features array. Back to “evaluate timing.py”, the function

“benchmark” that references the Net class starts evaluating two different batch sizes, 1 and 16,

on GPU and then on CPU with batch size 1. These evaluations use the functions “measure gpu”

and “measure cpu” which both put the model in evaluate mode as opposed to training mode,

to then time the Net objects’ efficiency either using CUDA (GPU) or not (CPU). During the

evaluation, the code uses a for loop to measure each in range 10 and then 50 for the model the

researchers created and then using the JIT (Just-In-Time) compiler. The times are measured

using the Net object and a random tensor for the model and torch.jit.trace() as the JIT’s Net
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with a random tensor as well. When the times are collected into an array, the mean is taken

and then multiplied by 1000 to reveal the results in milliseconds.

6.5 Results

From this algorithm, we get “Model FP: 11.904783248901367ms” and “JIT FP: 11.484670639038086ms”

while the GPU Batch Size is 1. While the Batch Size is 16, “Model FP: 136.40655040740967ms”

and “JIT FP: 126.87216281890869ms”. And finally, while the CPU Batch Size is 1, “Model FP:

11190.253763198853ms” and “JIT FP: 11093.708634376526ms”.

What this tells us about the model is the time it took this model to train and execute

when running. When using a library of movement data, this is what we are able to test when

considering models that would desire to experiment with it.
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7
Conclusion

In this project, I explore the intersection between Computer Science and Dance through the

concept of movement as data, honing in on movement input. After reviewing some other works

on the subject, we were able to see the similarities of how others utilized movement input and

apply it to our own study of it. After exploring the different avenues of experimentation and

research, we then discuss the ideas of Dance semantics and quantification using motion capture.

According to our research on notation and motion, the most important aspects of movement

include the distance from the observer, the path of body parts, the orientation of joints, the

sequence of poses, and the speed of motion, which would serve as important recorded traits for

movement input. We then learned to quantify these aspects of movement using quaternions,

which gave us a direct value to represent movement and be able to manipulate this data.

With the discussion of the different types of motion capture and what is being observed when

in use, we learn that movement input requires specific formatting to be used for computer code.

This formatting comes from BVH files which allow us to understand the values of movement

that we are able to manipulate when considering movement data. From my own experience, we

were able to understand how movement input was able to be used and manipulated once it was

recorded.

23
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8
Future Work

So as we know, part of this project’s purpose was to get a better understanding of movement

input so that we could then potentially move toward movement output. This way we can

understand the mechanics of how to generate movement data instead of recording it. Some

goals for this project would include finding software that would promote the application of

movement output data on a figure and understanding how a computer would generate random

movement as opposed to directed movement from the user. Once these goals are accomplished,

our understanding of a computer’s ability to interpret movement data would be complete.

25
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