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To an American Pitbull Terrier named King. King, you took a piece of my heart with you

when you left. You were my dog, my boy, my best friend. But I hope now that your days

are filled with endless running and playing. I long for the day when we will be reunited.

Until then, never a day will go by that I do not think about you. I love you King, and I will

forever.
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ABSTRACT

Flight test data is a valuable resource used in many aerospace applications. However,

procuring a sufficiently large database of flight test data poses several challenges. Nominal

flight tests can be expensive and time-consuming and require much post-processing depend-

ing on the availability of sensors and the quality of the sensor output. Flight test performed

outside of nominal flight conditions, or flight tests in which failures are introduced, add to

the inherent risk and danger associated with flight tests. The most popular alternative to

flight test, numerical simulations, may fail to fully capture all non-linear behavior. While

flight tests will always be required, a method for augmenting an existing database of flight

test data with synthetically generated data could help alleviate some of the aforementioned

challenges. Over the past few decades, generative machine learning has a emerged as a pop-

ular tool for data augmentation. In this thesis, several neural network architectures were

investigated as methods of generating synthetic flight data that is consistent with the aircraft

dynamics.
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1 Introduction

Many published articles and journals underscore the importance and usefulness of flight

test data. Aerodynamic parameter estimation [1] is a classic example of this where specific

relationships between aerodynamic forces/moments and state variables are extracted from

the test data. Whalen and Bragg [2] used flight test data to attempt to predict the onset of

wing icing and quantify its effect on aircraft performance. [3] explored using flight test data

as a means to calculate aircraft moments of inertia.

Repeated flight testing for the purpose of accumulating a sufficiently large amount of

data can become expensive very quickly. In some cases, the value of the flight test data does

not justify the cost of performing that flight. Some flight tests are performed specifically for

the purpose of obtaining non-nominal or failure flight data. This includes flying outside of

the aircraft’s flight envelope or introducing small magnitude failures onboard. These types

of flights are inherently dangerous such that it is not feasible to perform many of them.

Numerical computer simulations are the most common alternative to performing flight

tests. These simulations require a purely mathematical model of the aircraft dynamics that

not only include the aircraft equations of motion, but also engine and actuator dynamics

modeling, atmospheric modeling, drag and interference modeling, and so on. These mathe-

matical models are often parameterized by approximations of aerodynamic coefficients and

derivatives requiring look-up tables to account for changes in flight condition. Many aspects

of aircraft flight dynamics are highly non-linear and next to impossible to model mathemat-

ically. Considering this, numerical simulations fall short when it comes to providing realistic

flight data that is on par with true flight data because it is limited by our ability (or inability)

to perfectly model every single physical phenomena that an aircraft experiences in flight.

Considering the difficulty in obtaining a large amount of flight test data, this becomes a

candidate data augmentation problem. In general, data augmentation refers to a problem

of limited data and the unconventional methods used to obtain more data. The problem

of lack of sufficient data affects many fields and disciplines. In the medical field, access

1



to patient medical data is highly controlled as it is personal and protected [4]. Access to

financial data faces similar challenges [5]. In some cases, the quantity of the data is not

the problem itself, but it is the imbalance of the data that poses issues and requires a

data augmentation solution. Machine learning (ML) is currently the primary focus for data

augmentation solutions. Machine learning refers to any algorithm that learns to performs

a certain task by being trained strictly on data and not by adhering to a strict set of

instructions. Machine learning models have been used to perform tasks such as classifying

and clustering, regression, sequence prediction, modeling input/output relations and, more

recently, data generation. ML models learn primarily by seeing both input and output data

and making inferences on that data. The term ML model refers to the specific architecture

of the algorithm with multiple ML models performing similar tasks, so ML models and ML

algorithms are not mutually exclusive. One of the oldest ML models is the artificial neural

network (ANN). This name is derived from circuit of neurons in the brain (referred to as a

biological neural network) from which the ANN is modeled after. Throughout this thesis,

the term neural network (NN) will replace the term ANN and does not refer the biological

definition. In it’s simplest form, a neural network finds a mathematical mapping from the

input data to the output data in the form of weights, biases, and activation functions.

1.1 Thesis Objective

This research explores the use of artificial neural networks as a tool for solving the data

augmentation problem for flight data. NNs have been shown to be an effective tool for

the task generating data such as images, but are greatly challenged by specific types of

data, particularly time-dependent data. Various NN architectures are tested and evaluated

as means of generating synthetic but realistic and useful flight data. If a NN architecture

is effective at learning the complicated dynamic relationships among flight variables and

between control inputs and flight variables, this could possibly open the door to generating

failure flight data that might not be possible to obtain otherwise. Such methods of flight

data generation will never exactly replicate true flight data and should not be considered as
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a primary source for such data. At most, flight data generated by machine learning will serve

to increase the resolution of existing data sets for the purposes of reducing the frequency of

flight testing and thereby saving time, decreasing cost, and mitigating risk.

1.2 Thesis Outline

This thesis will first provide a brief but thorough summary of all neural network archi-

tectures explored, Chapter 2. Chapter 3 will cover methods for generating the training data

for all NN models. In Chapter 4, the training process of each NN is discussed as well as the

results and evaluation for each. Final conclusions and the possibility of further advancement

in this research are discussed in Chapter 5.
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2 Neural Network Background

As mentioned in the introduction, the neural network is a mapping from input to output.

They learn to approximate a function that is the relationship between input data and output

data through a particular training algorithm [6]. No prior knowledge of this function’s

structure is required as a series of weights and hyper parameters are learned from a chosen

loss function to provide the most correct mapping from input to output. NNs are algorithms

implemented in any high-level programming language. The most popular language used for

NN implementation and training is Python. Python is a popular open source, object-oriented

programming language. There exists a plethora of libraries and APIs specifically written for

the purpose of making NN training efficient and user-friendly [7–9]. This chapter aims to

provide a thorough explanation of the NN structure and the training process.

Input
Layer

...
...

. . .

. . .

. . .

...
...

...

Output
Layer

...

Hidden Layers

Figure 2.1 Simple neural network architecture.

2.1 Neural Network Architecture

Figure 2.1 illustrates the general architecture of an NN. The NN accepts input data at the

input layer and the data is propagated from layer to layer (usually unidirectionally) until it

reaches the output layer. During training, this is referred to as the forward pass. A reverse in

the direction of data flow also happens during the training process- called back-propagation.

When a trained NN is used to make predictions, provided classifications, etc, the data will

always propagate from input to output. The NN may have one to many internal ”states”
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represented by the output of any given hidden layer (any layer that is neither the input layer

nor the output layer), however, the output is generally the only useful data. All NNs vary

in size, structure, and complexity, however each NN model explored in this thesis follow

similar structures with the main differentiators being the type of the layer and the type of

transformations performed on the data as it is passed between two layers.

2.1.1 Multi-Layer Perceptron Neural Network

The Multi-Layer Perceptron Neural Network (MLP) is a classical NN architecture and is

the original network created. It’s layers consist of neurons, or nodes, which are responsible

for performing operations on data passed to it from nodes of the previous layer. The data is

transformed by applying a weight, w, to the input of each neuron, multiplicatively, and then

adding a bias, b, to that result, Equation 2.1. Furthermore this output is passed through

an activation function, σ, to limit the neuron output to a specific range. (Note, in the case

of Multi-layer Perceptron networks, the σ notation does not strictly represent the sigmoid

function. Originally, the sigmoid function was the only activation function used in MLPs,

but now, by convention, the notation σ simply means any activation function.) Figure 2.2

illustrates these operations. These parameters, w and b, are continually updated during the

training process until their values provide the most accurate input-to-output mapping.

input neuron output

xi xi+1 = σ(zi)wxi + b︸ ︷︷ ︸
zi

Figure 2.2 Data transformed by neuron.

xi+1 = σ (wxi + b) (2.1)

Generally, each neuron accepts inputs from all neurons of the previous layer and also

sends its outputs to all neurons in the next layer. Because of the matrix-like structure of
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the network and the fact that all neurons of adjacent layers are connected, the mathematical

operations can be represented as tensor operations. All MLP NNs in this work are two-

dimensional, so the tensor operations reduce to matrix operations.

xj
1

xj
2

xj
i

xj+1
1

...
...

xj
1

xj
2

xj
i

xj+1
2

...
...

xj
1

xj
2

xj
i xj+1

n

...
...

Figure 2.3 Data transformation between layers.

Figure 2.3 illustrates how each neuron accepts inputs from all neurons in the previous

layer. This can be expressed mathematically with Equations 2.2.

xj+1
1 = σ


[
w1→1 w2→1 . . . wi→1

]


xj1

xj2
...

xji


+ b1



xj+1
2 = σ


[
w1→2 w2→2 . . . wi→2

]


xj1

xj2
...

xji


+ b2



xj+1
n = σ


[
w1→n w2→n . . . wi→n

]


xj1

xj2
...

xji


+ bn



(2.2)

Combining theses equations together yields a matrix Equation 2.3 which can be succinctly
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expressed as Equation 2.4



xj+1
1

xj+1
2

...

xj+1
n


= σ





w1→1 w2→1 . . . wi→1

w1→2 w2→2 . . . wi→2

...
...

. . .
...

w1→n w2→n . . . wi→n





xj1

xj2
...

xji


+



b1

b2
...

bn




(2.3)

xj+1 = σ
(
Wxj + b

)
(2.4)

In these equations, the superscript, j, indexes the layers, the subscript, i, indexes each neuron

in the previous layer, and the subscript, n, indexes the neurons in the next layer.

MLP neural networks are very effective for tasks involving strictly numeric and stationary

data (i.e. non-time dependent, non-sequential, etc). However, most real world data is non-

stationary data. We are often concerned with how certain data changes over time. MLPs

have no way of accounting for non-stationarity because data flows in one direction only

during prediction. There are no feedback loops or other types of mechanisms for retaining

certain states in memory. Having some sort of memory sate is required for learning sequential

data. It is very difficult to make a prediction about the next step of a sequence if there is

no knowledge of the previous steps. Therefore, other neural network architectures must be

considered.

2.1.2 Recurrent Neural Network

The Recurrent Neural Network [10] (RNN) is an architecture designed to handle sequen-

tial or non-stationary data. RNNs are one of the most popular architectures and have seen

widespread use primarily in natural language processing[11] (NLP) and speech/text recog-

nition. Anyone who has ever talked to Siri or Google assistant has seen the capability of

RNNs. RNNs have layers just like MLPs, however, the layers contain cells which process

information quite differently compare to MLP nodes. As described earlier, an MLP node

processes data by multiplying the input by a weight, adding a bias, and passing through
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an activation function to form the output. An RNN cell performs a similar computation

but this is performed recursively with the output of the cell’s computation at each iteration

being fed back to the cell which is combined with the input data to form the total input of

the cell. The cell’s output at each iteration is referred to as the hidden state. The number

of times the cell preforms this feedback computation is equivalent to the length of the input

data sequence. At step t in the sequence, the RNN cell is receiving two inputs, xt and ht−1,

where xt is the tth data point in the sequence and ht−1 is the output of the cell’s previous

iteration. Figure 2.4 illustrates this data flow through a cell. This is the feedback mechanism

that allows the RNN to consider previous steps in a sequence in order to predict the next

step. It is easier to visualize this flow by graphically unrolling the cell. This is illustrated

in Figure 2.5. The superscript, j, indexes the layer. If j = 1 (i.e. it is the first layer), then

hj−1
n is initialized to zero. The subscript n represents the total length of the sequence. Note

that Figure 2.5 does not represent multiple cells, but rather a single cell which iterates over

a sequence of data. In Recurrent Neural Networks, the output of the last layer or last cell

can either be the last hidden state, hn, or it can be the entire sequence of hidden states,

[h1, h2, ..., hn].

xt

ht−1

ht

ht

tanh

input data

hidden state

previous
hidden state

Figure 2.4 Single RNN Cell

Typically, this simple RNN described is not implemented in practice. The reason is

while this architecture is capable of retaining previous information through the feedback

loop, this is not a true memory because there is no internal memory state in the cell. This

8



xj1

hj−1
n

hj1

tanh

xj2

hj2

tanh

. . .

xjn

hjn

hjn

tanh

Figure 2.5 RNN cell unrolled

results in a short range memory that is limited to only a few time steps or sequence steps

back. This is a disadvantage in some applications where information from many previous

steps are required such as in natural language processing. Two adapted RNN models, Long

Short Term Memory [12] (LSTM) and Gated Recurrent Unit [13] (GRU), were developed to

increase the RNN’s ability to store information from many previous sequence steps. These

architectures share a similar external structure of a simple RNN cell, however, the internal

processing of the data is much different. The research in this thesis only considered LSTMs

as the RNN architecture. The LSTM cell is much more effective than a simple RNN cell at

retaining information further back in the sequence. Unlike the simple RNN cell, the LSTM

cell chooses which information to keep and which new information to add through a series

of three ”gates”. Additionally, the LSTM cell considers a second hidden state, referred to

as the cell state. This is the true memory of the LSTM. The cell state is primarily what is

affected by the gates and the hidden state (the cell’s output) is derived from this. Both are

fed back to the cell’s input as is the case with the simple RNN cell. Figure 2.6 illustrates

the flow of information through the cell.

The task of the forget gate is to determine how much of the previously held information

in memory is relevant and should be allowed to continue to propagate. This is accomplished

by applying a weight and bias to the previous hidden state and the current input in the same

manner as in the MLP neuron and then passing that result through a sigmoid activation
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σ σ tanh σ

tanh

× +

×

×

xt

ct−1

ht−1

ct

ht

input data

hidden state

cell state

previous
hidden state

previous
cell state

Figure 2.6 Single LSTM Cell

function. The sigmoid activation function restricts the output between 0 and 1 exclusively.

This result is then multiplied by the previous cell state which effectively filters out infor-

mation that the forget gate deems as no longer pertinent. Output values of the forget gate

closer to one indicate that the cell state contains mostly relevant information and that is

should be retained. Output values closer to 0 indicate that the cell state contains mostly

non-useful information and that is should be discarded. Since this gate is accepting two

separate inputs, xt and ht−1, two sets of weights are required, Wf and Uf , Equation 2.5.

σ σ tanh σ

tanh

× +

×

×

xt

ct−1

ht−1

ct

ht

Figure 2.7 LSTM forget gate

ft = σ (Wfxt + Ufht−1 + bf ) (2.5)

The task of the input gate is to determine how much of the current data input is relevant

and how much of it gets to be added to the current cell state. This is a two step process as

the cell’s previous hidden state and current data input is transformed by two operations of
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weights, bias, and activation function. In the first operation, weights Wi and Ui are applied

to xt and ht−1 followed by a bias, bi, and a sigmoid activation function, Equation 2.6. In the

second operation, weights Wc and Uc are applied to xt and ht−1 followed by a bias, bc, and a

hyperbolic tangent activation function, Equation 2.7. The output of the latter operation is

often referred to as the candidate cell state, c̃t. The hyperbolic tangent activation function

restricts the output between -1 and 1 exclusively in manner similar to the sigmoid activation

function. The two outputs are multiplied together and the product is what is added to the

current cell state.

σ σ tanh σ

tanh

× +

×

×

xt

ct−1

ht−1

ct

ht

Figure 2.8 LSTM input gate

it = σ (Wixt + Uiht−1 + bi) (2.6)

c̃t = tanh (Wcxt + Ucht−1 + bc) (2.7)

The output of the forget gate filters out unnecessary information from the previous cell

state and the input gate filters out new information to add to the previous cell state. This

results in the updated, current cell state, or cell memory, which will again be modified during

the next iteration, Equation 2.8.

ct = ftct−1 + itc̃t (2.8)

In a manner similar to the other gates, the output gate determines what information the cell

output should contain. Weights Wo and Uo are applied to xt and ht−1 followed by a bias,

bo, and a sigmoid activation function, Equation 2.9. This is then multiplied by the cell state

passed through a hyperbolic tangent activation function to form the cell’s current hidden
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state or current output.

σ σ tanh σ

tanh

× +

×

×

xt

ct−1

ht−1

ct

ht

Figure 2.9 LSTM ouput gate

ht = σ (Woxt + Uoht−1 + bo) tanh (ct) (2.9)

2.1.3 Convolutional Neural Network

The Convolutional Neural Network[14] (CNN) is an neural network architecture that has

seen applications dealing almost exclusively with images. CNNs excel at learning spacial

features of images. Variants of the CNN have been developed to perform all kinds of image

processing and synthesis task. [–] Some CNNs have less popularly been applied to sequential

or time-series data. Each layer in a CNN hold a weight tensor, usually a two-dimensional ma-

trix referred to as a kernel or filter, that performs a convolving operation on the input data.

These convolutional layers are often followed by other data processing layers such as pooling

layers or reshaping layers. These layers are usually meant for reducing or increasing dimen-

sions and do not involve trainable weights or biases. The input to each convolutional layer

is a tensor of data. In image applications, this data tensor is at most three-dimensional (e.g

an RGB image) and is larger than the weight matrix. The weight matrix slides, convolves,

along the height, Hin, and width, Win, of the input tensor performing a Hadamard product,

element-wise multiplication, of the weight matrix and a submatrix of the data tensor with

equivalent dimensions, Hk and Wk. The sum of all elements in the Hadamard product, plus

a bias, passes through an activation function and becomes a new data value in the output

tensor. Figure 2.10 illustrates how the weight matrix convloves over the data matrix.
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...
. . .

. . .

Win

Hin

Wout

Hout

...
. . .

. . .

... ...

Ws

...
. . .

. . .

input output
Wk

Hk

Figure 2.10 2-D convolution on 2-D matrix
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The number of dimensions that the weight matrix slides along the input matrix in between

each convolution is a varying parameter called the stride, Hs and Ws. The size of the weight

matrix and the length of the stride determines the size of the output matrix, Equation 2.10.

The notations Hp and Wp represent an optional padding (i.e. the adding of columns and

rows of zeros to the input tensor) prior to the convolution. This padding operation is usually

done for consistency of dimensions. The mathematical operations performed at each layer

can be expressed in Equation 2.11. X in represents the input data matrix, Xout represents

the output matrix, K is the weight matrix for that layer, b represents the bias, and ◦ denotes

the Hadamard product.

Hout =
Hin −Hk + 2Hp

Hs

+ 1

Wout =
Win −Wk + 2Wp

Ws

+ 1

(2.10)

Xout
I,J = σ

(
b+

Hk∑
m=1

Wk∑
n=1

X in
(i:i+Hk−1, j:j+Wk−1) ◦K

)

i ∈ {HsI − (Hs − 1) | I ∈ {1, 2, ..., Hout}}

j ∈ {WsJ − (Ws − 1) | J ∈ {1, 2, ...,Wout}}

(2.11)

2.2 Neural Network Training and Optimization

2.2.1 Data Pre-processing

Before a training algorithm is implemented, the data must be pre-processed. The pri-

mary pre-processing technique is categorized based on the type of learning- supervised or

unsupervised. Supervised learning requires the data set to be divided and labeled. Data is

typically divided into three sets: training data, testing data, and validation data. Each one

these sets generally contain two types of data, the input data and its corresponding labels or

targets. Each of these three set serves a different purpose during the training. Unsupervised

learning does not require the separation of the data into these three categories, but still
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may require labels for the input data. Further pre-processing is dependent on the chosen

architecture and task. For example, RGB images are stored as 3 two-dimensional matrices

of numbers ranging from 0 to 255. Typically, these matrices are normalized between 0 and

1. For NLP tasks, words must be encoded to numbers.

For data that is already numeric, it is either normalized or standardized. Normalizing

and standardizing serves two purposes. The first purpose is to map all features of the data to

common scale, whereas before they could have been on different orders of magnitude. Neural

network models generally learn faster because of this pre-processing technique. The second

purpose is to speed up computation time. The computer will process operations on small

numbers much faster than larger numbers. Although normalization and standardization are

often conflated, they are very much different techniques. Normalization involves mapping

an existing range of numbers to another, much smaller, range. This range is usually [0,1]

or [-1,1] but can be any range. Equation 2.12 is shows how to normalize data between 0

and 1 and Equation 2.13 shows how to normalize between any arbitrary numbers zmin and

zmax. Standardization involves forcing the data set to have a normal distribution (i.e. mean

of 0 and standard deviation of 1). Equation 2.14 shows how to standardize a dataset. The

notation µ represents the mean of the data and σ represents the standard deviation of the

data. The key difference between these two methods is that the shape of the data distribution

remains the same in normalization and changes in standardization.

z =
x− xmin

xmax − xmin

(2.12)

z =
zmax − zmin

xmax − xmin

(x− xmin) + zmin (2.13)

z =
x− µ

σ
(2.14)

Training data is also commonly batched. Batching refers to splitting the data into smaller

”mini-batches”. Instead of feeding the NN the entire dataset, the network is provided one
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of these mini-batches. The entire training cycle is performed on this one mini-batch. The

training cycle is repeated for the remainder of the mini-batches. The number of samples

in each mini-batch is called the batch size. Adjusting the batch size is known to have a

significant affect on training [15].

2.2.2 Training Process

The neural network training algorithm differs slightly from architecture to architecture,

however, the basic algorithm is the same for all NN models. This process centers around the

chosen loss function, sometimes referred to as a cost function. The first step of the training

process involves a forward pass of a batch of the input data through the model to produce

an output. Depending on the architecture, this output can be a prediction, classification,

etc. When performing supervised training, this output is directly compared to some type

of label, target, or ground truth. The loss function is performing this comparison. The

most common examples of supervised loss functions include Mean Squared Error (MSE)

and Mean Absolute Error (MAE). Generally the loss function should be a convex function,

i.e. at least some local minima exists [16–18]. Quadratic loss functions such as MSE satisfy

this requirement although it is not a strict requirement. When performing unsupervised

training, the output is not directly compared to a ground truth. Instead the loss function

makes inferences on the output, particularly about the distribution of the output data. Such

loss functions involve statistical concepts such as maximum likelihood and cross-entropy. The

most common of these loss function is the Binary Cross-Entropy (BCE) loss function [19].

In either case, supervised or unsupervised, the loss function provides a metric of how well

the NN model fit the input data or how well the model made a prediction. Mathematically,

this metric measures how accurate the values of the weights and biases in the model are (i.e.

how accurate is the mapping from input to output).

The goal of the training is to find the values of the model parameters, the weights and

biases, that provide the most accurate output which generally corresponds to finding a min-

imum in the loss function. The concept of finding this minimum, and the model parameters
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associated with it, is no different than finding the minimum of a simple elementary math

function. The gradient of the loss with respect to the weights and biases must be calculated

and a process such as gradient descent is used to adjust the parameters in the direction of

minimizing the loss. In models with many hidden layers, this derivative is a complicated,

multi-dimensional function that requires the chain rule from calculus since there are many

operations that separate the parameters from the loss value. The loss as a function of the

model parameters is often referred to as the ”loss landscape” and is impossible is visualize

because of the high degree of dimensionality. Many papers are dedicated to understanding

this landsacpe better [20–22]. Additionally, in the presence of nonlinear activation func-

tions with non-continuous derivatives and with the number of trainable parameters possibly

totalling in the millions, this is an intractable task to perform analytically. The solution

to this problem is a computer science algorithm developed called automatic differentiation

[23]. For every single calculation in the forward pass, numeric gradients are calculated and

stored as metadata. Since the chain rule still applies, all of these recorded gradients are

simply multiplied together in the appropriate order to produce the originally sought after

gradients. This part of the training process is referred to as back propagation [24] because

the multiplication of all of the chained gradients starts from the output layer and progresses

in the opposite direction compared to the forward pass.

Usually, in practice, a complete gradient descent process is never used. Instead, a process

called stochastic gradient descent [23] (SGD), or some variation of it, is implemented. The

SGD is different because it only considers some of the weights and biases when calculating

gradients, not all. The parameters that are considered are randomly chosen. The benefit for

using SGD is usually faster training time. SGD and its variants are referred to as optimizers.

Once the model parameters have been updated, the process repeats, beginning with forward

pass of the next mini-batch of input data. This process repeats until the entire training

dataset has been used. The number of cycles required to completely pass through the entire

training dataset is referred to as a training epoch, and as many as thousands of training
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epochs may be required to properly train the model.

2.2.3 Hyper-parameter Tuning

While the training algorithm focuses on adjusting the weights and biases of the model,

other parameters relating to the training process or the structure of the model itself, called

hyper-parameters, often need to be tuned. This tuning, however, is performed manually after

each training session, i.e. complete number of training epochs performed. A list of hyper-

parameters include the optimizer learning rate, data batch size, number and size of hidden

layers, etc. A hyper-parameter is basically anything in your model or training algorithm that

is tunable and not automatically learned from the training process. Proper hyper-parameter

tuning is key to successful NN training. However there is very little intuition behind the

tuning process and often these values are simply tuned by guessing until a positive effect

is noticed after training. Many published papers provide tips on hyper-paramter tuning

with most involving heuristic-based techniques [25, 26]. Very little research has been able

to successfully explain hyper-parameter tuning in a theoretical manner and virtually no

pragmatic methods of tuning exist. The research in this thesis does not focus much on

hyper-parameter tuning and the values for the hyper-parameter were chosen through trial

and error.

2.3 Composite Neural Network Models

Section 2.1 explained some of the common neural network architectures. These homo-

geneous models all have multiple layers of the same type. It is not uncommon, however,

to see NN models that are comprised of two or more of these fundamental architectures

combined. Such models are called composite models and may include a single model contain

mixed layer types or multiple models sharing input and output data. A classic example

regarding mixed layers is an image classification model. The input image is passed through

several convolutional layers before passing through one or more MLP layers to produce a

single numeric output. Other examples of composite models include Auto-Encoders (AE),

Generative Adversarial Networks (GAN), and Time-GAN.
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2.3.1 Variational Auto-Encoder

The Variational Auto Encoder [27] (VAE) is a variant of the Auto Encoder. Auto En-

coders are composite models primarily used for dimension reduction. They are trained to

find a mapping from the data space to a lower dimensional space, called the latent space, and

also find the inverse of that mapping, the latent space back to the data space. Two neural

networks, an encoder and decoder, are jointly trained to minimize a reconstruction loss. The

input to the encoder is the training data and it’s output is a lower dimensional space that is a

compressed representation of the original data. The decoder takes a random sampling of the

latent space as input and produces a reconstruction of the original data. The reconstruction

loss is based on the difference between the original data and the reconstructed data. The

two most common Auto Encoder loss functions are Mean Squared Error, Equation 2.15, and

Cross-Entropy, Equation 2.16. Once an Auto Encoder is trained the latent space is sampled

and passed through the decoder to provide and output.

encoder
training

data, x

latent

space, z
decoder

reconstructed

data, x̂

loss

gradients

Figure 2.11 Structure of basic Auto Encoder

||x− x̂||22 (2.15)

−
∑

x · log(x̂) (2.16)

A major issue with the vanilla Auto Encoder lies is how the latent space is created. The

structure of the latent space is not predetermined before training and could take on any type
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of distribution depending on the training. With out a prior knowledge of the latent space,

it is not possible to effectively sample from it to produce data. In fact, the Auto Encoder

cannot produce new data- only data it has seen from the training dataset. The alternative

is to regulate the structure of the latent space during training as in the Variational Auto

Encoder.

encoder
training

data, x

µ

σ

ϵ decoder
reconstructed

data, x̂

loss

gradients

Figure 2.12 Structure of Variational Auto Encoder

z = µ+ σϵ (2.17)

||x− x̂||22 −
1

2

∑(
1 + log

(
σ2
)
− µ2 − σ2

)
(2.18)

−
∑

x · log(x̂)− 1

2

∑(
1 + log

(
σ2
)
− µ2 − σ2

)
(2.19)

In the VAE, the mean and variance of the latent space are trainable variables and are

encouraged to match the mean and variance of the standard normal distribution. This is

accomplished by the addition of a second loss term known as the Kullback-Leibler divergence

term. The total loss for the VAE is the sum of the reconstruction loss (unchanged from the

vanilla auto encoder) and the Kullback-Leibler loss, Equations 2.18 and 2.19. After a VAE

is properly trained, a random vector produced by Equation 2.17, where epsilon is from a

normal distribution, is provided as input to the decoder which produced data similar, but

not exactly the same, as the original training data.
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2.3.2 Generative Adversarial Networks

Another popular composite Neural Network model is the Generative Adversarial Network

[28] (GAN). This generative model has been mostly successful with image generation. The

GAN is composed of two neural network with different inputs and outputs. The first network,

called the generator, (G(θ)), is the generative portion of the model and finds a mapping from

a latent space of random numbers to the distribution of of the training data. The second

network, called the discriminator or critic, (D(θ)), is a classifier and classifies each input as

real or fake data. The goal of the GAN training algorithm is to learn the distribution of the

training data and find a mapping from a latent space to that distribution. Once the GAN

is successfully trained, the generator is sampled to provide the generated data.

G(θ)
random

vector, z generated

data, x̂

training

data, x

D(θ) loss

gradients

Figure 2.13 Structure of basic GAN

The generator’s input is a sampling from a random space of numbers, z, that is typically

from a standard normal distribution. The dimension of this space is an important hyper-

parameter [29], and is typically around 100. The output of the generator is the generated

data, x̂. If the generator is trained well, the generated data should look like the real data, and

it’s distribution should match the true data distribution. The discriminator’s input is both

the generated data, the generator’s output, and the training data, x. The discriminator

outputs classification values between 0 and 1. Output values closer to zero indicate that

the input data does not belong to the training data distribution, while values closer to

1 indicate that the input data likely came from training data distribution. Training for

both network happens independently. The discriminator is the first to be trained with its
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weights updated based on how accurate it’s classification was. The discriminator receives a

batch of both training data and generated data. Both the training data and the generated

data are assigned target labels, 1 for the training data and 0 for the generated data. The

generator is trained second and it’s weight are updated based how the discriminator classifies

the generators output. During this part of the training, the discriminator only accepts the

generated data as input.

min
G

max
D

Ex∼pdata(x) [logD(x)] + Ez∼pz(z) [log (1−D(G(z)))] (2.20)

min
D

1

2
Ex∼pdata(x) [(D(x)− b)2]+

1

2
Ez∼pz(z) [(D(G(z))− a)2]

min
G

1

2
Ez∼pz(z) [(D(G(z))− c)2]

b− c = 1

b− a = 2

(2.21)

min
G

max
D

Ex∼pdata [D(x)]− Ex̂∼pgenerated
[D(x̂)] (2.22)

The original loss function of the GAN is the Binary Cross-Entropy (BCE) loss Equa-

tion 2.20. This loss function is based on entropy, an information theory concept, that

measures the disorder in a given data set. When two datasets are present, cross-entropy

measures the difference between both. Many well known training problems, such as mode

collapse and vanishing gradients, exist with this loss function. Alternative loss functions

such as the Wasserstein loss [30], Equation 2.22, or the Least Squares Loss function [31],

Equation 2.21, have been developed to address these issues.
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3 Architectures

3.1 MLP Generative Adversarial Network without inputs

The first architecture explored was the MLP Generative Adversarial Network (MLP-

GAN). In this model, both the generator and discriminator are MLP neural networks. In-

stead of the Binary Cross-Entropy loss explained in Section 2.3.2, the Wasserstein Loss with

gradient penalty was chosen as this provided the better results compared with the BCE

loss function and the least-squares loss function. GANs that utilize this loss function are

called WGANs. Because of the better results that it provides, all GAN architectures in this

work used the Wasserstein loss. The number of layers and layer sizes for the MLP-GAN are

summarized in Table 3.1. Final values for all hyper-parameters are summarized in Table 3.2.

Table 3.1 MLP-GAN Structure

Layer Generator Critic

input layer 100 nodes 10800 nodes
hidden layer 1 200 nodes 6400 nodes

activation ReLU ReLU
hidden layer 2 800 nodes 1600 nodes

activation ReLU ReLU
hidden layer 3 3200 nodes 400 nodes

activation ReLU ReLU
output layer 10800 nodes 1 node

activation none none

Table 3.2 MLP-GAN Hyper-parameters

Parameter Generator Critic

optimizer RMS Prop RMS Prop
learning rate 0.0004 0.0004
batch size 100
latent dimension 100
gradient penalty weight 10
critic train factor 5

The training data consisted of nine features (V , α, β, p, q, r, ϕ, θ, and ψ). Each

feature was a 1200 point long sequence representing one minute of flight data. The data was

pre-processed using standardization as some research suggests that GANs learn a normal
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distribution more easily. Because of the way Keras structures the kernels for two-dimensional

dense layers, keeping the input data in this form (a 1200 by 9 matrix) provided very poor

results. When provided a two-dimensional input, the Keras dense layer will use the same

kernel for each of the features. To get around this, each mini-batch of training data was

reshaped by stacking each of the features on top of one another to form a one-dimensional

matrix, specifically 1 by 10800. A major downside of reshaping the input in this way is that

it drastically increased the number nodes, and thereby the number of weights and biases,

required in each layer. Increasing the model complexity in this way consequently increases

training times and increases the chances of training instability. The output of the generator

was also structured to be a one-dimensional matrix and was reshaped to form the 1200 by 9

data matrix of generated flight variables.

3.2 MLP Generative Adversarial Network with inputs

The previous MLP-GAN model was modified slightly to generate a control input sequence

for all control surfaces as well as the sequence of state variable responses. The training data

for this model, MLP Generative Adversarial Network with inputs (MLP-GANi), consisted

of 12 features (V , α, β, p, q, r, ϕ, θ, ψ, δe, δa, and δr). The first 9 features of this dataset

are the same as the dataset used in the previous MLP-GAN model and the control inputs

(elevator, aileron, and rudder) corresponding to that dataset were concatenated to the end.

The structure of the MLP-GAN needed to be modified due to the increased size of the

training data. Now incorporating 12 feature of length 1200, the reshaped mini-batch of

training data formed a 1 by 14400 matrix. The number of hidden layers and nodes in each

layer were adjusted as outlined in Table 3.3.
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Table 3.3 MLP-GANi structure

Layer Generator Critic

input layer 100 nodes 14400 nodes
hidden layer 1 200 nodes 6400 nodes

activation ReLU ReLU
hidden layer 2 400 nodes 3200 nodes

activation ReLU ReLU
hidden layer 3 800 nodes 1600 nodes

activation ReLU ReLU
hidden layer 4 1600 nodes 800 nodes

activation ReLU ReLU
hidden layer 5 3200 nodes 400 nodes

activation ReLU ReLU
hidden layer 6 6400 nodes 200 nodes

activation ReLU ReLU
output layer 14400 nodes 1 node

activation none none

Table 3.4 MLP-GANi Hyper-parameters

Parameter Generator Critic

optimizer RMS Prop RMS Prop
learning rate 0.0004 0.0004
batch size 120
latent dimension 100
gradient penalty weight 10
critic train factor 5

The batch size was increased to 120, mainly to speed up training time, but all other

hyper-parameters remained the same. Table 3.4 lists the final hyper-parameter values for

this modified model.

3.3 LSTM Generative Adversarial Network

A Generative Adversarial Network using LSTM layers was created to address the issues

with MLP layers and time dependencies. The Wasserstein loss function was retained along

with the same optimizers as the MLP-GAN models. Because the dimension of the LSTM

layer output is dependent on the number of cells in the layer, there was no need to perform

reshaping on the training data. The generator contained a single layer of 12 LSTM cells (each
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cell outputs a feature of generated data.) Because the the LSTM cell generates a sequence

the same length as the input, the latent dimension was changed to match the sequence

length. The batch size was increased to 150 to speed up computation time. The training

data was normalized, between 0 and 1, instead of standardized. The reason is because the

output gate of an LSTM cell has a range of (-1,1) due to the hyperbolic tangent activation

function. Standardizing a dataset will not limit the data between the same range. In order

to have the generator output range match the range of the training data, the output of

the LSTM layer was passed through a sigmoid activation function. The LSTM architecture

resulted in considerable longer training times. Each cell was tasked with iterating through

a sequence of length 1200.

Table 3.5 LSTM-GAN structure

Layer Generator Critic

input size (1200×1) (1200×12)
hidden layer 1 12 cells 12 cells

activation sigmoid none
hidden layer 2 - - 12 cells

activation - - ReLU
output size (1200×12) (1×1)

Table 3.6 LSTM-GAN Hyper-parameters

Parameter Generator Critic

optimizer Adam Adam
learning rate 0.001 0.001
batch size 150
latent dimension 1200
gradient penalty weight 10
critic train factor 5

3.4 CNN Generative Adversarial Network

Convolutional Neural Networks are primarily used with image data that contains many

spacial features. While flight data is sequential data with temporal features, it could be

presented to a CNN as an ’image’. Images in data form are nothing but two-dimensional
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or three-dimensional tensors, so the training data could be thought of as a 1200 by 12

image. The structure of the CNN-GAN is summarized in Table 3.7. A dense hidden layer

in the generator increases the dimension from the latent space so it can be reshaped as

a small ”image” matrix with multiple channels. The reverse operation of a convolution

(called transpose convolution) is used to form the 1200 by 12 matrix. The critic uses the

conventional convolutional layers to reduce the data to a single value.

Table 3.7 CNN-GAN structure

Layer Generator Critic

input size (1000×1) (1200×12)
hidden layer 1 2000 nodes 12 kernels

activation ReLU sigmoid
hidden layer 2 10 kernels 6 kernels

activation sigmoid sigmoid
hidden layer 3 3 kernels 3 kernels

activation sigmoid sigmoid
hidden layer 4 1 kernel 1 kernel

activation sigmoid sigmoid
output size (1200×12) (1×1)

Table 3.8 CNN-GAN Hyper-parameters

Parameter Generator Critic

optimizer RMSProp RMSProp
learning rate 0.001 0.001
batch size 150
latent dimension 100
gradient penalty weight 10
critic train factor 5

The loss function for this architecture was the Wasserstein loss with the same gradient

penalty parameters. The optimizer was switched to RMSProp. The batch size was set to

150 and the latent dimension remained unchanged at 100.

3.5 Variational Auto Encoder

The last architecture explored was the Variational Auto Encoder. This architecture used

MLP layers in both the encoder and decoder and the layer sizes are similar to the MLP-
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GANi model. Table 3.9 shows a summary of of this structure. The reconstruction loss was

chosen to be the Binary Cross-Entropy.

Table 3.9 VAE structure

Layer Encoder Decoder

input layer 14400 nodes 50 nodes
hidden layer 1 6400 nodes 400 nodes

activation ReLU ReLU
hidden layer 2 3200 nodes 800 nodes

activation ReLU ReLU
hidden layer 3 1600 nodes 1600 nodes

activation ReLU ReLU
hidden layer 4 800 nodes 3200 nodes

activation ReLU ReLU
hidden layer 5 400 nodes 6400 nodes

activation ReLU ReLU
output layer 6 50 nodes 14400 nodes

activation none none

Table 3.10 VAE Hyper-parameters

Parameter Encoder Decoder

optimizer Adam Adam
learning rate 0.0001 0.0001
batch size 120
latent dimension 50
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4 Implementation & Results

The purpose of the research in this thesis is to explore generating flight data using machine

learning. Naturally, the training data set should consist of actual flight data. However, one

the biggest problems with using recorded flight data is the noise. While adding random noise

to training data is often cited as having a regularizing effect, thus improving training [32];

the noise distribution of each sensor may not be the same. For this reason, in the initial state

of this research, numerical aircraft simulation data was used. Using simulation data allows

for greater control over the dataset. We can have access to any state variable, perform any

arbitrary input control sequences, and choose any flight conditions desired. Once a viable ML

model has been developed, additional steps can be taken to alter the model to accommodate

noise in the data.

4.1 Simulink AIRLIB model

The flight simulation was performed in MATLAB/Simulink using the freely available

Airlib library. The Airlib library provides comprehensive non-linear models of several popular

aircraft. The continuous-time, open-loop model of the Beech 99 aircraft was used. The

control inputs for elevator, aileron, rudder were all selected to be sequence of periodic doublet

inputs. The timing of the doublets as well as the magnitude was chosen randomly. This

was mainly for convenience as the simulation could be run very quickly with a pre-defined

sequence of inputs instead of being run in real time. The simulation was performed for

a total of 20 hours of flight data. The simulation recorded the Euler angles (ϕ, θ, ψ),

angular velocities (p, q, r), forward velocity (V ), side-slip angle (β), angle of attack (α), and

3-coordinate position (x, y, h).
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Figure 4.1 AIRLIB simulink file used to generate training data.

Figure 4.2 Example of control inputs given to simulation.
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Figure 4.3 Sample of states from simulation.

The Beech 99 aircraft model was trimmed at a cruise flight condition. The trim values

were 103 m/s forward velocity and an altitude of 1524 meters. These and other initial

state values were taken from [33]. Other flight conditions were tried with the intention of

creating a training database with varying flight conditions, however the results from each

flight condition could not be easily distinguished apart. An example of the doublet sequence

provided to the simulation is shown in 4.2. A sample of the simulation output is shown in

4.3.

4.2 Python Code

Python is the most popular programming language for machine learning. Python code

has been optimized for machine learning purposes through freely available libraries and APIs.

One of the most popular of these libraries is TensorFlow. The TensorFlow library provides

many modules for creating neural network architectures, implementing training algorithms,

GPU utilization, and much more.
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4.3 MLP Generative Adversarial Network without inputs

Figure 4.4 shows a cherry-picked sample of generated data from this model. Most of the

generated samples were very noisy and only about one out of every ten generator samplings

provided clean results. The generated state ϕ, however, was an exception as it always con-

tained noise. The generated data contains many details representative of true flight data.

The shapes of the plots show damped oscillations and quick changes in direction as is con-

sistent with natural aircraft dynamics and responses to control input. The directions of the

responses are also consistent with type of control input. For example, all four longitudinal

variables (V , α, q, θ) show a response at approximately 15 seconds. The forward velocity

decreases rapidly, while the angle of attack, pitch angle, and pitch rate all increase sharply.

These responses are consistent with a sudden upward deflection of the elevator. At approxi-

mately 20 seconds, the trends reverses consistent with a downward elevator deflection. The

data for the lateral-directional variable show similar trends. The flight variables (β, p, r, ϕ,

and ψ) all show a response at 50 seconds. It is unclear whether it could represent a response

from an aileron or rudder deflection, however, all five responses are consistent. The roll and

yaw angles decrease indicating a left bank maneuver. The angular rate responses, p and r

also reflect this.

Figure 4.5 shows a non-ideal loss curve trajectories. Initially, the critic loss approaches

zero very quickly, but after 1000 training epochs the critic loss improves very little. The gen-

erator’s loss increases in the first 500 training epoch, which is not abnormal, then decreases

at a very slow rate throughout the remainder of training. Another important detail to note

about the loss curves is the magnitude of the oscillations. Most training loss curves will

oscillate, particularly initially, however, these loss curves indicate some type of instability

resulting in sub-optimal training.

Correlation was used as a metric to compare the generated data distribution to the

training data distribution. This is an appropriate metric because, fundamentally, the GAN

learns the distribution of the training data. Equally sized sets of training data and generated
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Figure 4.4 Sample of generated data from MLP GAN.

data were plotted in together in Figure 4.6 to provide a method of visualizing the correlations

and distributions of each flight variable. From these plots, it appears that the MLP-GAN

was able to effectively capture the training data distribution. Table 4.1 lists the mean and

standard deviation of each feature for both datasets which is a more concrete method for

comparing similarity between two datasets.

Table 4.1 MLP-GAN Generated Data Statistics

Generated Dataset Training Dataset
mean std dev mean std dev

V 1.023 · 102 6.551 1.022 · 102 6.612
α −3.929 · 10−4 1.428 · 10−2 −3.430 · 10−4 1.402 · 10−2

β −2.245 · 10−5 6.321 · 10−3 −3.976 · 10−6 6.659 · 10−3

p 1.508 · 10−5 3.098 · 10−2 −4.559 · 10−6 3.181 · 10−2

q 2.832 · 10−4 4.274 · 10−2 1.694 · 10−4 4.211 · 10−2

r −1.513 · 10−4 1.050 · 10−2 2.307 · 10−5 1.102 · 10−2

ϕ 5.201 · 10−2 2.712 · 10−1 5.922 · 10−2 2.775 · 10−1

θ −7.065 · 10−4 9.644 · 10−2 −7.321 · 10−4 9.733 · 10−2

ψ −1.471 · 10−3 5.951 · 10−2 2.856 · 10−4 5.788 · 10−2

This model produced convincing data. However, there isn’t a way to verify if the gen-
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Figure 4.5 Loss curves from MLP GAN.

erated data satisfies the aircraft dynamics model because it only produced the generated

outputs, not the control inputs. The control inputs were not even considered in the training

data set. The next model accounts for this by including the control surface deflections in

the training data.

4.4 MLP Generative Adversarial Network with inputs

The results from the MLP-GANi, Figure 4.7, were similar to the MLP-GAN with ex-

ception of the generated control inputs. The same evidence of the kinematic consistency is

evident in these results. However, with the presence of generated control inputs, it’s clear

to see that the timing of the responses in the generated flight variables are consistent with

the timing of the control surface doublets.
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Figure 4.6 Correlations of generated states from MLP GAN. Red is the generated data and
the blue is the training data.

Figure 4.7 Sample of generated data from MLP-GANi.35



The trends of the loss curves were very identical as well. This was expected as all hyper-

parameters, except the batch size, remained the same as those in the MLP-GAN. The batch

size increased only slightly and was not significant enough to improve the training. However,

the increase in batch size did cause the oscillations in the curves to grow. The Wasserstein

loss is an expectation of the critic output over the batch size, so a larger batch size will

generally result in a larger expectation.

Figure 4.8 Loss curves from MLP-GANi.

Figure 4.9 shows similar correlations and distributions among the generated flight vari-

ables. As with the MLP-GAN, the MLP-GANi does seem to capture the training data

distribution well. The mean and standard deviation values listed in Table 4.2 show smaller

errors between the two datasets compared to the results of the MLP-GAN indicating that

the MLP-GANi actually learned better. One possible reason for this could be that the MLP-

GANi has a larger structure with more trainable parameters and therefore was more effective
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at creating the input to output mapping.

Figure 4.9 Correlations of generated states from MLP-GAN. Red is the generated data and
the blue is the training data.

Table 4.2 MLP-GANi Generated Data Statistics

Generated Dataset Training Dataset
mean std dev mean std dev

V 1.021 · 102 6.777 1.022 · 102 6.612
α −2.781 · 10−4 1.434 · 10−2 −3.430 · 10−4 1.402 · 10−2

β −2.746 · 10−5 7.510 · 10−3 −3.976 · 10−6 6.659 · 10−3

p −1.092 · 10−4 3.423 · 10−2 −4.559 · 10−6 3.181 · 10−2

q 1.496 · 10−4 4.267 · 10−2 1.694 · 10−4 4.211 · 10−2

r −3.578 · 10−5 1.227 · 10−2 2.307 · 10−5 1.102 · 10−2

ϕ 6.413 · 10−2 2.830 · 10−1 5.922 · 10−2 2.775 · 10−1

θ −3.419 · 10−4 1.008 · 10−1 −7.321 · 10−4 9.733 · 10−2

ψ −4.412 · 10−4 5.924 · 10−2 2.856 · 10−4 5.788 · 10−2
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The data for the generated control inputs was saved and provided to the simulation to

obtain the actual aircraft response to those generated inputs. The comparison of the true

and generates responses are plotted in Figure 4.10. The simulation results align very well

with most of the generated results. The generated results seemed to struggle with the lower

frequency responses as compared to the higher frequency responses. It’s also worth pointing

out that the consistently noisy generated state, ϕ, was the least accurate when compared to

the true state.

Figure 4.10 Accuracy of the MLP-GANi generated state variables when compared to the
true dynamics.

As explained in Section 2.1.1 MLP models are not built for handling time-dependent

data. The batches of training data were provided to the model all at once, not in a se-

quential manner. Therefore, it is not possible for the MLP neural network to learn the time

dependencies in the data. It is likely that the MLP architecture is simply learning the shapes

of the data and is not learning anything about the dynamics of the aircraft.
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4.5 LSTM Generative Adversarial Network

Despite much hyper-parameter tuning, the LSTM-GAN could not produce satisfactory

results. Figure 4.11 shows data generated by the LSTM-GAN. All states and control inputs

appear to favor the extremes of the range of possible values. The loss curves shown in

Figure 4.12 show no converging trends in the loss. Shortly after 1550 training epochs, the

training becomes very unstable. An extremely large spike in the generator loss occurs and

then the loss starts to slowly diverge. Both the results and the loss curves clearly indicate

a lack of training. The final layer of the LSTM-GAN is returning a sequence with many

repeated values instead of sequence of dynamically changing states. The LSTM layer may

not be the best layer for the generator of a GAN. The purpose of an LSTM is to consider

temporal features in the input sequence. However, in the case of a GAN, the generator’s

input is a sampling of random noise. There are no temporal features contained in this latent

space. The LSTM is more appropriate for the critic since it’s input is sequential data. After

1500 training epochs the generator loss temporarily spikes and then slowly starts to diverge

indicating unstable training for the generator.

Figure 4.11 Sample of generated data from LSTM-GAN.
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Figure 4.12 LSTM-GAN loss curves.

4.6 CNN Generative Adversarial Network

The CNN-GAN generated data much closer to flight data compared to the LSTM-GAN

but not as well defined as results from the MLP architectures. Although very noisy, the gen-

erates states show some form of dynamic responses and control surface deflection sequences

roughly form doublets. It is possible that the training was very slow and more training

epochs would show improved results. However, attempts to train the model longer than

8000 epochs resulted in issues with the Google Colab GPU access. Figure 4.14 shows unsta-

ble training for both the generator and critic throughout the first half of the training. While

the generator loss eventually stabilizes, the critic loss continues to oscillate and diverge.
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Figure 4.13 Sample of generated data from CNN-GAN.

Figure 4.14 Loss curves from CNN-GAN.
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4.7 Variational Auto Encoder

After 5000 training epochs the VAE failed to produce reasonable data. It appears that

the decoder is heavily favoring the mean values of each flight variable. Although the recon-

struction loss does improve throughout the training, it does not reflect in the results. The

KL loss does not improve indicating that the structure of the latent space is not being effec-

tively learned during training. It is possible based on Figure 4.16 to conclude that the VAE

is learning to encode and reconstruct the data and the latent space that the being created is

not the normal distribution. Because of this, it is difficult to sample from the latent space

to show examples of regenerated data.

Figure 4.15 Sample of generated data from VAE-GAN.
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Figure 4.16 Loss curves from VAE-GAN.
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5 Conclusions and Future Work

Of the architectures explored, only the MLP-GAN and MLP-GANi were successful at

generating results resembling valid flight data. In the latter case, it was shown that the

generated control inputs and generated states were, overall, consistent with the aircraft

dynamics model. Basic statistical analysis showed that the generated data distribution

matched the training data distribution fairly well. Results from the CNN-GAN architecture

show that it has some potential to generate valid data, but the model would need to be

adjusted and hyper-parameters would need be fine tuned because, as the loss curves indicate,

the training process was very poor and unstable. The other two architectures, LSTM-GAN

and the Variational Auto Encoder, could not produce any meaningful results. With the

LSTM-GAN, it is likely that the LSTM layers are not well suited for this architecture-

particularly the generator. The Variational Auto Encoder was unable to learn the desired

structure of the latent space and therefore generated poor results.

Although the results of the MLP-GAN/MLP-GANi look promising, there are several

drawbacks associated with it. As mentioned earlier, only a small fraction of the MLP-GAN’s

generated data provided clean results. The consistency check with the aircraft dynamics

model wasn’t perfect. Also this model only produced data for one aircraft at one flight

condition. The first two problems mentioned could be remedied by more hyper-parameter

and structure tuning. The third issue might be addressed by using a conditional neural

network. However, the dynamic responses of an aircraft at different flight conditions all

share very similar characteristics. In neural network terms, the datasets for each flight

condition would share very similar distributions. This would make it challenging for the

neural network to distinguish among them. Another problem comes from the fact that the

model will only generate 60 second long sequences of data. If a longer sequence is desired,

multiple 60 second sequences cannot be strung together.

The desired data to be generated is likely better suited for more complicated composite

models such as the TimeGAN [34]. Instead of considering the entire training dataset as
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one distribution, the TimeGAN considers the distribution at each time step of the data and

constructs a dynamic latent space that also changes at each time step. Neural ODEs [35]

were created with the intention of mimicking the behaviour of ordinary differential equations.

The current machine learning models explored all have one major flaw. That flaw relates

to way it maps input data to output data A neural network’s success will be completely

dependent on the training data. This is a major hindrance because the neural networks are

not capable of modeling the full range of a parametric math model’s output. If the networks

are successfully trained on nominal flight data and are able to generate valid flight data, they

will not be able to generate non-nominal flight data. Therefore a machine leaning model with

a different mapping method (something suitable for leaning dynamic behaviour) is likely a

better way to generate aircraft flight data synthetically. This could perhaps be a model that

directly maps control inputs to flight variables.
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