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Abstract 

Background and Objectives 

This thesis examines design practices of mixing tanks with baffles using the tools of computational 

fluid dynamics in a technique known as a multiple reference frame analysis. The goal of this thesis is 

to optimise the simulation process as well as to examine the effect of varying the impeller size and 

shape on fluid flow within the confines of a mixing tank. This was done for both a single-phase flow 

(water) and a multiphase flow (crude oil and water mixture). 

Methods and Results 

A model tank of cylindrical shape of height to diameter ratio of 1:1 was used in the simulation. The 

diameter of the proposed mixing tank design was 1.08 m with the tank diameter being based on a 

mixing tank from an industrial supplier. AutoCAD was then used to construct this geometric shape. 

The model tank has a paddle blade impeller operating at a clearance of 0.36 m and diameter of 

0.54 m with a moving fluid zone surrounding the agitator paddles. The tank also has two baffles on 

either side of the agitator with each of them having a width of 0.18 m and thickness of 0.045 m. 

Ansys workbench was used to further process this geometric model with Boolean operation to remove 

the solid regions within the mixing tank and separate the moving and stationary fluid zones. 

Principal component analysis based factor analysis approach was used to optimise the element size 

and residual to stabilise the convergence and accuracy. The optimised element size was found to be 

1.34 cm and 1.3 × 10−3 was found to be the optimised residual value for the CFD simulation. 

Baffle dimensions were proposed based on their effect on fluid flow patterns and were labelled 

according to baffle length to width ratios. The 2: 1 baffle (0.36 m: 0.18 m) was found to be the most 

suitable when analysing pressure and velocity profiles at different regions within the mixing tank. 

With the baffle ratio of 2: 1, three shapes with the same baffle length were constructed: rectangle 

(standard), normal distribution and error functions based were simulated. When observing average 

pressure and various velocity profiles at specified locations, the normal distribution curve was seen 

to produce the best mixing results. In particular, at the horizontal line location labelled x-axis line 

location, the pressure profile for the normal distribution curve had the largest maxima and minima at 

208217.1 Pa and  −458357 Pa respectively with an average pressure value of −115047 Pa. In 

contrast, the average pressure values for the error and standard baffle configurations respectively were  

−52345.8 Pa and −57675.5 Pa. The same pattern of the normal distribution shape producing better 

mixing results was consistently observed with the rest of the pressure and velocity profiles provided 

at different locations. 
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To examine the viability of proposed baffle designs in multiphase mixing, 10% volume of water and 

90% volume of Conroe crude oil was introduced to the mixing tank for the simulation for baffles of 

the proposed shapes. They were the modelled using the Eulerian multiphase model under the 

optimised settings. The average water volume fractions at different regions of the mixing tank were 

used to determine the dispersion quality of each baffle design. The normal distribution baffle had an 

average volume fraction of 2.2 × 10−3  at the distance furthest from the impeller paddles. This 

implied that of the 3 baffle configurations, for water to disperse in crude oil the normal distribution 

shape produced the best quality of dispersion. 

Conclusions 

Of the proposed rectangle (standard) baffle designs, the 2: 1 baffle configuration was found to be the 

most suitable from the profile analyses when operating at the optimised CFD settings. Likewise, of 

the proposed shapes the normal distribution baffle configuration was fluid to be the most suitable for 

both multiphase and single-phase mixing.   
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1 Introduction 

Due to the prevalence of mixing tanks in industries an understanding of their structure and how this 

affects flow patterns and mixing quality can be invaluable when it comes to minimizing power draw 

and maximising production output. As such, a great amount of research has been carried out in this 

field. This includes experimental studies on scaled down models to determine the efficacy of specific 

geometric configurations via means of particle image velocimetry as well as via computational means 

otherwise referred to as computational fluid dynamics (CFD). An understanding of the underlying 

transport equations in any given CFD program can enable a wide variety of analytical uses that are 

not limited to mixing tank analysis including turbomachinery analysis and aerofoil studies.  

Within this thesis, an examination of modelling practices of stirred tank reactors has been undertaken. 

There is a particular focus on the use of the multiple reference technique (MRF) to model fluid flow 

within the mixing tank. Aside from this, the simulation itself can consume a lot of computational 

resources, as a result it can be useful to optimise the simulation process. This attempted to reduce the 

time taken to run a simulation while maintaining a reasonable level of accuracy. 

Further, this thesis will attempt to examine the effect of internals on fluid flow. This will involve 

analysing how different baffle shapes and sizes effect how fluids move within the system.   

Stirred tank reactors are usually used in multiphase mixing, whether particle-fluid or fluid-fluid. CFD 

techniques can be used to model multiphase flows within stirred tank reactors. As such, an attempt 

was made to model the flow and mixing of water in crude oil.  

Initially, this thesis was going to involve the experimental analysis of a stirred tank reactor. The 

intention was to use a scaled down stirred tank reactor based on the dimensions of the simulated 

stirred tank reactor and compare the experimental to the simulated results of a crude oil and water 

mixture. However, due to the COVID-19 pandemic, the sourcing of the experimental material proved 

impossible. As a result, the decision was made to focus on simulation work. 

Research question  

How can one optimise the simulation setup for a bespoke mixing tank design? 

What is the ideal baffle size and shape for bespoke mixing tank for single-phase mixing? 

What is the ideal baffle shape for multiphase mixing within the proposed mixing tank design? 
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Project Objectives 

Thus, what this thesis seeks to design an optimisation scheme for the simulation of a novel mixing 

design. Following on from this, examine the effect of baffle size on a single-phase (water) fluid flow 

and use the various pressure and velocity profiles at various locations within the mixing tank to 

determine the most ideal (optimum) baffle size. Upon arriving at the ideal size, various baffle shapes 

of identical baffle lengths will be analysed to determine their effect on fluid flow within the mixing 

tank for both single and multiphasic flows and determine the ideal baffle shape.  

2 Literature Review 

2.1 Analysis of Fluid Flow 

The analysis of fluid flow, mass transfer and heat transfer are critical components in industry. This is 

because understanding the interactions of fluids with other fluids or solid objects is a crucial part of 

optimisation. The process of fluid dynamic examination has enabled an increase in efficiency and 

thereby increasing the quantity and quality of products produced in various fields ranging from 

biochemistry to pharmacy as well as more mechanically aligned fields such as aeronautics and motor 

vehicle design. As a result of this, methods of analysing fluid dynamics are constantly being 

developed and as such there are various methods of prediction such as theoretical calculations using 

classical mathematics (which tends to be limited to very simple calculations) and numerical solutions. 

The use of experimental measurement techniques can also be employed such as the use of Planar 

Laser Induced Fluorescence (PLIF) [1, 2], Particle Image Velocimetry (PIV) [3-5] and Laser Doppler 

Velociemetry (LDV) [6, 7]. PIV was employed by Cara et al. to analyse the velocity field generated 

by a Rushton impeller and compared with simulation results obtained by carrying out a detached eddy 

simulation (DES) [8]. PIV works by instantaneously getting 2D velocity fields [9].  This is especially 

useful when it comes to analysing mixing time as a factor of mixing tank design. Mixing time can be 

seen as the duration of time required to a given level of homogeneity of a given tracer in a particular 

operation vessel [10]. The mixing time in a stirred vessel was also investigated by Ascanio et al. via 

colorimetry. The objective was to determine the efficacy of periodic stirring when compared to steady 

stirring. This came down to analysing the mixing time of a solution of aqueous CMC (carboxymethyl 

cellulose) and xanthan gum with the aid of calorimetry. They arrived at the conclusion that the 

periodic mixing configuration proposed was a viable alternative to steady mixing[11].  Colorimetry 

can be described as the quantitative measurement of colour [12].  

 A fairly new experimental technique known as electrical resistance tomography (ERT) can also be 

employed in experimental analysis when it comes to mixing patterns and involves the use of 

electrodes to measure electrical conductivity in a stirred vessel. This method is at times preferable 
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due to its non-intrusive nature in that it is a sealed system and does not require the introduction of any 

tracer. One draw-back is that it is only applicable when dealing with fluids which have differing 

electrical conductivity values [13].  

Other examples of non-invasive techniques include radioactive particle tracking (RPT) and positron 

emission particle tracking (PEPT) [14].  

X-ray techniques can also be employed to analyse mixing patterns. This involves the introduction of 

a heavy tracer for instance Lead or Barium to a vessel with an agitator [15].  

Another common technique for mixing tank analysis is via pH analysis. This was done by Bonvillani 

et al. [16], who used pH analysis to determine the efficiency of a biochemical reactor to determine its 

suitability for scaling up. The efficiency measurement to be considered was mixing time and was 

done by measuring the periodic pH changes taking place within the bioreactor. 

One can also use computational methods to analyse various aspects of fluid dynamics. For instance, 

Duan et al. used computational fluid dynamics to model the turbulence in a semi-batch stirred tank 

reactor [17]. Computational modelling shall be the main consideration for this thesis. Using 

computational analysis, it’s possible to predict the distribution of various aspects of fluids such as 

velocity, pressure, temperature, and concentration within a given calculation domain under specific 

operating conditions.  

 

2.1.1 Advantages of Using Computational Methods 

Computational analysis of aspects of fluid flow has some very distinct advantages over its 

counterparts. For one, using a fluid dynamic software such as Ansys Fluent and Ansys CFX is far 

less expensive than the corresponding experimental method which would normally involve scaling 

down the desired object for example a mixing tank and physically varying its particular internals such 

as impeller diameter or baffle length which can prove to be an expensive endeavour. As more and 

more analyses are carried out, the cost would only increase. Using a computational technique is also 

much quicker and therefore many design cases can be handled in one go cutting down on time and 

manpower. Another advantage is that it provides you with very detailed results aiding in 

understanding very particular aspects of the fluid in question and its interactions. Using computational 

analysis also enables the simulation of very realistic conditions as it is not limited to only small sized 

cases as is the case in the experimental method, can also deal with high temperature scenarios which 

may be beyond physical experiments and can also handle toxic substances and fast transients. It can 

also simulate ideal conditions such as operating in two dimensions and having constant density.  
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While there are no disadvantages in most situations, there are some disadvantages to be attributed to 

using CFD analysis tools. One is that the implications of a mathematical model may not correspond 

to what is observed in real life conditions. This might be due to inherent model-form uncertainties. 

Model form uncertainties are natural variances within the model itself that might lead to the model 

making incorrect predictions[18]. Simulation might also present issues when handling problems for 

which an adequate mathematical description has been worked out. This is most apparent when 

attempting to analyse complex highly turbulent flows. For especially difficult problems, the 

numerical solution might experience instability and divergence within the simulation process. 

Another disadvantage of using CFD tools is that it might simply be less expensive to perform an 

experimental analysis. 

 

2.1.2 Stirred Tank Reactor 

Stirred tank reactors are very often used in industry especially when dealing with fluid mixing 

processes. The importance of stirred tank reactors cannot be understated. According to Bartels et al. 

[19], half the annual output of the American chemical industry at a certain point of production passed 

through a stirred tank reactor [19]. A basic stirred tank reactor consists of a tank and impeller and 

other internals if necessary, such as spargers and baffles. Stirred tanks have a wide variety of uses 

ranging from liquid-liquid extraction to leaching and crystallisation operations and heterogenous 

catalysis and as such understanding their operations is crucial [20, 21]. Stirred tank reactors also fulfil 

a great number of needs in large scale production such as mixing miscible liquids to form a 

homogenous mixture, dispersing gases and immiscible liquids within another liquid to form an 

emulsion. Understanding the droplet size within emulsions is of interest to a variety of field for 

instance the chemical process industry, emergency planning and the pharmaceutical industry (a good 

example of a common emulsion is Scott’s emulsion which is cod liver oil in a liquid suspension) [22]. 

Vibro-mixing, a relatively new mixing system, can also be used instead of the more common stirred 

tank system and employ vibromixers which are essentially perforated flat disks which vibrates to 

promote liquid-liquid homogenization [23]. A power consumption analysis for a vibromixer was 

carried out by Masiuk [24].  

Mixing tanks are also useful in suspension of solid particles in liquids and promoting heat and mass 

transfer and chemical reactions [20]. For instance, mixing tanks can be used to homogenize slurries 

[25, 26] which are solid-liquid suspensions. Analysis of this was carried out by Carletti et al. who 

examined the dynamics of mixing in a fully baffled slurry stirred tank reactor via means of electrical 

resistance tomography as an investigation tool to observe the fluid fields generated [27] Agitators are 

also widely used in fermentation procedures, treatment of effluent and various other biochemical 
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processes. These are often referred to as digesters and can be anaerobic or aerobic and can be either 

operated in batch or as a continuous stirred tank reactor. Digesters however have a high capital cost 

(enzymes or bacteria are expensive materials) and maintenance is relatively expensive [28]. The 

agitation process is also widely employed in petroleum production especially in the oil hydrogenation 

stage [29]. The use of mixing tanks in such a wide variety of industrial processes further highlights 

the importance and applicability of this project. 

  

2.2 General Structure of Stirred Tank Reactors 

As stated, a stirred tank reactor generally comprises of an agitator and a tank/container. If needed, an 

assortment of internals can be employed such as baffles and spargers to further enhance the mixing 

process.  

2.2.1 Baffles 

Baffles are widely employed in mixing tanks. The absence of baffles promotes a more circular 

movement of fluids. This therefore leads to poor axial mixing. Unbaffled mixing tanks tend to 

therefore be considered in industry to be poor mixers in comparison to their baffled counterparts and 

are seldom in use [30]. Due to the free surface present, vortex formation is promoted which further 

hinders mixing. The depth of the vortex is highly dependent upon the impeller rotation speed 

employed but generally the higher the rotation speed, the larger the vortex. This is where baffles come 

in as they operate by breaking up velocity patterns and hindering the formation of vortices and in 

many cases promoting mixing. According to Chara et al. [8], the size of the vortex can be given by a 

non-dimensional unit, ξ, calculated as, 

 𝜉 = 𝜔
𝑇

𝑈𝑇𝑖𝑝
 

(2.1) 

where 𝜔 is the dimensional vorticity, T is the diameter of the mixing tank and UTip is the velocity at 

the tip of the impeller in 𝑚𝑠−1. The act of reducing the size of vortices aids in cost saving due to 

more efficient mixing and higher quality results. 

Different baffles can be employed for a variety of situations such as helical baffles and vertical wall 

baffles. 

The action of breaking up velocity fields also aids convection thereby promoting heat transfer. As 

such heat exchangers on occasion employ baffles. For example shell tube heat exhangers can have 

different baffle configurations [31]. In fact, baffles have been shown to increase heat transfer and 
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increase the drop in pressure. An analysis of pressure variation and heat transfer was carried out by 

Ambekar et al. [32].    The effect of baffles on heat transfer in heat exchangers was also investigated 

by Dong et al. [33]  whereby the effect of different helical baffle schemes on heat transfer was 

examined and compared. More work was carried out on this whereby a shell-and-tube heat exchanger 

with folded baffles and low resistance circumferential overlap trisection helical baffle was analysed 

to observe its efficiency by Dong et al. [34]. Shell-and-tube heat exchangers are very widely used 

when it comes to the petrochemical industry in petroleum refinery. Duan et al. [35] also did similar 

work on the effect of a non-continuous helical baffle configuration with varying helix angles. Baffles 

can also be employed to prevent/suppress sloshing as well as self-pressurisation in 2-phase fluids 

such as a liquid hydrogen and oxygen mixture in a cryogenic tank. This was investigated by Zuo et 

al. [36] . Baffles are also employed in exhaust mufflers. In this they function as a means of improving 

transmission loss [37]. 

The use of baffles can also be employed to promote biochemical reactions for instance to promote 

microalgae production within a given raceway pond. Baffles are normally situated at the bottom of 

the pond. An investigation of the vortex flow field generated in a baffled raceway pond with conical 

baffles was carried out by Cheng et al. who found them to decrease mixing time while also increasing 

the mass transfer coefficient and promoting the production of spirulina (microalgae) [38]. It is 

however not always advisable to introduce baffles to an ecological system as it can lead to irreversible 

and drastic changes. This was shown to be the case by Bylak et al.,[39] who studied the effect of the 

application of a baffled chute in Poland’s Lebunka stream which turned out to be a bad example of 

human intervention and lead to great changes in the biological community in the area.  

However un-baffled tanks also have a place in industry. The main attraction of unbaffled vessels is 

that they generate very a strong swirling motion by the liquid. This and the centrifugal forces leads 

to the generation of vortices [40]. High viscosity fluids however operate well in un-baffled tanks. 

This prevents the formation of dead-zones that would otherwise form in the area surrounding the 

baffles leading to poor mixing quality. The high viscous nature also inhibits the formation of vortices 

due to the lower fluid velocity as well as friction with the tank wall thus negating the need for baffles. 

Crystallisation reactions also very much prefer an un-baffled system as it prevents the premature 

crystallisation along the baffle walls [20].  

2.2.2 Impellers/Agitators 

Agitators, as the name implies, are necessary in generating a velocity field in a mixing tank by 

creating a velocity gradient between the portion of the fluid nearest to the agitator and the section of 

the fluid furthest from it. Impellers create a pair of vortices above and below the impeller blades. The 

fluid that surrounds the eddy ends up getting very finely sheared resulting in the reduction of a 
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property for example concentration. The swirling contributes to a recirculating turbulent flow which 

enables mixing. Stationary baffles can interact with the flow generated to further enhance the mixing 

quality [41]. Having more than one impeller in any given system would increase how complex the 

turbulent flow is. 

The most crucial part of any given impeller is the part right behind each individual blade as this is 

where the two vertical structures are created (above and below the impeller blades) and act as pumps 

to push the fluid away from the centre and towards the tank wall [8]. 

There are various impeller types and each of them serves a specific purpose. Angled/axial and bladed 

agitators are useful in promoting axial flow especially for low viscosity fluids. Its diameter tends to 

be about a third that of the mixing tank. Aubin et al. [42] investigated the effect of differently 

configured axial impellers in a single phase mixing tank on the flow pattern being generated using 

experimental method via means of LDV (Laser Doppler velocimetry). There are also pendulum 

agitators. These are fairly rare and are normally employed in cheese production in the food processing 

sector [43]. Another agitator type is turbine sometimes known as paddle agitators which are used 

when radial flow is preferred for example to fragment fluids in bubbles or drops. Wide radius agitators 

such as large, inclined paddles or simple anchor agitators are useful to produce peripheral tangential 

flow to mix viscous products nearer to the tank wall. Archimedes screw agitators such as simple 

screw agitators and simple helical ribbon agitators are also useful in mixing high viscosity fluids and 

provide a counter-current flow. Helical ribbon agitators can also be used. They are similar due to their 

high capacity for homogenization and are widely used in industry especially when dealing with 

viscous fluids as shown by Dieulot et al. [44] who investigated the mixing of a glucose solution in a 

laminar regime. This was observed through the conductivity of the tracer introduced to the solution. 

Another example of an impeller is the grid disk impeller [45, 46] which as the name suggests consists 

of a disc with grids. Another common impeller type is the Rushton impeller [47, 48] which consists 

of a disc with six perpendicular paddles that are equidistant to one another. There are even cup-shaped 

Rushton impellers [49]. 
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Figure 2-1 Examples of Rushton impellers[50] 

It's not uncommon to find more than one impeller in a mixing tank configuration in industry [51]. An 

experimental study of a dual-rushton turbine impeller mixing tank was carried out by Jaworski et al. 

[52] to determine local axial and radial mean velocities that arise via means of conductivity probes 

and further comparison was undertaken with CFD modelling results. This revealed four distinct axial-

radial circulation loops (two for each impeller) with the CFD code exhibiting a very high over 

prediction of the mixing time likely a result of model form uncertainties. 

 

As for positioning, Impellers are not always located at the top and centre of a mixing tank. In industry, 

it is at times more preferable to use side-entering impellers [53]. This is very common in the 

petrochemical industry in the blending process to obtain different grades of oil in cylindrical storage 

tanks.  

It should be noted that while stirring is often steady, it can also be more productive and cost effective 

to employ unsteady stirring whereby the agitation speed is varied at regular intervals. Dieulot et al. 

observed that this variance saved as much as 60% energy consumption in their experimental runs 

while maintaining the same mixing time [44]. 

2.3 Some Commonly Used Equations in Mixing Tank Analysis 

2.3.1 Power Number 

The power consumption of a mixing tank is a fundamental consideration when it comes to mixing 

tanks [54, 55] . It is useful to compare various configurations of mixing tanks to determine which is 

most suitable prior to actual construction. To do this a dimensionless number is employed referred to 

as the power number.. It’s calculated as follows: 
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𝑁𝑝 =
𝑃

𝑛3𝐷5𝜌
 

(2.2) 

 where P is the power consumed in watts, n is the rotational speed of the agitator in revs s–1, D is the 

diameter of the impeller in m and ρ is the density of the fluid in kg m–3 [20]. By comparing the power 

number of differing impeller diameter configuration, we can compare the power draw of two different 

mixing tanks and by extension decide which is most efficient for any given purpose.  

2.3.2 Torque 

Torque is also a very useful measure of comparing performances of any two given mixing tanks. 

Torque is the product of the lever arm vector and the applied force vector. Torque is useful as it is 

directly proportional to power draw and is calculated as such: 

𝑃 = 2𝜋𝑛𝜏 

(2.3) 

where τ is the torque in N m [50]. Thus, the power number can be calculated as:   

𝑁𝑝 =
2𝜋𝜏

𝜌𝑛2𝐷5
 

(2.4) 

2.3.3 Reynolds Number 

 Reynolds number can be used to determine the level of turbulence being induced in any given mixing 

system via the impeller to determine whether the flow is laminar, transient, or turbulent. This is given 

by equation(2.5): 

𝑅𝑒 =
𝑛𝐷2𝜌

𝜇
 

(2.5) 

where µ is the dynamic viscosity of the fluid in Pa s.  

2.3.4 Pumping Capacity 

Another useful aspect in comparing two or more mixing tank geometries is the pumping capacity. In 

order to achieve this, it is necessary to obtain the radial pumping flowrate of the impeller. According 

to Zadghaffari et al., [41] the radial pumping flowrate, Qr, is defined as the volumetric flowrate exiting 

the turbine blades along a given radial position, r, from the centre of the mixing tank. As such it can 

be expressed as: 
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𝑄𝑟 = 2𝜋𝑟∫ 𝑈𝑟̅̅ ̅𝑑𝑧
𝑧2

𝑧1

 

(2.6) 

where z is the coordinate vector in the z direction in m and 𝑈𝑟̅̅ ̅ is the average velocity component in 

the radial direction. 𝑈𝑟̅̅ ̅ is assumed to be directly proportional to the tip speed of the blades, that is, 

𝑈𝑟̅̅ ̅ ∝ 𝜋𝑛𝐷 and the integration is carried out over the height of the blade. 

𝑄𝑝 = 𝑁𝑞𝑛𝐷
3 

(2.7) 

where Nq is the pumping number and Qp is the pumping capacity in m3 s–1 and D is the diameter of 

the impeller [41]. 

 

2.4 Discretisation 

In CFD, there are two distinct types of discretisation. These are the discretisation of space and the 

discretisation of equations. 

2.4.1 Discretisation of equations 

Discretisation is required when moving from a physical mathematical problem to a discrete algorithm 

due to the inherent difficulty of solving differential equations using analytical methods. This is 

necessary due to the inability of computers to directly solve differential or partial differential 

equations (PDE). This is because differential equations have infinite dimensionality and as such 

representing these differential equations (for instance the various conservation and transport 

equations), as a finite set of algebraic equations means that they become solvable by computational 

methods. 

Consider the differential equation: 

𝑑𝑢

𝑑𝑡
= −Ω𝑣 

( 2.8) 

This can be discretised using the explicit euler formulation resulting in: 

𝑣𝑣+1 − 𝑣𝑣

∆𝑡
= −Ω𝑣𝑣 

( 2.9) 
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This is the approximation of the first time derivative where 𝑣𝑣 is the value of the variable 𝑣 at the 

current timestep and 𝑣𝑣+1 is the value at the next timestep. What this represents is the movement 

from the infinite dimension described in equation ( 2.8) to a finite dimension as defined in equation ( 

2.9).  

At this point, this algebraic expression can then be put through a numerical scheme. A numerical 

scheme can be defined as an algorithmic description which when used in the right manner, produces 

a solution to a given mathematical problem[56]. A numerical scheme that is consistent and stable is 

guaranteed to converge (solution to the finite difference approximation approaches the true solution 

of the PDE). The consistency of the numerical scheme means that if one were to go down towards 

zero with the timestep size or mesh size, the set of algebraic equations should continue to approximate 

the deferential equation. A numerical scheme is stated to be stable if as the computation proceeds 

from iteration to iteration or timestep to timestep the errors decay.  

2.4.2 Spatial discretisation 

As the title suggests, this is the discretisation of the domain over which the user wants to solve a given 

differential problem or PDE. To represent this, consider a one-dimensional line existing in the x axis: 

 

 

Figure 2-2 Line in the x axis 

If the user is interested in the x axis from (𝑥 = 0) to (𝑥 = 1), spatial discretisation dictates that one 

needs to subdivide this target area (which contains an infinite number of locations/points) into a set 

and finite number of computational intervals.  

 

Figure 2-3 one dimensional structured mesh  

The region between each interval is referred to as an element or sometimes a volume. The connection 

points are called nodes. Square elements in 2D are referred to as quadrilaterals while 3 sided elements 

are called triangles. 3D triangles are referred to as tetrahedra. This thesis employs a tetrahedral mesh 

for computation.   

In 3D there are 4 standard types of elements: 

x axis 
1 0 
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Figure 2-4 mesh element types 

 

 

3 Computational Fluid Dynamics 

Computational Fluid dynamics (CFD) [57-59] is a modelling system used to analyse fluid changes 

because of external stimuli. These fluid changes include heat transfer, velocity flux, pressure changes 

etc. Temperature distribution can also be analysed via CFD for instance in the polymerization of 

propylene in a fluidized bed reactor [60]. When it comes to its biological application, CFD can be 

used to model blood flow patterns as carried out by Khalafvand et al. who employed Arbitrary 

Langrangian-Eulerian formulation of the Navier-Stokes equation[61]. CFD was also employed by 

Mohizin et al., as an analysis tool for an air-powered needle-free injection system [62]. 

CFD can also be employed to model the residence in a continuous stirred tank reactor and therefore 

determine how much time is spent in the reactor by the reagents [63]. This examination of residence 

time distribution (RTD) can also be performed for tubular stirred tank reactors [64]. CFD also has 

applications in the food processing industry for instance modelling the food drying process that is the 

dehydration of food for storage purposes [65].  

3.1 Conservation Equations 

To fully understand the operating criteria of CFD, it is necessary to first cover the nature of fluids. 

Fluids are substances that can be seen to deform and change continuously and permanently when 

acted upon by forces that vary spatially in either magnitude or direction. Mechanics on the other hand 

is concerned with external effects such as forces and heat effect on a given physical object. Therefore, 

the study of fluid mechanics is the observation of how these external forces affect fluids. The same 

is true for solid mechanics. Both fields have mathematical equations describing physical laws being 

encompassed. These are referred to as field equations [66]. These field equations are based on the 

laws of conservation of energy, momentum, and mass. 

Prismatic cell Pyramid Hexahedron 
tetrahedron 
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 In order to investigate fluid mechanics, the continuum hypothesis is employed.  This states that we 

may treat any fluid property as varying continuously from one point to the next within a fluid and as 

such we can associate any volume of fluid regardless of size (must not be zero), the same macroscopic 

properties such as temperature and velocity, that are associated to the bulk fluid. This creates a unified 

system known as continuum mechanics for the study of both fluid and solid mechanics [66].  

In the case of fluid mechanics, the field equations are normally referred to as transport equations and 

the general transport equation will adopt the form: 

𝜕(𝜌𝜙)

𝜕𝑡⏟  
𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡

+
𝜕(𝜌𝑢𝜙)

𝜕𝑥⏟    
𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

=
𝜕

𝜕𝑥
(𝛤
𝜕𝜙

𝜕𝑥
)

⏟      
𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛

+𝑆⏟
𝑆𝑜𝑢𝑟𝑐𝑒/𝑠𝑖𝑛𝑘

 

(3.1) 

 In Eq. (3.1), 𝑢 is the velocity in m s–1, 𝑥 represents the spatial variable in m of the fluid and φ is the 

dependent variable. φ can constitute of velocity, enthalpy, temperature, mass fraction, a turbulence 

quantity and more. As such, each component of φ brings with it a specific value of Γ, S and boundary 

conditions. The source term S is primarily related to heat generation in a given solid, the generation 

or deconstruction of a given chemical species in a chemical reaction, body forces in a given fluid and 

anything else that does not fit into the transient, convection and diffusion terms adequately. Γ also 

known as the diffusion coefficient generally relates to fluid aspects such as conductivity and viscosity. 

Therefore, for conservation of mass: 

𝜕𝜌

𝜕𝑡⏟
𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡

+
𝜕(𝜌𝑢)

𝜕𝑥⏟  
𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= 0 

(3.2) 

The same principle of 𝑡𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 + 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 + 𝑠𝑜𝑢𝑟𝑐𝑒  can be employed when 

defining conservation of momentum. This gives the following equation. 

𝜕(𝜌𝑢)

𝜕𝑡⏟  
𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡

+
𝜕(𝜌𝑢𝑢)

𝜕𝑥⏟    
𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

=
𝜕

𝜕𝑥
(𝜇
𝜕𝑢

𝜕𝑥
)

⏟      
𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛

−
𝜕𝑃

𝜕𝑥
+ 𝑆𝑢⏟      

𝑆𝑜𝑢𝑟𝑐𝑒/𝑠𝑖𝑛𝑘

 

(3.3) 

For the conservation of energy: 
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𝜕(𝜌𝐶𝑝𝑇)

𝜕𝑡⏟      
𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡

+
𝜕(𝜌𝐶𝑝𝑢𝑇)

𝜕𝑥⏟      
𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

=
𝜕

𝜕𝑥
(𝑘
𝜕𝑇

𝜕𝑥
)

⏟      
𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛

+𝑆𝑇⏟
𝑆𝑜𝑢𝑟𝑐𝑒/𝑆𝑖𝑛𝑘

 

(3.4) 

3.2 Turbulence Modelling 

According to Fisher et al., turbulence can be defined as the complex motion of a fluid occurring at 

high enough flowrates in a variety of systems and as such has very broadly extending technological 

implications [67]. Due to the impact that turbulence can have on design it is of great value to model 

it and define it at specific locations at a particular time when dealing with moving fluids. When trying 

to understand turbulent flows, the most widely used reference is turbulence eddies which can best be 

described simply as localized swirling fluid motion. In nature, turbulence has the following 

properties: it is irregular and heavily randomized, it is known to diffuse through a system, dissipates 

and disperses without a constant flow of energy from an external source and only occurs when the 

system is operating with a large Reynolds number (as low Re is indicative of a laminar flow pattern). 

Turbulent flow consists of different structures all bearing different length scales and velocity 

fluctuations. 

When discussing turbulence modelling, one must first discuss the Navier-Stokes equation. This 

equation is the basis of describing viscous fluid flow and it is therefore vital that we devise an 

accurate, stable and efficient method of finding the numerical solutions of these equations [68]. The 

Navier-Stokes equation takes the form: 

𝜌⏞
𝑚𝑎𝑠𝑠

(
𝜕𝑢

𝜕𝑡
+ 𝛻. 𝑢𝑢)

⏞        
𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛

= −𝛻𝑃 + 𝜇𝛻2𝑢⏞        
𝐹𝑜𝑟𝑐𝑒

 

(3.5) 

where µ is viscosity in Pa.S and ∇P is the pressure gradient. This is the fluid equivalent of Newton’s 

second law of motion where the force exerted by an object is given by the product of the object mass 

and its acceleration. 

It should be noted that this is only applicable when dealing with incompressible Newtonian fluids. 

The fluid must also be viscous. Euler’s equations on the other hand, are used for ideal fluids. 

The most common representation of this equation involves dividing both sides by the density value 

providing us with: 
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𝜕𝑢

𝜕𝑡
+ ∇ ∙ 𝑢𝑢 = −

1

𝜌
∇𝑃 +

𝜇

𝜌
∇2𝑢 

(3.6) 

Finding ways to solve this equation is the entire basis of turbulence modelling.  

However turbulent flows can be challenging things to deal with due to their nature in that they are 

unsteady and have a strong dependence on initial conditions as well as having a wide range of eddies 

thus it is necessary to employ various techniques to account for this. There are three commonly 

referenced techniques: 

i) Large Eddy Simulations (LES) 

ii) Reynolds Averaged Navier-Stokes (RANS) 

iii) Direct Numerical Simulation (DNS) 

The employment of direct numerical simulation involves the resolution of every time scale and length. 

This means that a complete three dimensional and time-dependent solution of the Navier-Stokes 

equations must be obtained for an instantaneous fluid velocity as a function of both time and velocity 

[69]. In this case the Navier-Stokes equations are solved without the need of any turbulence model 

and is given by: 

𝜕𝑢

𝜕𝑡

⏞

𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 
𝑇𝑒𝑟𝑚

+ ∇ ∙ 𝑢𝑢⏞  

𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 
𝑇𝑒𝑟𝑚

= −
1

𝜌
∇𝑃⏞

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑇𝑒𝑟𝑚

+
𝜇

𝜌
∇2𝑢

⏞  

𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛
𝑇𝑒𝑟𝑚

+ 𝜌𝑔⏞

𝐵𝑜𝑑𝑦 
𝐹𝑜𝑟𝑐𝑒

 

(3.7) 

Although using this would be desirable it lacks any practical applications for a huge array of fluid 

flow situations due to it being only possible for low Reynolds number flows and very simple 

geometries and also the complex nature of transport equations in and of themselves [69]. It should 

also be noted that the time and space details acquired using DNS are not generally required for design 

purposes which is another downside of employing it as a means of resolving turbulence.  

3.2.1 Large Eddy Simulation (LES) 

Large eddy simulation operates under the premise of resolving large scales of turbulent eddies and 

modelling small scales of turbulence. It is one of the most popular means for resolving numerical 

simulations for turbulent systems. It is an unsteady and three-dimensional computation and as such 

needs supercomputing resources to solve. This is because a significant amount of computing 

resources is necessary in accurately capturing the length-scales that propagate the energy [70]. The 
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motivation of resolving in such a manner is that large scales are problem dependent and as such come 

with inherent modelling difficulties. Small scales however, tend to get more universal and 

isotropic/uniform and are therefore more easily modelled due to their general lack of complexity. 

LES is based on filtering the Navier-Stokes equations over a finite grid volume. This will resolve it 

in such a manner that portions of turbulence larger than the desired filter width can be resolved 

separately and those smaller ones can then be separately modelled normally through employing the 

simple eddy viscosity model [71]. 

 The use of LES to model turbulence flow has its origins in meteorology and is based on the premise 

that large-scale motion can vary greatly between two or more turbulent flows whereas small-scale 

turbulence is much more predictable and universal[72]. The need for vast amounts of computing 

power can be a major hindrance in that, for complex enough flow patterns, it may be necessary to 

employ supercomputer clusters which can prove to be extremely expensive. Work was carried out by 

Udin, Neumann and Weigand [73] on Large Eddy Simulation analysis of an impinging jet using a 

dynamic Smagorinsky model with the objective of mapping heat transfer and flow characteristics of 

an orthogonally impinging cold jet on a heated plate. This required the employment of two 

supercomputer clusters in Stuttgart, Germany. It also has a long computational time factor. It is also 

largely confined to small domains. These are viewed as major impediments to the viability of using 

LES as a turbulence simulation system in industry.  Despite all these it can still be implemented for 

stirred tank analysis. This was carried out by Min et al. who found a greater agreement of results 

found via experimental method with LES than conventional RANS [74].The LES system can be said 

to be a bridging the gap between Reynolds Averaged Navier-Stokes system and Direct Numerical 

Simulation. .  

3.2.2 Reynolds Averaged Navier-Stokes (RANS) 

When employing Reynolds Averaged Navier-Stokes turbulent analysis models the average motion is 

the only quantity that is computed. That is to say, the effect of fluctuations is what is modelled. It 

therefore can be said to model all scales of eddies as opposed to LES which focuses on resolving 

large scale eddies while modelling small scale eddies [75]. 

When solving for mean motion as required in the case of the Reynolds Averaged Navier-Stokes 

equation, the equations are derived by averaging the actual Navier-Stokes equations. The velocities 

as well as other quantities such as pressure are then decomposed into separate average and fluctuating 

parts. This decomposition takes the general form of: 

𝑎 = 𝐴 + 𝑎′ 

(3.8) 
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This holds for spatial averaging (spatial averages are most common in climate science and are 

estimations obtained by averaging over point observations [76]), ensemble averaging and temporal 

averaging. That is to say, that any steady RANS equation will accurately display the distribution in 

space of any quantity that is averaged over a given period of time, in this instance, pressure and 

velocity. In fact, any proper RANS simulation must be time dependent in an effort to properly apply 

the RANS methodology. This however substantially increases the computational cost that comes with 

it [77]. Considering the Navier-Stokes equation in Eq. (3.8) above, introducing decomposition terms 

for both pressure and velocity and converting them into mean and fluctuating parts: 

𝑝 = 𝑃 + 𝑝′ 

(3.9) 

where P is the mean pressure and p’ is the pressure fluctuation and, 

 

𝑢 = 𝑈 + 𝑢′ 

(3.10) 

where U is the mean velocity and u’ is the velocity fluctuation over a given period of time. 

This averaging alters the Navier-Stokes equation into: 

𝜕𝑈

𝜕𝑡
+ ∇ ∙ 𝑈𝑈 = −

1

𝜌
∇𝑃 +

𝜇

𝜌
∇2𝑈 + ∇ ∙ 〈𝑢′𝑢′〉 

(3.11) 

where 〈𝑢′𝑢′〉 is referred to as the Reynold’s stress tensor. 

〈𝑢′𝑢′〉 = [
𝑢′𝑢′ 𝑢′𝑣′ 𝑢′𝑤′
𝑢′𝑣′ 𝑣′𝑣′ 𝑣′𝑤′
𝑢′𝑤′ 𝑣′𝑤′ 𝑤′𝑤′

] 

(3.12) 

RANS equations have a multitude of applications ranging from subsonic mixing tank fluid dynamic 

analysis to supersonic ejector refrigeration analysis [78]. Due to these Reynolds stresses, RANS 

equations, as widely used in engineering design as they are, are known for their unreliability in many 

flow patterns that are somewhat relevant in engineering. This is due to the fact that they introduce 

model-form uncertainties [79].This however can be somewhat overcome via means of data driven 

methods. This is of significant interest to the community of computational fluid dynamics as it 

promotes the efficiency of RANS by quantifying the uncertainty. This is done by use of machine-
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learning algorithms to increase the accuracy of prediction [80]. A source of this model form 

uncertainty is that RANS simulations tend to under-predict the level of kinetic energy [81]. 

The relationship between Reynolds stresses and mean velocity was first postulated by Joseph Valentin 

Boussinesq [82]. Boussinesq is widely regarded as the first person to propose the phenomenon of 

eddy viscosities which is a major field of study in turbulence modelling. He has made some major 

contributions to science and in fact scientists are constantly rediscovering his results such as Reyleigh 

rediscovering the equation for solitary waves in 1876. Boussinesq also pioneered viscous boundary 

layers and his works are therefore of great importance to the field of turbulence modelling [82]. The 

relationship between Reynolds stresses and mean velocity is referred to as the Boussinesq hypothesis. 

This essentially states that the Reynolds stresses have a linear relationship with mean strains via the 

turbulent and eddy viscosity. This relationship can be expressed as; 

∇. 〈𝑢′𝑢′〉𝑖𝑗 =
𝜕

𝜕𝑥𝑗
(𝜇𝑡 (

𝜕𝑢̅𝑖
𝜕𝑥𝑗

+
𝜕𝑢̅𝑗

𝜕𝑥𝑖
)) 

(3.13) 

where µt represents the eddy viscosity gradient in 𝑚2/𝑠. 

Therefore, the Reynolds averaged Navier-Stokes equations are; 

𝑈
𝜕𝑈

𝜕𝑥
+ 𝑉

𝜕𝑈

𝜕𝑦
+𝑊

𝜕𝑈

𝜕𝑧
= −

1

𝜌

𝜕𝑃

𝜕𝑥
+
𝜇

𝜌
[
𝜕2𝑈

𝜕𝑥2
+
𝜕2𝑈

𝜕𝑦2
+
𝜕2𝑈

𝜕𝑧2
] − [

𝜕𝑢′2̅̅ ̅̅

𝜕𝑥
+
𝜕𝑢′𝑣′̅̅ ̅̅ ̅̅

𝜕𝑦
+
𝜕𝑢′𝑤′̅̅ ̅̅ ̅̅

𝜕𝑧
] 

(3.14) 

 

𝑈
𝜕𝑉

𝜕𝑥
+ 𝑉

𝜕𝑉

𝜕𝑦
+𝑊

𝜕𝑉

𝜕𝑧
= −

1

𝜌

𝜕𝑃

𝜕𝑥
+
𝜇

𝜌
[
𝜕2𝑉

𝜕𝑥2
+
𝜕2𝑉

𝜕𝑦2
+
𝜕2𝑉

𝜕𝑧2
] − [

𝜕𝑢′2̅̅ ̅̅

𝜕𝑥
+
𝜕𝑢′𝑣′̅̅ ̅̅ ̅

𝜕𝑦
+
𝜕𝑢′𝑤′̅̅ ̅̅ ̅̅

𝜕𝑧
] 

(3.15) 

𝑈
𝜕𝑊

𝜕𝑥
+ 𝑉

𝜕𝑊

𝜕𝑦
+𝑊

𝜕𝑊

𝜕𝑧
= −

1

𝜌

𝜕𝑃

𝜕𝑥
+
𝜇

𝜌
[
𝜕2𝑈

𝜕𝑥2
+
𝜕2𝑈

𝜕𝑦2
+
𝜕2𝑈

𝜕𝑧2
] − [

𝜕𝑢′2̅̅ ̅̅ ̅

𝜕𝑥
+
𝜕𝑢′𝑣′̅̅ ̅̅ ̅̅

𝜕𝑦
+
𝜕𝑢′𝑤′̅̅ ̅̅ ̅̅ ̅

𝜕𝑧
]-g 

(3.16) 

 For the RANS equation, [
𝜕𝑢′2̅̅ ̅̅ ̅

𝜕𝑥
+
𝜕𝑢′𝑣′̅̅ ̅̅ ̅̅

𝜕𝑦
+
𝜕𝑢′𝑤′̅̅ ̅̅ ̅̅ ̅

𝜕𝑧
] is known as the closure problem. 

4 Eddy Viscosity Models  

Any Reynolds averaged equation developed to resolve the turbulent regime of a given system requires 

a closure model in order to find the required complete set of differential equations [83]. These are 
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normally classified according to the number of equations comprising of a given system. There are 

close to two hundred models in use. Below are examples of some common turbulence model systems. 

4.1.1 Zero-equation models 

These are sometimes referred to as algebraic models. A common system is the Prandtl mixing length 

model. As the name suggests, this was proposed by Ludwig Prandtl who is generally regarded as the 

father of modern aerodynamics due to his contribution in the boundary layer concept [84]. He also 

developed the Prandtl number which is a dimensionless number that correlates the viscosity of a fluid 

with its thermal conductivity properties [85]. For the Prandtl mixing length; 

𝜇𝑡 = 𝑙0 |
𝜕𝑢̅

𝜕𝑦
| 

(4.1) 

In this 𝑙0 can be the thickness of boundary layers or mixing layers. 

Another model is the Smagorinsky model [86, 87]. It is known to overly dissipate flows and this can 

be a drawback [88]. It is however a very popular large eddy simulation method and has applications 

in a variety of fields for instance gas flow dynamics [89]. It adopts the form;  

𝜇𝑡 = 𝑙0
2(2𝑆𝑖̅𝑗𝑆𝑖̅𝑗) 

(4.2) 

where 

𝑆𝑖̅𝑗 =
1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖
) 

(4.3) 

4.1.2 One equation models 

Examples of one equation models include the Baldwin and Barth model [90, 91] and the Spallart and 

Allmaras model [92]. The Baldwin and Barth model is a one equation model developed by Barret 

Baldwin and Timothy Barth as a means of eliminating the need to use an algebraic length scale as 

stated in their paper titled  "A one-equation turbulence transport model for high Reynolds number 

wall-bounded flows" [93]. 

Another example is the Prandtl one-equation model. This takes the form; 

𝜇𝑡 = 𝑘
1/2𝑙0 

(4.4) 
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where 

𝑘 =
1

2
(〈𝑢′𝑢′〉 + 〈𝑣′𝑣′〉 + 〈𝑤′𝑤′〉) 

(4.5) 

4.1.3 Two equation models 

Examples include the 𝑘 − 𝜀  model, 𝑘 − 𝐿  model, 𝑘 − 𝜔  model and the 𝑘 − 𝑇  model. The 𝑘 − 𝐿 

model can be employed to model blood flow in arteries with a no-slip boundary wall condition [94]. 

In the two equation models listed above k denotes the turbulent kinetic energy. The adjoining terms 

all serve to represent a different aspect. For instance in the 𝑘 − 𝜔  two equation model, 𝜔  is a 

representation of the turbulence frequency [95].  

The 𝑘 − 𝜀 equation [96, 97] is a two-equation system where𝜀 denotes the dissipation rate of turbulent 

energy within the system. Variants of the standard 𝑘 − 𝜀 two equation model include 𝑅𝑁𝐺 𝑘 − 𝜀 and 

realizable 𝑘 − 𝜀. Other variants of the 𝑘 − 𝜀 model include the Chen-Kim 𝑘 − 𝜀 and the optimised 

Chen-Kim 𝑘 − 𝜀  [98-100]. 

Two equation models do have inherent disadvantages. They have a problem with being stiff in certain 

regions requiring a minimization of the employed time-step. Another means of overcoming this is by 

means of employing an implicit scheme in any given computational fluid dynamics program. Another 

issue is with the kinetic energy dissipation. It goes to zero at/nearest to the walls and therefore cannot 

be resolved by the grid and it’s therefore necessary to employ a separate wall function to go along 

with the simulation. Work on error analysis as it pertains to the use of RANS equations was done by 

Coroneo et al.to determine the limits of RANS by carefully verifying the numerical uncertainties that 

come with it and comparing the overall results obtained by modelling a single phase stirred tank and 

the experimental data readily available in literature [101]. 

Zero, one and two equation models are not the only equation models employed in fluid dynamic 

analysis. There are three equation models such as the 𝑘 − 𝜀 − 𝐴 model and also four equation models 

such as the 𝑉2 − 𝑓 [102] which is a variation of the standard 𝑘 − 𝜀is anisotropic in nature of the 

turbulence nearest to the wall that is absent in the other Reynolds averaged Navier-Stokes equations 

[103]. 

5 Eddy Viscosity Models for RANS  

RANS calculations are the primary means for performing computational fluid dynamics (CFD) 

simulations in fluid flow analysis tools used in industry due to it being more affordable than 
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employing direct numerical simulations or large eddy simulations [104]. Understanding eddy 

viscosity models and how they are used to solve the RANS equation is therefore useful. 

The Reynolds-averaged Navier-Stokes equations in tensor notation are: 

  

𝜕

𝜕𝑡
𝜌𝑈𝑖 +

𝜕

𝜕𝑥𝑗
(𝜌𝑈𝑖𝑈𝑗) = −

𝜕

𝜕𝑥𝑖
𝑃 +

𝜕

𝜕𝑥𝑗
[𝜇 (

𝜕

𝜕𝑥𝑗
𝑈𝑖 +

𝜕

𝜕𝑥𝑖
𝑈𝑗) − 𝜌𝑢́𝑖𝑢́𝑗̅̅ ̅̅ ̅̅ ̅] 

(5.1) 

The Reynolds averaging process produces what is referred to as the Reynolds stress tensor:   

−𝜌𝑢́𝑖𝑢́𝑗̅̅ ̅̅ ̅̅ ̅ 

(5.2) 

That is to say that the Reynolds averaging process is done to decompose the Navier Stokes equation 

into the time averaged component and the fluctuating velocity component (Reynolds stress tensor). 

The importance of the Reynolds stress term in Eq. (5.2) above is that we do not solve any equations 

for the fluctuating velocity components represented by 𝑢. This results in us being unable to solve for 

the full Navier Stokes equation for the mean velocity 𝑈. This issue is referred to as the turbulence 

closure problem. 

Solving for the Reynolds stress tensor would enable us to have all the variables required to solve for 

the momentum equations and as a result calculate the mean velocity field of the fluid. Coming up 

with a method to solve the Reynolds stress term is therefore crucial to CFD modelling using RANS. 

Eddy viscosity models are a class of models that we use to calculate the Reynolds stress term. It 

should be noted that not all turbulence models are eddy viscosity models, however all eddy viscosity 

models are classified as turbulence models. 

Table 5-1 Table of turbulence models. 

Eddy viscosity model Other models 

k-ω SST Full subgrid scale [105] 

k-ε  Reynolds Stress (RSM) [106] 

Smagorinsky [107]  

DSM (Dynamic Smagorinsky Model) [108]   
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5.1 Derivation of Eddy Viscosity Models 

Let us consider a boundary layer flow. As the fluid flows along the surface of the boundary layer in 

such a manner that as you move away from the boundary wall, the mean velocity (U) increases 

resulting in a sheared flow profile as displayed in Figure 5-1. 

 

 

 

 

 

 

Figure 5-1 Illustration of the shear velocity. 

 Due to the fluid flow being turbulent in nature, we have turbulent fluctuations overlaying the mean 

flow. Consider therefore a parcel of the bulk fluid flowing across the boundary wall. This parcel of 

fluid is sheared by both the mean flow and the turbulence eddies. These two effects are represented 

by Figure 5-2. 

 

 

 

 

 

Figure 5-2 Illustration of shearing because of mean flow and turbulence eddies respectively. 

Due to the fluid swirling within the element, the flow direction within the fluid is different at the top 

of the element than at the bottom of the element resulting in shearing of the flow within the element. 

There is also a faster section of moving fluid at the top of the element than at the bottom of the element 

resulting in further shearing of the fluid element. These two factors contribute to the shearing of the 

fluid flow. 

We can therefore write equations to represent these two effects: 

y 

x 

Faster moving fluid 

Slower moving fluid 

𝜏 

𝜕𝑈 

𝜕𝑦 
𝜏 

𝜕𝑈 

𝜕𝑦 
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𝜏 = 𝜇
𝜕𝑈

𝜕𝑦
 

(5.3) 

Equation for the viscous shear (mean flow shear).  

𝜏 = −𝜌𝑢′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅ 

(5.4) 

Equation for the shear stress resulting from turbulence. 

As seen in Eq. (5.4), the shear stress component is the same as the Reynolds stress for an 

incompressible flow. As mentioned, we do not solve this directly since there are no transport 

equations for them. Instead, we must relate the shear stress term to the mean velocity values within 

the flow field (U, V, W). 

To do this, we relate the turbulence fluctuations to Brownian motion in gases. As such we assume 

that the flow and interactions within the fluid are as random as those in gas particle collisions. In 

Brownian motion, the gas particles are colliding in randomized patterns transferring energy and 

momentum from one particle to another. It’s this random nature of movement that we assign to the 

turbulence fluctuations. In reality, turbulent flows are not random, instead being made up of 

eddies/swirls.  

If we introduce gas particles to the fluid flowing within boundary layer construct in Figure 5-1 above, 

we will have a situation where the gas particles further away from the boundary layer were moving 

at a higher velocity than those nearer to the wall. This leads to the particles lower down being 

influenced and accelerated by the particles higher up. Thus, there is a transfer of momentum from the 

particles higher up to those lower down. Meaning that momentum is transferred in the direction of 

the velocity gradient within a given fluid flow. This is key to conceiving eddy viscosity models. 

Reynolds stress can be assumed to be directly proportional to the velocity gradient. 

−𝜌𝑢′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜇𝑡
𝜕𝑈

𝜕𝑦
 

(5.5) 

where 𝜇𝑡  is the constant of proportionality referred to as the turbulent/eddy viscosity. This is 

analogous to Newton’s law of viscosity sometimes being referred to as the eddy viscosity of 

Boussinesq or simply the Bousinesq hypothesis [109]. Further modelling is required to solve for the 

constant 𝜇𝑡. 
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Therefore, instead of modelling the Reynolds stress tensor, using turbulence modelling, we shift the 

emphasis of our modelling to the turbulent viscosity. 

For the CFD modelling of a stirred tank reactor, Eq. (5.5) above needs to be mapped onto a three-

dimensional format.  

Swapping the co-ordinate systems around in equation (5.5) above, we arrive at the formula: 

−𝜌𝑣′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 𝜇𝑡
𝜕𝑉

𝜕𝑥
 

(5.6) 

Since −𝜌𝑣′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = −𝜌𝑢′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ : 

−𝜌𝑢′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 𝜇𝑡 (
𝜕𝑈

𝜕𝑦
+
𝜕𝑉

𝜕𝑥
) 

(5.7) 

This means that Eq. (5.4) and Eq. (5.6) can be written in the form of Eq. (5.7). This is particularly 

useful when it comes to analysing the normal stress components.  

Consider −𝜌𝑢′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ : 

−𝜌𝑢′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 2𝜇𝑡 (
𝜕𝑈

𝜕𝑥
) 

(5.8) 

Adding up the normal stress component for all dimensions: 

−𝜌𝑢′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + −𝜌𝑣′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + −𝜌𝑤′𝑤′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 2𝜇𝑡 (
𝜕𝑈

𝜕𝑥
+
𝜕𝑉

𝜕𝑦
+
𝜕𝑊

𝜕𝑧
) 

(5.9) 

Instantaneous kinetic energy 𝑘(𝑡)  within a turbulent flow regime in an incompressible fluid is 

described as the sum of the mean kinetic energy 𝐾 and the turbulent kinetic energy 𝑘. Where: 

𝑘 =
1

2
(𝑢′2̅̅ ̅̅ + 𝑣′2̅̅ ̅̅ + +𝑤′2̅̅ ̅̅ ̅̅ ̅) 

𝐾 =
1

2
(𝑈2+𝑉2+𝑊2) 

𝑘(𝑡) = 𝐾 + 𝑘 

(5.10) 
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This can be related back to the normal stresses in Eq. (5.9) as: 

−𝜌(𝑢′𝑢′̅̅ ̅̅ ̅̅ + 𝑣′𝑣′̅̅ ̅̅ ̅̅ + 𝑤′𝑤′̅̅ ̅̅ ̅̅ ̅) = −2𝜌𝑘 

(5.11) 

However, in our derivations we can see that: 

2𝜇𝑡 (
𝜕𝑈

𝜕𝑥
+
𝜕𝑉

𝜕𝑦
+
𝜕𝑊

𝜕𝑧
) ≠ −2𝜌𝑘 

(5.12) 

This error compounds with the fact that for an incompressible flow, the continuity equation dictates 

that [110]: 

𝜕𝑈

𝜕𝑥
+
𝜕𝑉

𝜕𝑦
+
𝜕𝑊

𝜕𝑧
= 0 

(5.13)  

Therefore: 

−𝜌𝑢′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + −𝜌𝑣′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + −𝜌𝑤′𝑤′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 0 

(5.14) 

The sum of the normal stresses should equate to our turbulent kinetic energy as already discussed 

above and not zero. We therefore have two sources of error. There is an overprediction of 

2𝜇𝑡 (
𝜕𝑈

𝜕𝑥
+
𝜕𝑉

𝜕𝑦
+
𝜕𝑊

𝜕𝑧
) and an underprediction of the turbulent kinetic energy. When corrected for this, 

the resulting set of equations are [110]: 

−𝜌𝑢′𝑢′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 2𝜇𝑡 (
𝜕𝑈

𝜕𝑥
) −

2

3
𝜌𝑘 

−𝜌𝑣′𝑣′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 2𝜇𝑡 (
𝜕𝑉

𝜕𝑦
) −

2

3
𝜌𝑘 

−𝜌𝑤′𝑤′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 2𝜇𝑡 (
𝜕𝑊

𝜕𝑧
) −

2

3
𝜌𝑘 

(5.15)  

The normal stress equations and the shear stress equations are combined within the CFD code i.e., 

Eq. (5.5) and Eq. (5.8). This is done by first writing both sets of equations in tensor notation.  
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−𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜇𝑡 (
𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖
) 

(5.16) 

for the shear stress. 

−𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜇𝑡 (
𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖
−
1

3

𝜕𝑈𝑘
𝜕𝑥𝑘

) −
2

3
𝜌𝑘 

(5.17) 

for the normal stress. 

Introducing the Kronecker delta therefore results in: 

−𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜇𝑡 (
𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖
−
1

3

𝜕𝑈𝑘
𝜕𝑥𝑘

𝛿𝑖𝑗) −
2

3
𝜌𝑘𝛿𝑖𝑗 

(5.18) 

This is works for both normal and shear stress components. This is the basis for the eddy viscosity 

hypothesis. The new unknown 𝜇𝑡(eddy viscosity term) is then solved for using the chosen turbulence 

model, in this case the realizable 𝑘 − 𝜀 model.  

6 k-ε Model 

To solve for 𝜇𝑡, the equations for k (turbulent kinetic energy) and ε (turbulent energy dissipation) 

must be solved for and plugged into the equation [111]: 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
 

(6.1)  

 Early turbulence models employed the use of mixing length (𝑙𝑚) to solve for the eddy viscosity. The 

mixing length is a representative measure of the size of the eddies where a large mixing length 

indicates a large quantity of turbulence which means that there is a lot of mixing in the RANS 

equations. This was proposed to be related to the eddy viscosity through the equation: 

𝜇𝑡 = 𝜌𝑙𝑚
2 |
𝜕𝑈

𝜕𝑦
| 

(6.2) 

In attempting to specify the mixing length, Ludwig Prandtl in 1925 proposed that the size of the 

eddies from a point away from wall surface is limited by the distance from the wall surface to the 
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point. In other words, the mixing length is the average distance over which a fluid element transfers 

momentum [112]. Thus, the maximum size of the eddies (mixing length) is directly proportional to 

the distance 𝑦 from the boundary wall.  

𝑙𝑚 = 𝑘𝑦 

(6.3) 

where 𝑘 is a scalar quantity with 𝑘 = 0.41. 

Viscosity also acts to limit the size of the eddies at or near the boundary wall. The act of which, 

distorts and reduces the size of the eddies. This is referred to as damping and leads to the introduction 

of a damping function. This can be seen in the equation proposed by Van Driest [113] in his 

modification of the standard Prandtl mixing length model. 

𝑙𝑚 = 𝑘𝑦 [1 − 𝑒𝑥𝑝 (
−𝑦

𝐴+
)] 

(6.4) 

where 𝐴+ is a damping length constant and is equivalent to 26.0 [114]. This can further be modified 

to take into account the effect of surface roughness as shown in the work done by Krogstad et al. 

[115].  

The objective is to solve a transport equation for both the turbulent kinetic energy (𝑘), and the 

turbulent dissipation rate (𝜀) which are substituted into Eq. (6.1)  to solve for the turbulent viscosity 

and close the RANS equation. The transport equation for the turbulent kinetic energy is given as: 

𝜕(𝜌𝑘)

𝜕𝑡
+ ∇. (𝜌𝑈𝑘) = ∇. [(𝜇 +

𝜇𝑡
𝜎𝑘
) ∇𝑘] + (𝐺𝑘 + 𝐺𝑏 + 𝑆𝑘 − 𝑌𝑀 − 𝜌𝜀) 

(6.5) 

where 𝐺𝑏 is the generation due to buoyancy, 𝐺𝑘 is the generation of turbulent kinetic energy due to 

the mean velocity shear, 𝑌𝑀 represents the contribution of the fluctuating dilation in compressible 

turbulence to the overall dissipation rate and 𝑆𝑘 is representative of any other desired source or sink 

terms. Of note is the presence of the negative dissipation term, implying that the turbulent dissipation 

rate acts to reduce the turbulent kinetic energy within the flow. It’s important to understand that this 

equation is identical to all modified versions of the 𝑘 − 𝜀 model. How these models are differentiated 

is in the transport equation for the turbulent kinetic energy dissipation rate as discussed below. 
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𝜕(𝜌𝜀)

𝜕𝑡
+ ∇. (𝜌𝑈𝜀) = ∇. [(𝜇 +

𝜇𝑡
𝜎𝜀
) ∇𝜀] + (𝐶1

𝜀

𝑘
(𝐺𝑘 + 𝐶3𝐺𝑏) + 𝑆𝜀 − 𝐶2𝜌

𝜀2

𝑘
) 

(6.6) 

The source and sink terms have the model coefficients 𝐶1, 𝐶2 and 𝐶3. These are empirical and are 

what vary between the standard, realizable and RNG 𝑘 − 𝜀 models.  𝜎𝜀  and 𝜎𝑘  are the turbulent 

Prandtl numbers for 𝜀 and 𝑘 [116]. In the Fluent manual, the 𝑘 − 𝜀 coefficients are 𝐶1 = 1.44, 𝐶2 =

1.92, 𝐶𝜇 = 0.09, 𝜎𝑘 = 1 and 𝜎𝜀 = 1.3. These values were determined experimentally as seen in the 

work done by Launder and Sharma and have been shown to give more accurate results [117].  

For this thesis, the realizable 𝑘 − 𝜀 model was the chosen model. The term realizable is in reference 

to the mathematical constraints being applied to the Reynolds stresses and are absent in both the RNG 

and standard 𝑘 − 𝜀 models. The realizability is ensured by making 𝐶𝜇 a variable and not a constant 

and making it sensitive to both the turbulence and mean flow [118, 119].  The transport equation for 

𝜀 in the realizable 𝑘 − 𝜀 model is given by: 

𝜕(𝜌𝜀)

𝜕𝑡
+ ∇. (𝜌𝑈𝜀) = ∇. [(𝜇 +

𝜇𝑡
𝜎𝜀
)∇𝜀] + (𝐶1

𝜀

𝑘
(𝐶3𝐺𝑏) + 𝑆𝜀 + 𝜌𝐶1𝑆𝜀 − 𝐶2𝜌

𝜀2

𝑘 + √𝑣𝜀
) 

(6.7) 

7 Multiple reference frame model 

There are three general approaches for simulating fluid flow in an agitator. These are multiple 

reference frame, sliding mesh approach and computational snapshot [29]. Multiple reference frame 

and computational snapshot methods are based on steady state modelling while the sliding mesh 

approach is utilised in transient modelling.  

When modelling turbomachinery in any CFD package, mesh motion must be considered. For a vast 

majority of cases of CFD simulations, the meshes are said to be stationary. Examples include 

modelling flow along aerofoils and fluid flow along pipe systems. In these cases, we must solve the 

incompressible steady Navier-Stokes equation. This equation is given below [109].  

                                                    ∇. (𝑈𝑈) = −
1

𝜌
∇𝑃 + ∇. (𝑣∇𝑈) 

(7.1)  

In CFD when dealing with turbomachinery, as is the case with the rotary impeller, we can introduce 

a moving section of mesh at the start of each timestep. We then need to solve the incompressible 

unsteady Navier-Stokes equations [109]. 



39 

 

                                      
𝜕𝑈

𝜕𝑡
+ ∇. (𝑈𝑈) = −

1

𝜌
∇𝑃 + ∇. (𝑣∇𝑈)            

(7.2)                           

This technique is referred to as the sliding mesh interface approach whereby sliding-mesh interfaces 

are formed between the rotating mesh and the stationary mesh [120]. This method does have some 

inherent drawbacks. For instance, the unsteady computation requires very small time-steps to account 

for the revolution of the impeller (a minimum of 360 timesteps to model each revolution) which can 

be very computationally expensive since we need to model a minimum of 10 revolutions. Secondly, 

the meshes along the interface region are stated to be non-conformal and this can affect and can lead 

to problems when trying to get the solution to converge. Another issue that might contribute to the 

sliding mesh approach being computationally expensive is the fact that one need to set an initial 

condition. This means that if our initial guess isn’t quite accurate, a lot more rotations of the impeller 

would be necessary and as stated above, for accurate results we need at least 360 timesteps per 

revolution. This means that running the simulation to convergence can be expensive. 

Due to these downsides, we must come up with a way of not physically rotating or sliding a mesh 

region. This is the principal purpose of the moving reference frame. That’s to say, rendering an 

unsteady problem in the inertial (stationary) frame with respect to the moving frame enabling us to 

find a relatively accurate solution in steady state [116, 121]. This would significantly cut down the 

cost of running the simulation as well as providing a suitable initial condition should you desire to 

still use the sliding mesh approach. Despite the advantages over the sliding mesh approach, the MRF 

approach does have the downside of being unable to account for impeller-baffle transient interactions 

[58]. 

Where the MRF method is employed, we would solve a single set of Navier-Stokes equations for the 

entire mixing tank with extra source terms in the region that is rotating. The extra source terms are 

produced by introducing three variables, the relative velocity Ur, the distance vector r, and the rotation 

vector Ω (the rotation vector is the product of the axis of rotation and the speed of rotation). The 

relationship between these three variables and the global velocity U is given by: 

                                               𝑈 = 𝑈𝑟 + Ω × 𝑟                                             

(7.3)                                                                                                      

When substituted into the incompressible Navier-Stokes equation and performing some careful 

rearrangement we end up with the Navier-Stokes equation adopting the form: 
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∇. (𝑈𝑈𝑟)⏟    
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛
𝑇𝑒𝑟𝑚

= −∇𝑃 + ∇. (𝑣∇𝑈) − Ω × 𝑈⏟  
𝑠𝑜𝑢𝑟𝑐𝑒 
𝑇𝑒𝑟𝑚

 

(7.4)                                                                     

This derivation has one additional source term that is only applied in the rotating region (region 

occupied by the impeller) with the unknown being the inertial/global velocity. The presence of the 

relative velocity and global velocity in the convection term brings up the issue of having two different 

velocity variables which is resolved in the CFD code via the finite volume discretisation method. 

7.1 Finite Volume Discretisation  

In the MRF approach, the Navier-Stokes equation is modified in the moving/rotating zone by adding 

an additional source term as well as performing a volume flux correction due to the presence of the 

relative velocity, Ur in the convection term. 

Consider therefore the integrated form of the Navier-Stokes equation over a specific volume, in this 

case the volume of each mesh: 

∫ [∇. (𝑈𝑈)]𝑑𝑉
𝑉

= ∫ [−
1

𝜌
∇𝑃] 𝑑𝑉

𝑉

+∫ [∇. (𝑣∇𝑈)]𝑑𝑉
𝑉

 

(7.5)                                                                                                                                       

Drawing particular focus to the convection term: 

∫ [∇. (𝑈𝑈)]𝑑𝑉
𝑉

 

(7.6) 

Gauss’ divergent theorem is then employed to manipulate the convection term. This is particularly 

useful in that it converts the integral from being limited by the volume to being limited by the surface 

area. That’s to say, it converts the integral of the volume over the divergence to the surface integral 

across the bounded volume [122].  This means that the shape of the mesh doesn’t matter if the volume 

is taken as finite. The resultant relationship is: 

∫ [∇. (𝑈𝑈)]𝑑𝑉 = ∫ [𝑈(𝑈. 𝑛̂)]𝑑𝑠
𝑠𝑉

 

(7.7) 

where V denotes the volume and S is the bounded surface with 𝑛̂ being the outward pointing normal 

unit vector at the face of the bounding surface [109]. Due to divergence being a net outflow of flux 

from a given control volume, in simple terms the Gauss’s theorem also known as the divergence 
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theorem can be phrased as the rate of accumulation of a given material in the unit cell of the mesh 

must be equivalent to the flux of that material over the bunding surface of the cell that is the total 

outflow from that cell [123, 124]. 

It should be noted that equation above is for all bounding faces. The finite volume method involves 

splitting up this derivation such that you have: 

∫ [𝑈(𝑈. 𝑛̂)]𝑑𝑠
𝑠

= ∑ ∫ [𝑈(𝑈. 𝑛̂)]𝑑𝑠
𝑠𝑓𝑎𝑐𝑒𝑠

 

(7.8) 

Due to quantities having a linear variation of quantities across both the face and the cell the value of 

the integral function can be represented as a product of the value at the centre of the surface face and 

the area of the face.  

∑ ∫ [𝑈(𝑈. 𝑛̂)]𝑑𝑠
𝑠𝑓𝑎𝑐𝑒𝑠

= ∑ 𝑈𝑐(𝑈𝑐. 𝑛̂𝑐)𝐴𝑐⏟        
𝑓𝑎𝑐𝑒 𝑣𝑜𝑙𝑢𝑚𝑒

𝑓𝑙𝑢𝑥
𝑓𝑎𝑐𝑒𝑠

 

(7.9) 

This is known as the face volume flux where 𝐴𝑐 is the area of the face and 𝑈𝑐 is the velocity vector 

at the centre of the face. Consider equation,  

𝑈𝑟 = 𝑈 − (Ω × 𝑟) 

(7.10) 

In the MRF method, where the convection term contains both the global and inertial velocity, the face 

volume flux will also contain a relative velocity component: 

∑ 𝑈𝑐(𝑈𝑟 . 𝑛̂𝑐)𝐴𝑐
𝑓𝑎𝑐𝑒𝑠

 

(7.11) 

Substituting equation to eliminate the relative velocity we arrive at: 

∑ 𝑈𝑐(𝑈𝑟 . 𝑛̂𝑐)𝐴𝑐
𝑓𝑎𝑐𝑒𝑠

= ∑ 𝑈𝑐(𝑈𝑐. 𝑛̂𝑐)𝐴𝑐 −

𝑓𝑎𝑐𝑒𝑠

∑ 𝑈𝑐((Ω × 𝑟). 𝑛̂𝑐)𝐴𝑐
𝑓𝑎𝑐𝑒𝑠

 

(7.12) 
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The second part of the solution, ∑ 𝑈𝑐((Ω × 𝑟). 𝑛̂𝑐)𝐴𝑐𝑓𝑎𝑐𝑒𝑠 , is known as the flux correction as its 

purpose is to change the standard face volume flux to account for the relative velocity in the moving 

section of the mesh.  

This is the basis for the finite volume discretisation. 

8 Optimisation of The Mixing Tank CFD Parameters 

The purpose of optimisation is to maximise or minimise a quantity called the objective (for instance 

time). In this thesis, the method used to optimise the simulation process is based in part on a statistical 

method called factor analysis. Factor analysis as described by Alkarkhi et al., [125] is a multivariable 

technique that describes how different variables that are under observation (for instance mesh size 

and residual criteria)  relate to another set of variables (convergence point and solution time) and 

includes both a principal component analysis as well as common factor analysis [126]. To optimise 

the simulation runs, principal component analysis was used. This is a statistical technique that is 

useful in taking a large number of data sets and reducing it to a few meaningful ones capture the 

essence of the entire data set [127]. In this case it was used to deduce the optimal absolute criteria for 

convergence and the optimal element size for meshing. 

8.1 Geometry construction and Setup 

The mixing tank was constructed using AutoCAD. The mixing tank design was that of a fully filled 

closed mixing.  The mixing tank had the following dimensions: 

Table 8-1Table of mixing tank dimensions. 

Part Name Component Name Dimensions (m)  

Impeller (I) Impeller diameter (Id) 0.54  

 Impeller shaft diameter (I.Sd) 0.108 

 Impeller shaft height (I.Sh) 0.72 

 Impeller paddle thickness (Ith) 0.04 

Tank (T) Tank height (Th) 1.08 

 Tank diameter (Td) 1.08 

Baffle (B) Baffle length (Bl) 0.18 

 Baffle height (Bh) 1.08 
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 Baffle thickness (Bt) 0.045 

Moving fluid zone (F) Diameter (Fd) 0.58 

 Height (Fh) 0.16 

 

 

 

Figure 8-1 Stirred tank reactor image as it appears in designmodeler. 
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Figure 8-2 Annotated mixing tank. 
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The mixing tank diameter was sourced from stirred tank reactors supplied by an industrial supplier 

called ‘Frank Berg industrial supplies and more’. 

8.1.1 Geometry design setup and mesh setup 

A new fluid flow (fluent) project was started. The design from AutoCAD was then imported to 

DesignModeler. 

A Boolean operation was then employed to eliminate the solid internals of the mixing tank for 

meshing and CFD analysis. In this case, the baffles and impeller. This allows the remaining zones to 

only consist of fluid zones. The moving fluid zone and stationary fluid zones were then separated 

from one another using a Boolean operation. This is an important step as it enables the creation of the 

fluid-fluid interface within the mixing tank which facilitates the multiple reference frame model.  

8.2 Meshing 

The next step of the simulation was to generate the mesh file. The mesh was generated using ANSYS 

Meshing. The first step involved naming all the faces. Named selections were created to make setting 

operating conditions in Fluent Setup easier. This was followed by setting the mesh of the system to a 

patch conforming tetrahedral mesh.  

The mesh element size was then set. This is important as it is a variable in the optimisation process. 

The table below displays the designated element sizes. 

Table 8-2 The element sizes of the moving and stationary zones. 

Moving Fluid zone Stationary Fluid Zone 

0.01m 0.01m 

0.0125m 0.0125m 

0.015m 0.015m 

0.0175m 0.075m 

0.02m 0.02m 

0.025m 0.025m 

0.03m 0.03m 
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Figure 8-3 mesh of optimised mixing tank with the standard baffle design 

8.3 Simulation setup 

The first step of the actual simulation involved setting up the general physical parameters. As such, 

gravity was enabled and set to the global gravity of –9.81m s–2 acting in the y-axis. The computational 
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units were then defined with the angular velocity being set to revolutions per minute as opposed to 

the default units of radians per second. 

 The next stage involved designating the solution models to be employed. There are various 

turbulence models available. These are shown below along with a brief description in Table 8-3. 

Table 8-3 Types of turbulence models. 

Turbulence model Description 

Standard 𝒌 − 𝜺 A robust model. Very widely used industrially due to this as well as its 

ability to rapidly calculate reasonable and stable results especially when 

it comes to flows with high Reynolds numbers. However, it is not well 

suited for high swirling flows and flows with high separation. [128]  

RNG 𝒌 − 𝜺 A modified version of the 𝑘 − 𝜀 model which benefits from improved 

results with flow separation and swirling flows. It however does not share 

the stability of the standard 𝑘 − 𝜀 model [128]. 

Realizable 𝒌 − 𝜺 A modified version of the 𝑘 − 𝜀 model with much more improved results 

with high swirling flows and high separation flows [128]. 

LES (Large eddy 

simulation) 

A transient formulation requiring a lot of computational power and is 

excellent for all systems. A very fine grid is also needed to gain maximum 

benefit from this model [128]. 

RSM (Reynolds Stress 

Model) 

Provides good predictions of all types of flows. However has much longer 

solution times than all the 𝑘 − 𝜀  models as it solves the transport 

equations for the Reynolds stresses directly [128].  

Scale adaptive 

simulation 

This method is divided into two computational regions where the outer 

region is modelled using the LES model while the RANS (Reynolds 

Averaged Navier Stokes) model is used for the inner layer [129]. 

 

The viscous model used was realizable k-ε. The near-wall treatment was specified to be standard wall 

functions. The material under investigation was water. The rotation velocity for the moving fluid zone 

was specified as 750 rpm with a y axis of rotation. The pressure operating condition was set to 

atmospheric (101325 Pa). 
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Table 8-4 operating parameters 

Viscous model Realizable k-ε 

Near wall treatment Standard wall function 

Rotational velocity 750 rpm 

Pressure 101325 Pa 

 

The nature and types of wall movements for each region were then set for the fluid-to-fluid 

interactions in the system. This is crucial for areas where there is an interface for an MRF system. 

The contact wall closest to the moving fluid zone and adjacent to the interface was stated to be a 

moving wall. This means that there is no hard boundary between the moving fluid and the stationary 

fluid. Its motion was also stated to be relative to the adjacent cell zone with its motion being rotational 

as opposed to translational and at a speed of 0 rpm as is standard in an MRF approach. An identical 

set of conditions was applied to the internal wall that is directly in contact with the interface and 

stationary fluid zone. 

8.4 Solution  

8.4.1 Method 

 The pressure velocity coupling system selected was the semi-implicit method for pressure linked 

equations (SIMPLE) scheme. This is based on deriving an equation to describe the pressure from 

momentum and continuity equations and from this, calculating the pressure field via iterating an 

initial guess to the actual value with a corrector to the velocity field to ensure that the continuity 

equation remains satisfied. This velocity corrector is based on the pressure field thus the SIMPLE 

algorithm can sometimes be referred to as a pressure corrector algorithm [130] . 

The spatial discretisation was then set as shown in Table 8-5. 
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Table 8-5 Table of the spatial discretisation factors used to simulate the mixing tank. 

Gradient Least square cells based 

Pressure Second order 

Momentum Second order upwind 

Turbulent kinetic energy Second order upwind 

Turbulent dissipation rate Second order upwind 

 

The under-relaxation factors were left as default as is standard practise. This is due to them being 

optimal and relevant to the largest number of case studies[116]. 

The criteria for convergence were then set up through the absolute criteria for all the residuals. The 

residuals for the run were continuity, x-velocity, y-velocity, z-velocity, k and epsilon. The 

convergence criteria were set to absolute. Each of the seven mesh element sizes was simulated under 

multiple absolute criteria. For the optimisation process, the absolute criteria for convergence were 2.5 

 10–4, 5  10–4, 7.5  10–4, 1.0  10–3, 1.5  10–3, 2.0  10–3, 2.5  10–3, 3.0  10–3 and 3.5  10–3. 

Each simulation was solved via hybrid initialization and set to a maximum of 2000 iterations for a 

solution to be reached. 

8.5 Results and data analysis 

8.5.1 Geometry scale 

Table 8-6 Mixing tank geometry scale. 

X min -0.31m X max 0.77m 

Y min 0m Y max 1.08m 

Z min -1.42m Z max -0.35m 

This means that the co-ordinates of the origin of the mixing tank (centre of the mixing tank base) is 

0.23, 0, -0.88. This is identical for all the mixing tank designs throughout this thesis.  

The scale above is useful in creating locations for analysis. 

8.5.2 Effect of convergence criteria and mesh size on convergence 

Simulations were carried out under different conditions via altering the absolute convergence criteria 

and mesh geometry. The resultant time taken for convergence and number of iterations required for 



50 

 

convergence (convergence point) were recorded for optimisation. These results are shown from Table 

8-7 –  

Table 8-13. 

Table 8-7 The convergence time vs absolute criteria for grid size 1 cm. 

Element size 1 cm 

Absolute criteria time (s) convergence point 

0.00025 13086.44 790 

0.0005 4009.174 258 

0.00075 3815.491 226 

0.001 3332.884 215 

0.0015 2343.068 147 

0.002 2254.093 136 

0.0025 2380.213 118 

0.003 1600.575 99 

0.0035 1489.742 93 

 

Table 8-8 The convergence time vs absolute criteria for grid size 1.25 cm. 

Element size 1.25 cm 
 

Absolute criteria Time (s) convergence point 

0.0005 2055.704 279 

0.00075 1510.611 190 

0.001 1856.433 177 

0.0015 1456.676 161 

0.002 783.825 107 

0.0025 770.234 102 
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0.003 790.572 98 

0.0035 670.421 94 

 

Table 8-9 The convergence time vs absolute criteria for grid size 1.5 cm. 

Element size 1.5 cm 
 

Absolute criteria time (s) convergence point 

0.0005 1637.47 373 

0.00075 784.307 169 

0.001 631.29 152 

0.0015 624.48 139 

0.002 492.391 110 

0.0025 388.819 86 

0.003 384.398 83 

0.0035 373.212 81 

 

 

Table 8-10 The convergence time vs absolute criteria for grid size 1.75 cm. 

Element size 1.75 cm 
 

Absolute criteria time (s) convergence point 

0.0005 3250.815 1296 

0.00075 523.871 204 

0.001 394.349 137 

0.0015 355.33 124 

0.002 319.098 112 

0.0025 276.807 89 
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0.003 190.109 73 

0.0035 182.114 71 

 

Table 8-11 The convergence time vs absolute criteria for grid size 2 cm. 

Element size 2 cm 
 

Absolute Criteria Time (s) convergence point 

0.00075 1879.883 1016 

0.001 258.918 137 

0.0015 210.815 109 

0.002 186.534 100 

0.0025 188.859 88 

0.003 129.014 65 

0.0035 158.524 63 

 

Table 8-12 The convergence time vs absolute criteria for grid size 2.5 cm. 

Element size 2.5 cm 
 

Absolute criteria time (s) convergence point 

0.001 1051.753 1042 

0.0015 648.719 707 

0.002 90.688 87 

0.0025 75.302 81 

0.003 72.142 74 

0.0035 65.299 65 

 

Table 8-13 The convergence time vs absolute criteria for grid size 3 cm. 
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Element size 3 cm 
 

Absolute criteria time (s) convergence point 

0.0015 517.261 1013 

0.002 395.81 714 

0.0025 336.154 568 

0.003 291.366 511 

0.0035 31.692 63 

 

A cursory view of the above tables shows that the time taken for the solution to converge as well as 

the number of iterations required for the simulation to arrive at the solution was affected by a 

combination of the element size of the mesh as well as the absolute criteria for convergence.  

As such, for an optimal run the above data was used to get the ideal mesh size and absolute criteria 

through principal component analysis-based factor analysis. 

 

8.6 Determining the Optimised mesh element size and convergence point 

8.6.1 Factor analysis and principal component analysis 

The purpose of factor analysis and principal component analysis is to act as dimensionality reduction 

techniques. That means that they are used to compress a large set of data to a few meaningful data 

points. For instance, factor analysis performs this by creating a model that seeks to explain 

shared/common variance between a set of observed variables (e.g., time taken to run a simulation) in 

a population by a set of typically fewer unobserved factors and assigning weightings to each 

factor[131]. PCA (Principal component analysis) varies slightly in that it employs total variance as 

opposed to shared variance as in the case of FA. 

Due to the large quantity of data, a proprietary program written by Lande Liu [127] was used to 

extract the optimised values. The two main results are shown in Figure 8-4Figure 8-5 below. 
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Figure 8-4 F1 score vs Mesh size. 

Where the F1 score, sometimes called f score, is a metric of how close a factor adheres to a given 

model. In Figure 8-4, the scores on the first major factor vs mesh size plot gives the indication that 

the minimum score (implying the convergence time) was at a mesh size of 1.34 cm. This is our first 

optimised variable. 

The next desired variable is the absolute criteria for convergence. Figure 3 shows the plot of the F1 

scores vs residual criterion. As seen in this figure, there are two local minimums in this interested 

region. The minimum on the left was taken to be the optimised residual for the simulation. This was 

because if the residual on the right is taken, a larger error can be expected as the computation precision 

is reduced. Therefore, the left minimum (1.3  10–3) is a compromise of less error relative to slightly 

longer convergence time (indicated by the value of F1 score). 
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Figure 8-5 F1 score vs residual criteria. 

Therefore, for optimal simulation the mesh generation is limited to an element size of 1.34  10–2 m 

for both the moving and stationary fluid zones as well as an absolute convergence criterion of 1.3  

10–3 for each residual. 

8.7 Simulation results with optimised mesh size and convergence criterion 

8.7.1 Pressure & velocity distribution 

The purpose of this was to find out how the stirred fluid was affected by the baffles at various location 

of the mixing tank design. 

8.7.1.1 Region along the tank wall 

Data was extracted along the wall of the mixing tank parallel to the impeller paddles at several points. 

This was done at 6 points labelled A, B, C, D, E and F. The locations for these points can be seen in 

Table 8-14.  

Table 8-14 Table of co-ordinate locations for point A-F. 

Point X Y Z 

A 0.227814 0.42 -0.4349 

B 0.546012 0.42 -0.566702 

C 0.64356 0.42 -0.712693 

D 0.669167 0.42 -0.79711 

E 0.675647 0.42 -0.840792 

F 0.677272 0.42 -0.86282 
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The arc length between points A and the baffle centre is twice of the arc length between point B and 

the baffle centre which is again twice the distance between C and the baffle centre with the same 

principal kept up to the distance between F and the baffle centre. Each point was at a height of 0.42m. 

 

Figure 8-6 Image of points of analysis A-F. 

Below is the pressure data obtained at each point. 

 

 

Table 8-15 Table of pressure data at different locations for the optimised simulation. 

Location Arc length from baffle midpoint (m) Pressure (Pa) 

A 0.708858 -5.12E+04 

B 0.353429 -6.79E+04 

C 0.176715 -6.35E+04 

D 0.088357 -5.96E+04 

E 0.044179 -5.74E+04 

F 0.022089 -5.95E+04 

 

 

F 

A 
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Figure 8-7 Pressure against arc length. 

As can be seen from Figure 8-7, overall, the pressure does not vary a great deal, nevertheless, there 

was a local minimum pressure around the mid-point of B, which indicates there was a liquid sink 

indicating the direction of velocity is about to change. 

Velocity magnitude data was also extracted from these same locations. This is given in Figure 8-8. 

 

 

Figure 8-8 Velocity magnitude against arc length location. 



58 

 

As can be seen from Figure 8-8 and Figure 8-7, at the local minimum pressure position, the velocity 

was also local minimum. Interestingly, near the baffle mid-point, there was a local maximum that 

was also indicated in the pressure distribution in Figure 8-7. It is thus necessary to extract the velocity 

in the y direction as it will indicate a mixing of the fluid going up and down taking place. 

 

 

Figure 8-9 Y vector-velocity at points A-F. 

As seen from Figure 8-9, as one moves further away from the baffle, the Y-direction velocity was 

generally larger indicating that the baffles were in fact halting the fluid going up and down thus 

perturbation of fluid becoming less active. 
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8.7.1.2 Y-axis location 

 

Figure 8-10 The y-axis location. 

A vertical line as a point of interest was created midway between the baffle edge and the impeller 

edge running from the top to the base of the mixing tank (Figure 8-10). The velocity magnitude for 

the optimised run at this location was then extracted. For ease of discussion, this location shall be 

referred to as y axis location henceforth. 

 

 

Y-axis line 

location 
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Figure 8-11 Overall velocity magnitude along the midway vertical plane. 

Figure 8-11 indicates that the greatest agitation occurs in the region surrounding the impeller. This is 

indicated by the fluid having reached a maximum. Surrounding this maximum, the velocities below 

and above the impeller zone are quite symmetrically distributed, this indicates an up and down 

velocity distribution along the height of the mixing tank implying mixing is occurring. 

Some more information can be drawn from the y vector velocity profile. 

 

Figure 8-12 y-vector velocity along the vertical plane. 
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Figure 8-12  shows intensive mixing was occurring in the lower half of the vertical line as the y-

velocities were changing directions. However, in the upper half of the line, the mixing is much less 

intensive as the velocities are almost all positive and stay at the same magnitude towards top of the 

tank. 

It was also interesting to see the presence of two minima surrounding the maxima along the plane. 

This is indicative of mixing occurring extremely intensively in the area directly surrounding the 

impeller paddles.  

8.7.2 X axis line location 

Velocity data was also extracted along a line generated at half the distance between the impeller 

bottom and the bottom of the mixing tank. For ease of discussion this location will be referred to as 

x –axis location henceforth. 

 

Figure 8-13 Illustration of location for analysis. 

The velocity profile from this location is given in Figure 8-14 below. 

 

X axis line location line 
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Figure 8-14 Overall velocity magnitude along the horizontal plane. 

In general, the velocity magnitude observed at the x axis line location in the clearance region seems 

to be large and it is also interesting to see that there is a region where the fluid tends to gradually 

become static as seen towards the left part of the line as displayed in Figure 8-14. This may be due to 

the proximity to the baffle. 

As for the y velocity vector the results are as shown below. 

 

Figure 8-15 Graph of y-vector velocity along the horizontal plane. 
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Better mixing takes place towards the right side of the observation plane as indicated on the right side 

of the graph where the y-velocity crosses the horizontal axis that means the direction of the fluid 

moving is varying at this region. Nevertheless, on the left-hand side of the graph, there was a region 

where the fluid was moving up to reach its maximum velocity then gradually becoming stationary. A 

similar trend was observed in Figure 8-14. 

8.7.3 A comparison of the optimised mixing tank with the original baffle configuration to the 

minimum and maximum mesh element size and absolute convergence criteria 

 

 

Figure 8-16 Curve of velocity magnitude vs arc length distance from the baffle centre. 

The above graph represents a comparison chart between the optimised parameters of the simulation 

against the maximum and minimum residual and element size investigated. The difference in velocity 

values extracted is minimal  unless the area of interest is directly adjacent to the baffle. This is 

observed in the range of 0 − 0.15 m arc length distance. As such the optimised run still provides data 

with reasonable accuracy for a fraction of the computational time. 
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Figure 8-17 Curve of pressure vs arc length distance from the baffle centre. 

The figure above follows the trend of the optimised run providing useful results with a similar amount 

of accuracy when compared to those of the 1 cm and 3 cm element size runs. Thus, the optimisation 

enables the saving of computational resources and time while maintaining accuracy. 

8.8 Effect of baffle size on flow 

Baffle dimensions influence the flow of fluids within a mixing tank. To examine this, various 

configurations of baffles were assigned to the mixing tank under consideration. For ease of 

description, they were each named according to the ratio of baffle thickness to baffle length. 

Table 8-16 Dimension of baffles. 

Baffle thickness (m) Baffle length (m) Ratio 

0.045 0.18 1:4 

0.045 0.09 1:2 

0.18 0.18 1:1 

0.36 0.18 2:1 
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8.8.1 Results at the y axis line location 

 

Figure 8-18 Pressure profile along the y-axis line location. 

Figure 8-18 displays a pressure vs y-axis line location curve. The 2: 1 baffle provides the lowest 

pressure minima within the impeller zone. This is indicative of better mixing with the aid of this baffle 

as opposed to the other configurations.  

 

 

Figure 8-19 curve of y vector velocity vs y-axis line location. 
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From Figure 8-19, the y vector velocity along the vertical line (y axis line location) for the 2: 1 baffle 

provides the lowest minima of −7.38 m/s. This is lower than −5.81 m/s for the 1: 2 configuration, 

−3.62 m/s for the 1: 1 configuration, −5.5 m/s for the 4: 1 baffle configuration and −5.19 m/s for 

the unbaffled mixing tank. The maximum y vector velocity is similarly the highest for the 2: 1 baffle 

configuration with a value of 5.63 m/s. 

 

 

Figure 8-20 Graph of velocity magnitude along the y-axis location. 

As expected, the region of maximum agitation is in the region occupied by the baffle (𝑦 = 0.36 m to 

𝑦 = 0.48 m). Like the y vector velocity graph in Figure 8-19, Figure 8-20 above demonstrates that 

the 2: 1  baffle configuration does generate the highest velocity magnitude of the 5 baffle 

configurations (including an unbaffled mixing tank) along the height of the stirred tank reactor. The 

velocity maximum was found to be 27.6 m/s for the 2:1 baffle configuration. This is greater than 

that of the 1:1 baffle at 22.6 m/s, the 1:2 baffle at 26.3 m/s, the unbaffled tank at 27 m/s and the 

4:1 baffle at 26.6 m/s. While this might seem high, it is consistent with what should be expected 

considering the impeller rotation speed. This promotes a very high radial speed that is the x and z 

velocity values. Since the velocity magnitude is the calculated as √𝑈𝑢
2 + 𝑈𝑣

2 + 𝑈𝑤
2, a high radial 

velocity raises the overall velocity magnitude despite the relatively lower y velocity value.  

The 2:1 baffle additionally has a moderately flatter curve, this points towards a more uniform 

distribution of agitation. This coupled with the greater maximum velocity magnitude provides further 
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evidence for the overall superiority of the 2:1 baffle configuration when compared to the other 

proposed baffle designs. 

8.8.2 Results at the x axis line location 

It needs to be noted that since the x axis line location is a line generated from baffle edge to baffle 

edge, it has different lengths for each baffle configuration. This can be seen in Table 12-1. 

 

Figure 8-21 Pressure profile along the x-axis line. 

The pressure located in the horizontal line location at the x axis line location within the clearance 

region displays a constant decrease. This means that we can expect there to be a high velocity for the 

moving fluid within the region in general. The pressure dip is greatest for the 2: 1 baffle further 

cementing its suitability among the considered baffle configurations. 
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Figure 8-22 y vector velocity profile along the x axis line location. 

At the location below the impeller (x axis line location) the baffle designs all produce both negative 

and positive y vector velocity values. This is an indicator of substantial mixing as it predicts that a lot 

of perturbation is being reported by the system at this location. However, from the data, the 2:1 baffle 

has the largest y vector maximum of 5.78 m/s . It also has the lowest observed minimum of 

−1.5 m/s. This indicates that the 2:1 baffle produces the best mixing within the region below the 

impeller.  

 

Figure 8-23 velocity profile along the x axis line location. 
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Similar to the y-vector velocity analysis provided prior, the 2:1 baffle produces a large velocity 

magnitude within the fluid (water). The maximum fluid velocity magnitude was found to be 6.91 m/s 

for the 2:1 baffle. 

From this data, it was concluded that the 2:1 baffle configuration is the most suitable of the 4 baffle 

concepts. Moving forward, this baffle configuration will be referred to as the standard baffle setup 

for ease of discussion. Effect of baffle shape on fluid flow 

8.9 Effect of baffle shape on fluid flow 

This section provides an analysis of the effect of baffle shape on the fluid flow within an agitated 

stirred tank reactor. This is done by observing overlapping pressure and velocity profiles for different 

baffle shapes. For this study, three baffle designs were considered. At a baseline, the baffle thickness 

(displacement distance from the tank wall) is kept constant for each baffle shape while having each 

baffle occupy the same volume of the stirred tank. As concluded in the previous section, the standard 

baffle (2: 1 configuration) is the most suitable baffle. Therefore, the objective is to construct baffle 

shapes with the same baffle thickness as that of the standard baffle. 

 The baffle shapes were modelled from the Gaussian error function and a normal distribution function.  

Normal distribution function: 

𝑓(𝑥) =
1

𝜎√2𝜋
𝑒−

1
2
(
𝑥−𝜇
𝜎
)
2

 

( 8.1) 

with 𝜎 = 0.4723 and 𝜇 = 0. 

The error function baffle was modelled on the parameter 36.1erf (𝑧). 

The standard error function is given as: 

erf(𝑧) =
2

√𝜋
∫ 𝑒−𝑡

2
𝜕𝑡

𝑧

0

 

( 8.2) 

For this baffle model, the lower limit is 0.0374, upper limit is 0.374 with intervals of 0.0374.   

In addition to the standard baffle design, the normal distribution function and error function baffles 

were modelled using the CAD software and transferred into Ansys DesignModeller. The resultant 

geometries can be viewed in Figure 8-24 – Figure 8-26. 
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Figure 8-24 error function baffle configuration. 

 

Figure 8-25 normal distribution function baffle configuration. 
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Figure 8-26 Standard baffle configuration. 

8.9.1 Data analysis 

Pressure profile for the location below the impeller is shown in Figure 8-27. 

 

 

Figure 8-27 pressure profile at the x-axis line location. 

The pressure profile in the defined location at the x – axis line location within the clearance region 

shows significant minima and maxima for the flow generated with the normal distribution baffle 

configuration with a minimum of −458357 Pa and a maximum of 208217.1 Pa. This is notable as 

it shows that there are significant velocity changes for the fluid flow within this region and is thus 
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indicative of better mixing when compared to that of the error function and the standard baffle 

configurations. The average pressure at the x axis location for the normal distribution function baffle, 

error function and standard baffle configurations were −115047 Pa, −52345.8 𝑃𝑎,  and 

−57675.5 Pa. The lower pressure average for the normal baffle configuration further confirms the 

higher agitation produced by the normal distribution baffle configuration. From the average pressure 

values, standard baffle configuration is shown to be producing greater agitation than the error function 

baffle configuration.  

Following on from this, horizontal planes were constructed at the x axis line location and contours 

were made to help visually represent the pressure distribution at this location. 

 

Figure 8-28 Normal distribution baffle mixing tank pressure contour at the X-axis location. 

The normal distribution contour at this location displays the presence of very high and very low 

pressure zones indicative of the mixing taking place. 
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Figure 8-29 Error function baffle mixing tank pressure contour at the X-axis location. 

The error function contour helps to visually represent the high and low pressures located along the 

plane at the x axis line location. This is indicative of intensive mixing occurring at this location. 

 

 

Figure 8-30 Standard baffle mixing tank pressure contour X-axis line location. 

The contour in Figure 8-30 above is a visual representation of the pressure at the plane located at the 

x axis line location. The difference in pressures across different zones along the plane indicates fluid 

motion from the high pressure zones to the low pressure zones and thus mixing is occurring.   
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Figure 8-31 Velocity magnitude profile within the clearance region. 

The velocity magnitude generated by the normal distribution baffle displays a substantially higher 

maximum velocity magnitude of 48.48 m/s when compared to 6.91 m/s for the standard baffle and 

6.75 m/s for the error function baffle.  The average velocity magnitude of the normal, error function 

and standard baffle configurations are  17.4568 m/s, 4.89728 m/s and   4.72896 m/s respectively. 

This implies that the normal distribution function baffle configuration results in the greatest agitation 

levels at the x axis line location. The average velocity values for the error function and standard baffle 

configurations are similar in value however the error function baffle configuration has a slightly 

higher average velocity value. This would indicate better agitation than that of the standard baffle at 

this region. This contradicts the pressure profile data. However, as this is a direct velocity comparison, 

it is reasonable to conclude that the error function baffle produces better mixing at the x axis line 

location. 

Planes were generated at the x axis line location within each mixing tank and velocity contours were 

extracted. This was done to provide a visual representation of the fluid velocity within this location.  
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Figure 8-32 normal distribution baffle velocity contour at the X-axis line location. 

The velocity contour displays a region of very high velocity magnitude followed with progressively 

decreasing velocity magnitudes. This is consistent with the observations made in the velocity profile 

displayed in Figure 8-31. However, there is overall a high velocity magnitude in this region. 

 

Figure 8-33 Error function baffle mixing tank velocity contour at the X-axis line location. 

Like the velocity magnitude contour of the normal distribution baffle configuration, the error function 

baffle configuration displays a region of high velocity magnitude. However, the region of highest 

velocity is not as large as that of the normal distribution baffle configuration.  
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Figure 8-34 Standard baffle mixing tank velocity contour at the X-axis line location. 

Like the error function baffle configuration contour, the high velocity region is smaller than that of 

the normal distribution function baffle configuration. 

 

 

 

Figure 8-35 y vector velocity profile within at the x axis line location. 
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The y vector velocity profile for each of the three baffle configurations has negative and positive 

velocity values with the normal distribution function design producing the greatest maxima and 

minima with regards to y vector velocity values. The maximum y vector velocity was found to be 

11.3702 m/s  while the minimum for the normal distribution design was determined to be 

−31.98 m/s. When compared to the error function baffle and the standard baffle configuration at 

maxima of 5.05 m/s  and 5.77 m/s  respectively and minima of −1.19 m/s  and −1.5 m/s 

respectively. 

 In addition to indicating direction change of fluid flow within this region for the three systems, this 

is a signal of better mixing within the normal distribution baffle configuration than that of the standard 

and error baffled stirred tanks.  

Horizontal planes were generated at the x axis line location. After which, contours were created to 

visually represent the y velocity profiles along this plane. 

 

Figure 8-36 Normal distribution function baffle stirred tank Y vector velocity at the x-axis line 

location. 

The y vector velocity contour at the x axis line location plane of the normal distribution baffle 

configuration mixing tank shows the large change in direction with the presence of large negative and 

positive y vector velocity values.  
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Figure 8-37 Error function baffle stirred tank Y vector velocity at the X-axis line location. 

The contour displays positive and negative y-vector velocity values indicating fluid direction change 

and by extension, good agitation. 

 

Figure 8-38 Standard baffle stirred tank Y vector velocity at the X-axis line location. 

The y vector velocity contour in Figure 8-38 shows that there is direction change in fluid flow due to 

the presence of both positive and negative y vector velocity values.  
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Figure 8-39 pressure profile along the y axis line location. 

This location is useful in determining the consistency of mixing the further one gets from the impeller. 

The most ideal situation would be for there to be a more consistent pressure distribution as opposed 

to a large pressure dip within the impeller region. When observing Figure 8-39 above, the pressure 

profile for the error function baffle configuration shows a substantial drop in pressure within the 

region dominated by the impeller. The same can be observed for the standard baffle with the pressure 

change being located mainly within the impeller region. However, the normal distribution baffle 

displays a relatively consistent pressure distribution further away from the impeller region. This is 

indicative of a better flow distribution attributed to the normal distribution baffle configuration. A 

similar pattern can be observed for the standard baffle; however, it produces a narrower flattening of 

the pressure curve.  

The average pressure of the normal distribution function baffle configuration mixing tank at the 

vertical line location is −75699.8 Pa. The average pressure at the y axis location for the error baffle 

configuration is −63912 Pa and at the standard baffle configuration is −72369.8 Pa. The lower 

average pressure of the normal distribution function baffle is indicative of better mixing at this 

location with the next best option being the standard baffle configuration. 

A vertical plane was generated in CFD Postprocessing, and pressure contours extracted to visually 

represent the pressure profile.   
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Figure 8-40 Normal distribution baffle mixing tank pressure contour. 

The contour displays large negative pressure throughout the system. The largest pressure drop of 

approximately 9 atm is localized at the impeller zone depicting indicating a positive velocity delta 

and thus a region of greater mixing. 

  

 

Figure 8-41 Error function baffle mixing tank pressure contour. 
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The pressure contour shows large negative fluid pressure within the mixing tank. This is indicative 

of intensive mixing in the system as it means that the fluid is moving at high velocities.  

 

Figure 8-42 Standard baffle mixing tank pressure contour 

The above contour displays the high negative pressure along the centre of the stirred tank. This is an 

indicator of fluid motion in this region. 
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Figure 8-43 Velocity profile along the vertical line. 

The curve represented within Figure 8-43 shows a similar trend of velocity magnitude peaks within 

the impeller region. The error function and standard baffle designs are found to produce the greatest 

peak velocity magnitudes 2.84 m/s  and 2.77 m/s  with the normal distribution function baffle 

yielding a maximum velocity of 1.06 m/s. 

To further illustrate the velocity magnitude within the stirred tank reactors, contours were generated 

along the height of the stirred tank reactors. These are displayed below: 

 

Figure 8-44 Normal distribution function baffle velocity contour. 

The normal distribution function baffle velocity contour displays high velocity magnitudes 

throughout the plane. However, the impeller region displays the highest velocity magnitude. 
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Figure 8-45 Error function baffle mixing tank velocity contour. 

The baffle region displays the largest velocity magnitude. When compared to the normal distribution 

configuration, the error function baffle configuration velocity contour displays a lower velocity 

magnitude along the vertical plane. 

  

 

Figure 8-46 Standard baffle mixing tank velocity contour. 
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The standard baffle contour displays high velocity magnitude at the impeller region. However, the 

rest of the mixing tank displays a lower velocity magnitude overall than the in the normal distribution 

baffle contour in Figure 8-44.  

 

Figure 8-47 y vector velocity against x axis location. 

Figure 8-47 displays negative and positive y vector velocity values. Thus, there is a high level of fluid 

agitation resulting in direction change within this location. This indicates good mixing at this location. 

To physically represent y vector velocities in the middle of the mixing tank, vertical contours were 

generated at the tank centre and displayed below. 
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Figure 8-48 Normal distribution function baffle mixing tank Y vector velocity contour. 

This shows the y vector velocity contour generated by the normal distribution function baffle 

configuration. It shows regions containing both positive and negative y vector velocity values. This 

is consistent with good agitation throughout the height of the mixing tank. 

  

 

Figure 8-49 Error function baffle mixing tank Y vector velocity contour. 



86 

 

The contour displays a combination of positive and negative y vector velocity values. This indicates 

direction change in fluid movement and this is a contributing factor in fluid mixing. 

 

 

Figure 8-50 Standard baffle mixing tank Y vector velocity contour. 

The y vector contour displays the presence negative and positive velocity values indicating that 

agitation is occurring.  

From the data displayed in the pressure and velocity profiles, the normal distribution baffle is the best 

option for agitating the fluid (water) in the mixing tank. Thus, of the three baffle conditions, the most 

suitable baffle takes the form of the normal distribution curve with the standard and error function 

baffles producing similar profiles for velocity data. However, the pressure profiles along the x-axis 

line indicates that the standard baffle configuration is more suitable than the error function baffle 

configuration. 

9 Multiphase modelling 

9.1 Multiple phase models 

This section of the project involves the analysis of multiphase flows within stirred tank reactors. This 

will consider the effect of baffle shapes on the flow dynamics within given stirred tank reactors.  

To analyse multiphasic flow regimes, it is important to analyse how fluids are observed when moving 

through space. There are two schools of thought when it comes to observing fluid trajectories within 

space, Lagrangian and Eulerian.  
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Taking a parcel of a secondary fluid moving through a bulk fluid, the Lagrangian viewpoint supposes 

that a co-ordinate is placed on each parcel and any discretisation or flow analysis is performed while 

‘riding’ on the fluid parcel. As one might surmise, this would be a very computationally expensive 

procedure [132, 133].  

The method employed in Fluent is the Eulerian coordinate system. Within the Eulerian system, the 

coordinate does not move in space with the fluid. Instead, it is fixed in space and the fluid properties 

of each fluid parcel is studied as a function of time as it passes through these fixed spatial locations. 

This comes with a disadvantage in that unlike the Lagrangian formulation, the Eulerian coordinate 

system lacks the ability to discern material history. This is because the Eulerian system does not allow 

for following each individual fluid parcel as it moves through space and therefore lacks accurate 

historical description of the material. However, it is computationally stable and relatively inexpensive 

[132].  

Multiphase flows are categorised by their composite materials. Namely gas-liquid or liquid-liquid 

flows, gas-solid flows, liquid solid flows and even the more complex three fluid flows. These can be 

sub-categorized. For instance, bubbly flows are a type of gas-liquid or liquid-liquid flow. The same 

can be said for a slug flow to describe large bubbles within the bulk fluid in a liquid-liquid or gas-

liquid flow. 

Table 9-1  Examples of multiphase flow regimes [134-136]. 

Types of multiphase flows (Two Phase) Sub-categories 

Liquid-Liquid or Gas-Liquid flows • Slug flow 

• Bubbly flow 

• Dispersed bubble flow 

• Annular flow 

• Wedging flow 

• Churn Flow 

Gas-Solid flows • Fluidized beds (e.g., Fixed beds, 

bubbling fluidization, turbulent 

fluidization, and slugging fluidization) 

Liquid-Solid flows • Sediment transport 

• Debris flow 

• Hydrotransport 

• Slurry flow 

 

Multiphase interactions can either be continuous-continuous (contains a distinct interphase between 

the two fluids) or continuous-dispersed where the dispersed phase consists of particles of fluids with 
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tiny diameters spread out across the continuous fluid. This dispersed phase can consist of solid 

particles, droplets, or gas bubbles. 

This section will involve a liquid-liquid mixture of water in crude oil. Fluent provides various models 

for multiphase flow analysis. These are the volume of fluid model, the mixture model, and the 

Eulerian model. It should be noted that these models are all observed through the Eulerian co-ordinate 

system as described earlier.   

9.1.1 VOF model 

The volume of fluid model (VOF) is used when interface tracking is the main objective. The fluid 

interfaces must also be distinct. As such, it necessitates that the fluids are not interpenetrating. This 

makes it useful for observing continuous-continuous phase interactions.  

This volume of fluid model does this by solving a single set of momentum equations for the entire 

mixture body while introducing and tracking volume fractions for each fluid throughout the entire 

mixture body. Consider a mixture containing fluid p and q. Fluid q has a volume fraction of 𝛼𝑞 in any 

given cell. As a result, the volume fraction 𝛼𝑞 is either 0 and 1 in any cell, unless it’s at the interface, 

and is used to assign properties to the specific volume. Due to this, tracking the interface between the 

fluid p and q is done by solving the continuity equation for volume fraction of one of the phases thus 

satisfying the condition of the volume fraction only solving a single set of momentum equations for 

the entire body. 

The physical characteristics such as 𝜌 and 𝜇 of the mixture are also weighted according to the volume 

fraction within the cells.  

𝑥 = 𝛼𝑞𝑥𝑞 + (1 − 𝛼𝑞)𝑥𝑝 

(9.1) 

where 𝑥 is the scalar variable [137].  

Likewise, the continuity equation in steady state for the fluid 𝑞 would be, 

1

𝜌𝑞
[
𝜕

𝜕𝑡
(𝛼𝑞𝜌𝑞) + ∇. (𝛼𝑞𝜌𝑞𝑈̃) = 𝑆𝛼𝑞 +∑(𝑚̇𝑝𝑞 − 𝑚̇𝑞𝑝)

𝑛

𝑝=1

] 

(9.2) 

where 𝑚̇𝑝𝑞 is the mass transfer from the fluid p to fluid q with  𝑚̇𝑞𝑝 being the mass transfer from 

fluid q to fluid p. 𝑈̃ is the average velocity of the same phase (phase q) and 𝑆𝛼𝑞 is the user defined 

source term. 
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9.1.2 Mixture model 

The mixture model is a model that allows for two phases to be interpenetrating unlike the VOF 

multiphase model. Like the VOF model, it approaches the computation of the continuity, momentum, 

and energy equations for the mixture. As such it’s also considered as a single fluid simulation 

approach.  

The mass conservation equation according to the mixture model is: 

𝜕

𝜕𝑡
(𝜌𝑚) + ∇. 𝜌𝑚𝑈̅𝑚 = 0 

(9.3) 

where 𝜌𝑚  is the density of the mixture and 𝑈̅𝑚  is the mass average velocity. The density of the 

mixture is calculated via the equation: 

𝜌𝑚 =∑𝛼𝑞𝜌𝑞

𝑛

𝑘=1

 

(9.4) 

where 𝛼𝑞 is the volume fraction of phase q and 𝜌𝑞 its density. The volume fraction can take any value 

between 0 and 1 (0 ≤ 𝛼𝑞 ≤ 1) 

The mass average velocity of the mixture is: 

𝑈̅𝑚 =
∑ 𝛼𝑞𝜌𝑞
𝑛
𝑘=1 𝑈̅𝑞

𝜌𝑚
 

(9.5) 

The conservation of momentum is the sum of the individual momentum equations for each phase that 

is present in the mixture: 

𝜕

𝜕𝑡
(𝜌𝑚) + 𝛻. 𝜌𝑚𝑈̅𝑚𝑈̅𝑚 = −∇𝑝 + ∇. (𝜇𝑚(∇. 𝑈̅𝑚 + ∇. 𝑈̅

𝑇
𝑚)) + 𝜌𝑚𝑔 + 𝐹 + 

∇. (∑𝛼𝑞𝜌𝑞𝑈̅𝑑𝑟,𝑞𝑈̅𝑑𝑟,𝑞

𝑛

𝑘=1

) 

(9.6) 

where 𝐹 is the body force, 𝑛 is the number of phases and 𝜇𝑚 is the viscosity of the entire mixture 

with 𝑈̅𝑑𝑟,𝑞 being the drift velocity of the secondary phase [116]. 
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It’s necessary to note that the mixture model and the VOF model are both simplified versions of the 

full Eulerian model with the mixture model being attributed to dispersed-continuous phase 

interactions and the VOF model being specific to continuous-continuous phase interactions. The full 

Eulerian model can account for both interactions making it quite useful. 

9.1.3 Eulerian multiphase model. 

The mixture and VOF models are modifications of the Eulerian model. What sets this model apart 

from the previously discussed VOF and mixture models is that it solves continuity and momentum 

conservation equations for each individual phase in the system i.e., it is not a single fluid approach. 

For the crude-water mixture examined, the Eulerian model would solve a continuity and momentum 

conservation equation for the crude oil and the water.  

The continuity equation of the Eulerian multiphase model is similar to the standard continuity 

equation and presents as: 

𝜕

𝜕𝑡
𝛼𝑞𝜌𝑞 + ∇. (𝛼𝑞𝜌𝑞𝑈𝑞) = ∑(𝑚̇𝑝𝑞 − 𝑚̇𝑞𝑝)

𝑁

𝑝=1

 

(9.7) 

This set of continuity equations is solved for every cell within the system mesh for the CFD operation. 

As such it is necessary to the LHS of the standard continuity equation with the volume fraction of the 

desired phase. As mentioned prior, in a dispersed-continuous phase the volume fraction takes any 

value between 1 and 0 whereas in a continuous-continuous phase interaction, the volume fraction is 

either 0 or 1 (except in the interphase region). The RHS of the continuity equation is modified to 

account for mass transfer from one phase to another. A good example of this would be in condensation 

and evaporation processes.  

Additionally, Fluent solves a volume fraction equation for each additional phase. For instance, in the 

case of the crude oil and water mixture under examination, the CFD solver would solve 1 additional 

volume fraction equation meaning 𝑁 − 1 volume fraction equations are solved where 𝑁 represents 

the number of phases. A separate volume fraction model being solved for each additional phase is 

common practise for all three models discussed. This appears as: 

𝜕

𝜕𝑡
𝛼𝑞 + ∇.𝛼𝑞𝑈𝑞 = 0 

(9.8) 

Along with this, the Eulerian model also solves a separate momentum equation for each phase. These 

phases share a common pressure field as will be shown in the momentum equation. This is useful as 
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it is used in the coupling of the phases in the system under examination. The momentum equation 

appears as shown below: 

𝜕

𝜕𝑡
𝛼𝑞𝜌𝑞𝑈𝑞⏟      

𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚 𝑟𝑎𝑡𝑒 𝑐ℎ𝑎𝑛𝑔𝑒

+ ∇. (𝛼𝑞𝜌𝑞𝑈𝑞𝑈𝑞)⏟        
𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚 𝑓𝑙𝑢𝑥

= −𝛼𝑞∇𝑝⏟    
𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡

+ ∇. 𝜏𝑞 +∑(𝐷𝑝𝑞 + 𝑚̇𝑝𝑞𝑈𝑝𝑞 − 𝑚̇𝑞𝑝𝑈𝑞𝑝)⏟                  
𝑆𝑜𝑢𝑟𝑐𝑒 𝑡𝑒𝑟𝑚𝑠

𝑁

𝑝=1

 

(9.9) 

 

where 𝜏𝑞 is the strain rate tensor for the qth phase. The source terms consist of mass and momentum 

transfer values between phases p and q and a term 𝐷𝑝𝑞. 𝐷𝑝𝑞 is representative of each additional force 

acting between each phase.  

𝐷𝑝𝑞 = 𝐹⃗𝐷 + 𝐹⃗𝑔 + 𝐹⃗𝐵 + 𝐹⃗𝐿+𝐹⃗𝑉 + 𝐹⃗𝑊𝐿 

(9.10) 

where 𝐹⃗𝑔  is the gravitational force, 𝐹⃗𝐵  is the buoyancy force, 𝐹⃗𝐿  is the lift force, 𝐹⃗𝑊𝐿  is the wall 

lubrication force, 𝐹⃗𝑉 is the virtual mass force and 𝐹⃗𝐷 is the drag force. The drag force 𝐹⃗𝐷, has the 

greatest impact of all the interphase transfer forces on the flow since the density ratio between the 

two phases, crude oil and water, is close to 1 [138].  

The drag force is expressed through the drag force coefficient: 

𝐹⃗𝐷 =
𝐶𝐷𝑅𝑒

24
 

(9.11) 

It should be noted that 𝑅𝑒 in this case is the particle Reynolds number and is used to restrict the value 

of the drag coefficient 𝐶𝐷 as displayed in the equations below: 

𝐶𝐷 =
24(1+0.15𝑅𝑒0.687)

𝑅𝑒
  for 𝑅𝑒 ≤ 1000 

𝐶𝐷 = 0.44 for 𝑅𝑒 > 1000 

(9.12) 

The Reynolds number in a dispersed-continuous phase mixture is calculated based on the velocity 

difference between the continuous and dispersed phases, 𝑈𝑝 and 𝑈𝑞. This is expressed as: 
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𝑅𝑒 =
𝜌𝑞|𝑈𝑝 − 𝑈𝑞|𝑑𝑞

𝜇𝑞
 

(9.13) 

where 𝜌𝑞, 𝑑𝑞 and 𝜇𝑞 are the density, droplet diameter and viscosity of the primary phase [139, 140]. 

The presence of the droplet diameter indicates an assumption that the droplets are perfectly spherical 

(no deformation). 

Consider, the general form of a drag force i.e., the drag equation is 
1

2
𝜌𝑈2𝐴𝐶𝐷 with 𝐴 being a contact 

area. This means that the drag force 𝐹⃗𝐷 can be written as: 

𝐹⃗𝐷 =
1

2
𝜌𝑞𝐶𝐷𝐴𝑝(𝑈𝑝 − 𝑈𝑞)|𝑈𝑝 − 𝑈𝑞| 

(9.14) 

Since the predominant force within the interphase forces is the drag force: 

𝐷𝑝𝑞 =
1

2
𝜌𝑞𝐶𝐷𝐴𝑝(𝑈𝑝 − 𝑈𝑞)|𝑈𝑝 − 𝑈𝑞| 

(9.15) 

Due to Fluent calculations being done after the meshing process and computations being done at the 

cell centroid, the drag force is calculated under per volume specifications. Thus, the equation is 

slightly altered to: 

𝐷𝑝𝑞 =
1

2
𝜌𝑞𝐶𝐷

𝐴𝑝

𝑉
(𝑈𝑝 − 𝑈𝑞)|𝑈𝑝 − 𝑈𝑞| 

(9.16) 

This means the two unknowns that need to be specified in fluent are the interfacial 𝐴𝑝 and the drag 

coefficient (𝐶𝐷) and must be specified in the model setup. In the setup for the simulation the drag 

coefficient was set to the classical Schiller-Naumann model[141]. This is due to its robust nature as 

it is viable for a wide range of drag coefficients. The Schiller-Naumann drag model is described in 

Eq. (9.12) above.  
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Figure 9-1 image of the schiller-naumann drag correlation [142]. 

 

The image above displays the Schiller-Naumann drag correlation as well as verification data from the 

experimental work done by Roos et al [143]. This was done by measuring the drag of spheres and 

disks set up to move rectilinearly in a glycerine-water mixture for Re values in the range of 5 to 

100000. 

The next unknowns to be specified are the parameters governing the interfacial area per unit cell 

volume or the contact area. In a CFD mesh, all cells may or may not have the same volume within 

the entire flow region (stirred tank reactor in this case), therefore: 

𝐴𝑝

𝑉
=

𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑡ℎ𝑒
𝑠𝑝ℎ𝑒𝑟𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑒𝑙𝑙
𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒

𝑐𝑒𝑙𝑙

×

𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 𝑜𝑓
𝑎𝑙𝑙 𝑡ℎ𝑒 𝑠𝑝ℎ𝑒𝑟𝑒𝑠
𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑡ℎ𝑒
𝑠𝑝ℎ𝑒𝑟𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑒𝑙𝑙

 

 

𝐴𝑝

𝑉
= 𝛼𝑝 ×

4𝜋𝑟𝑝
2

4
3𝜋𝑟𝑝

3
= 𝛼𝑝 ×

𝜋𝑑𝑝
2

𝜋𝑑𝑝
3

6

 

(9.17) 

This simplifies to: 
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𝐴𝑝

𝑉
=
6𝛼𝑝

𝑑𝑝
 

(9.18) 

As such your CFD solver would essentially require the provision of the diameter of the dispersed 

phase sphere in a dispersed-continuous phase interaction. It must be recognised that the diameter of 

the dispersed phase spheres might not be uniform, thus another transport equation might be used. For 

this project’s stirred tank setup, the Sauter-Mean diameter (𝑑32) was set as the droplet diameter of 

the dispersed water. This is the most widely used droplet size setting. This is a useful method of 

predicting the droplet size diameter. It was proposed by Josef Sauter as a way of associating the 

particle volume to its surface area [144, 145]. In the literature it is sometimes referred to as the 

surface-volume mean diameter and can be represented as: 

𝑑32 =
∑ 𝑛𝑖𝑑𝑖

3𝑛
𝑖=1

∑ 𝑛𝑖𝑑𝑖
2𝑛

𝑖=1

 

(9.19) 

where 𝑛𝑖 is the number of particulate matter and 𝑑𝑖 is the diameter of particulate matter. 

9.1.3.1 Interfacial area concentration 

This is the interfacial contact area between any two phases per unit mixture volume and is an 

important aspect of determining how the various transport equations translate between the two phases. 

The distribution of dispersed phase particles can be affected by various factors such as breakage, 

coalescence, growth due to mass transfer, and pressure changes [116]. For a more accurate 

representation of all these factors, a PBM (population balance model) can be used. However, it is a 

very computationally expensive method. Add to this, the fact that it is at an infancy stage of its 

development, the decision was made not to utilize it for this simulation. 

The interfacial area concentration has a transport equation that appears as: 

𝜕

𝜕𝑡
(𝜌𝑞𝜒𝑝) + ∇. (𝜌𝑞𝑈𝑞𝜒𝑝) =

1

3
.
𝐷𝜌𝑞

𝐷𝑡
+
2

3
.
𝑚̇𝑞

𝛼𝑞
𝜒𝑝 + 𝜌𝑞(𝑆𝑅𝐶 + 𝑆𝑊𝐸 + 𝑆𝑇𝐼) 

(9.20) 

where 𝜒𝑝 is the interfacial area concentration, and  𝑆𝑅𝐶 , 𝑆𝑊𝐸 and 𝑆𝑇𝐼 are the source and sink terms 

from random coalitions, wake entrainment and breakage due to turbulent impacts.  

There are three factors that can affect the size of dispersed particles within a multiphase system, and 

these are breakage, coalescence, and nucleation. However, nucleation is only considered when 



95 

 

modelling crystallisation for instance when modelling the growth rate or decay of stalagmites and 

stalactites.   

The two most prevalent processes in multiphase mixing are breakage and coalescence. Breakage is 

the splitting up of a dispersed phase particle into two particles while coalescence is the combination 

of two smaller particles into one. This is caused by particle collision due to turbulent effects [146].  

9.1.3.1.1 Hibiki-Ishii model 

Fluent offers a few sets of models to solve the source terms. These are the Yao-Morel model, the 

Ishii-Kim model, and the Hibiki-Ishii model. The Yao-Morel model is more used in nucleation 

modelling while the Ishii-Kim model is only viable for bubbly flows (gas-liquid). The Hibiki-Ishii 

model was therefore employed for modelling the crude-water mixture.  

The Hibiki-Ishii model for the random coalitions, wake entrainment and breakage due to turbulent 

impact source terms appears as: 

𝑆𝑅𝐶 = −
1

3𝜑
(
𝛼𝑞

𝜒𝑝
)

2

𝑓𝐶𝑛𝑞𝜆𝐶 

(9.21) 

where 𝜑 is the kinetic energy transfer, 𝑓𝑐 is the frequency of particle collisions,  𝜆𝑐 is the efficiency 

of coalescence from collision and 𝑛𝑞 represents the number of particles per unit volume.  

𝑆𝑇𝐼 = −
1

3𝜑
(
𝛼𝑞

𝜒𝑝
)

2

𝑓𝐵𝑛𝑒𝜆𝐵 

(9.22) 

where 𝑛𝑒  is the number of turbulent eddies in the primary phase, 𝑓𝐵  is the frequency of particle 

collisions,  𝜆𝐵 is the efficiency of breakage from collision. 

9.1.4 Simulation setup 

Upon first initializing Fluent, the options were set to double precision. This is a requirement for 

multiphase Eulerian modelling due to the simulation requiring solving transport equations for 

multiple fluids simultaneously.  

After initializing, within the general setup, the simulation was set as a pressure-based solver operating 

in steady state. The gravitational constant was set to −9.81 m/s2.  The multiphase model was set to 

Eulerian with the formulation being set to implicit. Implicit formulations mean that to arrive at a 

solution, the simulation solves equations for both the current and future states of the system. 
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The materials within the system were then defined. For this simulation, they were water and crude oil 

from the Conroe, Texas. The physical properties are provided in Table 9-2. 

Table 9-2 Physical characteristics of fluids at Normal Temperature and Pressure. 

Fluid Density (kg/m3) Viscosity (mPa s) Interfacial Tension (mN/m) 

Water 1000 1 _ 

Conroe Crude oil 848 3.1 20 

 

Following this the phases were then defined. The primary phase was assigned to the crude oil with 

water being set as the secondary phase. Under the secondary phase (water) the IAC (interfacial area 

concentration) can be specified. The importance of this with regards to its effect on drag was 

discussed in equation (9.16). The diameter was set to the Sauter mean diameter and the mean and 

max diameters were left at the default values of a minimum diameter of 1 × 10−5 m  and max 

diameter of 1 × 10−2 m. The breakage kernel was set to the Hibiki-Ishii model. The coalescence 

kernel was also set to the Hibiki-Ishii model as shown in Figure 9-2. 
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Figure 9-2 Image outlining the designations for the secondary phase in the multiphase model. 

The next step involved setting up the phase interactions. Due to the prominence of the drag force 

within the source terms of the Eulerian momentum transport equation, the drag coefficient was the 

only specified force within the force setup. This was set to the Schiller-Naumann coefficient as seen 

in Figure 9-3. 
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Figure 9-3 Image of the phase interaction setup. 

The viscous model was set to the specifications of the single fluid flow model discussed in the single 

fluid flow sections.  

For the solution method, the pressure-velocity coupling was set as phase-coupling SIMPLE. The 

absolute residual values were set to the optimized set while the iac and volume fraction residuals were 

set to 0.0087 . This value was found to be the smallest value that yielded a stable simulation. 

Whenever the value was lowered, the simulation would breakdown while trying to converge. The 

solution was then initialized.  

A volume of 9.894 × 10−2𝑚3 of water was patched to the bottom of the mixing tank. The primary 

phase by default occupies the entire calculable volume (stirred tank reactor). Using the cell registers, 

10% of this volume at the bottom of the mixing tank was set to comprise of water. The simulation 

was then left to run. 
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9.1.5 Results and analysis 

9.1.5.1 Volume fraction distribution 

Figure 9-4 shows the volume fraction of water along the x-axis locations. 

 

 

Figure 9-4 Water volume fraction profile along the x-axis line location. 

At the x axis location, the volume fraction of water varies substantially for each baffle configuration. 

This is consistent with a region of high agitation. The normal distribution baffle has the highest 

volume fraction content of 0.118 and 0.089. The curve also provides a minimum water volume 

fraction of 0.0023 for the normal distribution configuration baffle. The maxima within the normal 

distribution baffle configuration are substantially higher than those of the standard and error function 

configurations. The maxima for the standard baffle are 0.064 and 0.047 and a minimum of 0.00523. 

The maxima for the error function baffle configuration are 0.038 and 0.036 and a minimum value of 

0.0014. The normal distribution baffle configuration has volume fraction values in the range 0.118 ≤

𝛼𝑤 ≤0.0023 providing a difference of 0.1157. This volume fraction difference is greater than that of 

the standard baffle (0.05874) and the error function baffle (0.0366). Thus, at this location, the 

dispersion provided by the normal distribution baffle is the most ideal.  

The x axis location average velocity for the normal distribution function configuration baffle was 

found to be 0.01296. This is the lowest of the three baffle configurations with the standard baffle 

having an average value of 0.0274556  and 0.0184  for the error function baffle. This further 

reinforces the fact that there is better dispersion in this location by the normal distribution baffle. 
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Figure 9-5 Volume fraction profile along the y-axis location. 

When samples are taken along the height of the mixing tank, the volume fraction of water indicates 

higher concentration of water within the baffle region. This is especially apparent within the stirred 

tanks with the standard and error function baffles. While the water volume fraction within the normal 

distribution baffle configuration tank is not quite as high, it is more widely dispersed across the y axis 

location of the stirred tank reactor. This can be observed in the y axis range 0.18 m − 0.495 m where 

the water volume fraction is greater than 0.0255. For the standard and error function baffled stirred 

tanks, the volume fraction exceeds this within a narrower band of height measurement of 0.27 m −

0.495 m. The fact that the water content in this region of the error function and standard baffled 

mixing tanks is that high as demonstrated by the high volume fraction values doesn’t lend to there 

being good dispersion as it indicates that there is a lot of retention of the dispersed phase within this 

region. Considering, the tanks contained an initial volume of 10% water, at the bottom of the tank, 

having values of 15 − 20% water implies that the baffles are doing a relatively poor job of disrupting 

the flow of the water particles thereby breaking them apart.  

When looking at the average volume fractions in the y axis location, the normal distribution baffle 

has the smallest value of 0.012 with the standard baffle coming in at 0.029 and the error function 

baffle coming in at 0.0275. This indicates at a lower retention rate for dispersed water particles at 

this region for the normal distribution baffle.  
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Location planes were introduced at various sections of each mixing tank design. The planes were 

constructed in the Z-X axis and were generated for Y axis values equidistant to one another at 𝑌 =

0.18 m, 0.36 m, 0.54 m, 0.72 m, and 0.9 m. Each of these planes was designated a title for ease of 

discussion. 

Table 9-3 Naming scheme of the planes. 

Y value (m) Title 

0.18 Frac1 

0.36 Frac2 

0.54 Frac3 

0.72 Frac4 

0.9 Frac5 

 

9.1.5.2 Normal distribution function baffle mixing tank 

 

Figure 9-6 Image depicting the location of the examination planes. 

Figure 9-6 above shows the 5 planes of analysis in the multiphase normal distribution function baffled 

stirred tank. Some useful data can be obtained from these regions. Volume fraction data was obtained 

on each plane. This can be visualised in the contours below: 



102 

 

 

Figure 9-7 A visual representation of water volume fraction at frac1. 

The contour for frac 1 indicates a high density of water around the tank wall. The average volume 

fraction of the dispersed phase at this location is 9.18 × 10−2. 

 

Figure 9-8 A visual representation of water volume fraction at frac2. 

Similar to the frac1 contour, the frac 2 contour indicates higher water density along the tank wall with 

high dispersion the nearer the fluid mixture is to the impeller. The overall volume fraction of water 

is  6.49 × 10−2. 
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Figure 9-9 A visual representation of water volume fraction at frac3. 

At frac3, a location above the impeller blades, the dispersed phase density rises towards the centre of 

the mixing tank. There is also a high density of water droplets near the baffle region. At this location 

the average volume fraction of water is 2.37 × 10−3. 

 

Figure 9-10 A visual representation of water volume fraction at frac4. 

Similar to Figure 9-9, the density of water near the mixing tank centre is higher than at the tank wall. 

There is also a high water droplet density near the baffle wall. At this location, the average water 

volume fraction is 8.159 × 10−3. 
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Figure 9-11 A visual representation of water volume fraction at frac5. 

The frac5 contour maintains the trend of water droplet density being higher nearer the impeller shaft 

(mixing tank centre) with a moderate amount of water being located near the baffle wall. The average 

volume fraction along this plane is 2.2 × 10−3. 

Table 9-4 Table of the average water volume fraction at the different planes within the normal 

distribution function configuration mixing tank. 

Location Average water volume fraction 

Frac1 9.18 × 10−2 

Frac2 6.49 × 10−2 

Frac3 2.37 × 10−3 

Frac4 8.159 × 10−3 

Frac5 2.2 × 10−3 

 

The relatively narrow band of average volume fraction distribution obtained at each location is 

indicative of good dispersion of water bubbles. 
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9.1.5.3 Error function baffle mixing tank 

 

Figure 9-12 image depicting the location of the examination planes. 

The water volume fraction data obtained at each plane is represented in the contours displayed below: 

 

Figure 9-13 Contour of water volume fraction at frac1. 

At frac1 the average volume fraction of water at this location is 1.605 × 10−2. The contour indicates 

the presence of a higher density of water near the mixing tank centre. There also appears to be a 

region of high dispersed phase retention near the error function baffle. This indicates less efficient 

mixing at this location.  
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Figure 9-14 Contour of water volume fraction at frac2. 

The average volume fraction of water at frac 2 relatively high at 5.115 × 10−2. This indicates high 

dispersed phase retention at this location. The highest density of water droplets is located nearest to 

the impeller region. 

 

 

Figure 9-15 Contour of water volume fraction at frac3. 
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Similar to frac 2, the contour of frac 3 displays a large density of dispersed phase droplets are located 

closer to the centre of the mixing tank (impeller shaft). The average water volume fraction at this 

location is 8.889 × 10−3 which is greater than at frac2.  

 

Figure 9-16 Contour of water volume fraction at frac4. 

At frac4, the average water volume fraction is1.320 × 10−3. This is a substantial decrease from frac 

3 indicative of less water being distributed to this location from the bottom of the mixing tank. 

 

Figure 9-17 Contour of water volume fraction at frac5. 
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At frac5 there is a negligible amount of water standing at a volume fraction measurement of 

1.308 × 10−5. A majority of this is coalesced near the centre of the mixing tank. 

Table 9-5 Table of average water volume fraction at different planes within the error function baffle 

configuration mixing tank. 

Location Average water volume fraction 

Frac1 1.605 × 10−2 

Frac2 5.115 × 10−2 

Frac3 8.889 × 10−3 

Frac4 1.320 × 10−3 

Frac5 1.308 × 10−5 

 

As seen in Table 9-5, the average water volume fraction decreases substantially at frac5. This implies 

that the bulk of the dispersed phase is retained below plane frac5.  

9.1.5.4 Standard baffle mixing tank 

 

Figure 9-18 Image depicting the location of the examination planes. 

The volume fraction of water at each individual plane is displayed in the contours provided below: 
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Figure 9-19 Contour of water volume fraction at frac1. 

The above contour displays the water droplet distribution at frac 1. The average volume fraction at 

this location was found to be 2.229 × 10−2. A large density of which was located near the centre of 

the mixing tank. 

 

Figure 9-20 Contour of water volume fraction at frac2. 

From Figure 9-20 water is observed to be more uniformly distributed across frac 2 than across frac 1. 

However, the density of water is much higher with a volume fraction of 4.419 × 10−2. 
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Figure 9-21 Contour of water volume fraction at frac3. 

From the contour of frac3, water retention is observed at the baffle edge. This is an indicator of poor 

dispersal at this location. However, there is a uniform distribution of water across the plane with a 

volume fraction of 1.210 × 10−2. 

 

 

Figure 9-22 Contour of water volume fraction at frac4. 

The frac4 contour shows that a majority of the dispersed phase has coalesced near centre of the mixing 

tank with an overall volume fraction of 2.875 × 10−3. 
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Figure 9-23 Contour of water volume fraction at frac5. 

There is a substantial overall volume fraction drop with a value of 7.23 × 10−5.  Like in the contour 

of frac4 the water droplets are more concentrated near the mixing tank centre. 

Table 9-6 Table of average water volume fraction values at different planes within the standard 

baffle configuration mixing tank. 

Location  Average water volume fraction 

Frac1 2.229 × 10−2 

Frac2 4.419 × 10−2 

Frac3 1.210 × 10−2 

Frac4 2.875 × 10−3 

Frac5 7.23 × 10−5 

 

From the data in Table 9-6 above, like the error function baffle configuration, the standard baffle 

configuration has little to no dispersed phase presence at frac5.  

9.1.5.5 Water volume fraction conclusions 

The dispersion of water within normal distribution baffle stirred tank reactor from frac1 to frac5 is  

9.18 × 10−2 ≥ 𝛼𝑤 ≥ 2.2 × 10
−3  with a uniform distribution of the dispersed particles especially 

when compared to the error function baffle configuration which produces a volume fraction 

distribution range of 5.115 × 10−2 ≥ 𝛼𝑤 ≥ 1.308 × 10
−5 . This lower limit value indicates a 
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negligible presence of the dispersed phase at this location. The same was observed for the standard 

baffle configuration with a water volume fraction range of 4.419 × 10−2 ≥ 𝛼𝑤 ≥ 7.23 × 10
−5. 

However, comparing frac4 average water volume fraction values for the standard baffle configuration 

to that of the error function baffle configuration, the standard baffle has a higher density of dispersed 

water than that of the error function baffle. 

All this means that for the dispersal of water in Conroe crude oil, the most ideal baffle configuration 

of the three proposed baffles is the normal distribution baffle. The second most suitable design is the 

standard baffle configuration and lastly the error function baffle configuration. 
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10 Conclusion 

Over the course of this thesis, an analysis of design practises for mixing tanks was undertaken. This 

involved an in-depth discussion of the incompressible fluid flow using Navier-Stokes equation and 

the Reynolds averaging process for solving it. The realizable 𝑘 − 𝜀 eddy viscosity model was used to 

model the initial mixing tank design and its results were used to optimise the simulation process. The 

development of this optimisation scheme satisfied one of the objectives that this thesis set out to 

achieve. A statistical method called factor analysis was used to obtain the ideal element size and 

absolute convergence criteria. The mesh element size criterion was determined to be 1.34 cm and the 

absolute convergence criteria were found to be 1.3 × 10−3. 

The goal of determining the most suitable baffle size was attained through the analysis of the various 

velocity and pressure profiles with the 2:1 baffle configuration was determined to be the optimal 

baffle dimension for agitating water in the mixing tank. An analysis of baffle shapes was also 

undertaken with a few proposed shapes, aside from the standard rectangle shape, normal distribution 

and the error functions based baffle shapes were modelled. Pressure and velocity profiles showed that 

the normal distribution baffle was the most suitable design for the single fluid flow mixing tank.    

A substantial portion of this thesis was dedicated to analysing multiphase simulations with a particular 

focus on the Eulerian multiphase model. The Eularian model was used to simulate a 10% volume of 

water dispersed in 90% volume of Conroe crude oil. To determine the distribution patterns in the 

stirred tank reactors with the standard, normal distribution, and error function baffle configurations, 

the average water volume fraction was extracted at different locations within the mixing tank. The 

normal distribution baffle configuration appeared to have the highest concentration of water with a 

volume fraction of 2.2 × 10−3 . This was higher than 7.23 × 10−5  for the rectangle baffle and 

1.308 × 10−5 for the error distribution function baffle configuration design. This served to complete 

the objective of a multiphase flow analysis for the mixing tank bearing different baffle shape designs. 
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11 Recommendations for future work 

Experimental validation of the modelling of the baffles and the mixing pattern in particular the pattern 

for two immiscible phases was planned before COVID-19. Nonetheless, as a result of the pandemic, 

this was proven not possible. Nevertheless, scaled down mixing tanks can be used in conjunction with 

experimental techniques such as PIV (Particle image velocimetry) to verify the simulation results in 

particular in terms of velocity profile and volume distribution of the disperse phase (for two 

immiscible phase mixing case). 

From the perspective of baffle design, three shapes were constructed and discussed in this thesis: 

rectangle, normal distribution function and error function based. Nevertheless, many other shapes are 

also available. It would thus be extremely useful to categorise these geometric shapes in a systematic 

way such as according to the length to width aspect ratio and the roundness of the top tip. This would 

entail not only a systematic study but also a statistical analysis of the simulation results to obtain the 

optimised baffle shape structure for best mixing. 

This study only focuses on the structure of baffle shape, the structure of mixer was fixed to a defined 

shape. It would also be useful to introduce the mixer of different shapes into simulation to see how 

they would affect the mixing pattern in terms of velocity and pressure profiles and concentration 

distribution of the disperse phase (for two immiscible phase mixing case). 

In immiscible phase mixing, breakage from the mixer is essentially the mechanism how the size of 

the disperse phase droplets got reduced. However, eventually this breakage process and the 

coalescence of the droplets will strike a balance so that the reduction of the droplet size becomes no 

longer possible under a defined mixer speed. To understand and describe this connection: mixer speed 

to final size of the droplets of the disperse phase, a so-called population balance approach would be 

useful. This will eventually establish a mathematical relationship between the power input from the 

mixer and the final droplet size of the disperse phase in the situation of immiscible phase mixing. 

Additionally, to understand the deformation of the interface between the two immiscible bulk fluids, 

a VOF model could be employed. This running in transient would enable the user to understand the 

effect of the deferring stirred tank designs on the fluid-fluid interface with respect to time.  

Nevertheless, this remains to be something interesting to be seen in the future. From a philosophical 

point of view, knowing how is done is knowing when is done! 
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Nomenclature 

𝛼  – volume fraction (-) 

𝜌  – density (kg/m3) 

U – velocity (m/s) 

𝜇 – dynamic viscosity (Pa s) 

𝑙𝑚 – mixing length (m) 

𝜀 – Dissipation of turbulent kinetic energy (J/m3) 

𝑚̇ – mass flow rate (kg/s)  

Re – Reynolds number (-) 

D – diameter (m) 

𝑙𝑚  – mixing length (m)   

𝜇𝑡  – turbulent viscosity (-) 

𝑣  – kinematic viscosity (m2/s)   

𝜎  – turbulent Prandtl number (-)  

erf – error function 

𝐶𝑝 – Specific heat capacity (J/(kg.K)) 

  

Abbreviations 

iac – interfacial area concentration 

VOF – volume of fluid 

FA – Factor Analysis 

PCA – Principal component analysis   

Subscripts 

𝑛  – number of phases  

𝑝  – primary phase 
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𝑞 – secondary phase  
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12 Appendix 

Table 12-1 length of the x axis line location lines 

Baffle configuration Length of x axis line location (m) 

4:1 0.9 

unbaffled 1.08 

1:2 0.99 

1:1 0.9 

2:1 0.9 

Normal distribution baffle 0.9 

Error function baffle 0.9 
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Appendix A  –  The code used to calculate the optimised simulation settings. 
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