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ABSTRACT
Objective: The aim of this study was to determine the methods and metrics used to evaluate the usability of mobile application Clinical Decision
Support Systems (CDSSs) used in healthcare emergencies. Secondary aims were to describe the characteristics and usability of evaluated
CDSSs.

Materials and Methods: A systematic literature review was conducted using Pubmed/Medline, Embase, Scopus, and IEEE Xplore databases.
Quantitative data were descriptively analyzed, and qualitative data were described and synthesized using inductive thematic analysis.

Results: Twenty-three studies were included in the analysis. The usability metrics most frequently evaluated were efficiency and usefulness, fol-
lowed by user errors, satisfaction, learnability, effectiveness, and memorability. Methods used to assess usability included questionnaires in 20
(87%) studies, user trials in 17 (74%), interviews in 6 (26%), and heuristic evaluations in 3 (13%). Most CDSS inputs consisted of manual input
(18, 78%) rather than automatic input (2, 9%). Most CDSS outputs comprised a recommendation (18, 78%), with a minority advising a specific
treatment (6, 26%), or a score, risk level or likelihood of diagnosis (6, 26%). Interviews and heuristic evaluations identified more usability-related
barriers and facilitators to adoption than did questionnaires and user testing studies.

Discussion: A wide range of metrics and methods are used to evaluate the usability of mobile CDSS in medical emergencies. Input of informa-
tion into CDSS was predominantly manual, impeding usability. Studies employing both qualitative and quantitative methods to evaluate usability
yielded more thorough results.

Conclusion: When planning CDSS projects, developers should consider multiple methods to comprehensively evaluate usability.

LAY SUMMARY
Healthcare professionals must make safe, accurate decisions, especially during medical emergencies. Researchers design and develop tools
that can help medical experts make these decisions. These tools are called Clinical Decision Support Systems (CDSSs). CDSSs obtain and proc-
ess information about a patient, and display information to the healthcare professional (user) to aid decision-making. Whether the user finds the
system easy to use or useful is referred to the system’s usability. Usability affects how likely the CDSS is to be adopted and implemented into
practice. We carefully searched the published literature and found 23 papers which measured the usability of CDSSs designed for medical emer-
gencies. We found that CDSSs’ efficiency and usefulness were measured the most, and effectiveness and memorability the least. More studies
used questionnaires and user testing than interviews or specific “heuristic” evaluations. However, we found that interviews and heuristic evalua-
tions identified more usability issues than did the questionnaires and user tests. Studies which tested the usability of CDSS by using both numer-
ical methods (quantitative) and narrative methods (qualitative) were better at identifying the most issues. We advised both numerical and narra-
tive methods to test the usability of CDSS, because it will be most comprehensive.
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BACKGROUND
Introduction

Clinical decision support systems (CDSSs) have been devel-
oped as potentially powerful diagnostic adjuncts in many

clinical situations.1 A CDSS is a form of technology, designed
to provide information to clinicians at the time of a decision
to improve clinical judgment.1–4 In order for a CDSS to be
implemented and adopted into clinical practice, it must be
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considered usable and useful to the end users of the technol-
ogy.5,6 A systematic review of CDSSs found little evidence
that these systems improved clinician diagnostic performance.
It was suggested that 1 method to address this issue is to bet-
ter understand and improve human-computer interaction
prior to CDSS implementation.7 For this reason, early evalua-
tion of the usability and usefulness of CDSSs is important to
increase the likelihood of successful implementation and
adoption. However, for CDSSs designed for clinicians treating
patients with medical emergencies, few usability studies exist
to guide the development process of these technologies.

Usability is defined as a “quality attribute that assesses how
easy interfaces are to use”, which has several components:
learnability, efficiency, memorability, errors, and satisfac-
tion.8 The ISO (International Organisation for Standardisa-
tion) Standard 9241-11:2018 defines usability more
specifically as “the extent to which a product can be used to
achieve specified goals with effectiveness, efficiency, and satis-
faction in a specified context of use”.9 A recent systematic
review showed that almost half of studies also described use-
fulness as a usability metric.10 Usefulness refers to the degree
to which using a technology will enhance job performance.11

Mobile health (mHealth) refers to applications (apps)
which are developed on handheld devices (such as smart-
phones or tablets) for use in healthcare—either by healthcare
professionals, patients, or carers.12 The potential benefits of
mHealth to healthcare systems include time saving, reduced
error rates, and cost savings.13,14 Types of app uses include
diagnostics and decision-making, behavior change interven-
tion, digital therapeutics, and disease-related education.14

There are numerous apps tailored to specific professions, spe-
cialties, patient groups, or clinical situations, including health-
care emergencies.15,16

Some CDSSs have been designed for use in healthcare emer-
gencies. Healthcare emergencies can be defined as any situa-
tion where a person requires immediate medical attention in
order to preserve life or prevent catastrophic loss of function.
There are multiple clinical situations which could be consid-
ered healthcare emergencies, and many healthcare professio-
nals who may care for these patients. Examples include
problems with the patient’s airway (eg, airway obstruction),
breathing (eg, pulmonary embolism), circulation (eg, heart
attack or stroke), or multi-system conditions such as injury or
burns.17,18 These scenarios are time-critical, requiring timely
decision-making and action.

Study motivation

Design of mobile CDSSs used in healthcare emergencies is
important because it must be easy to use, useful, and seam-
lessly fit into the clinical workflow. The input must be mini-
mal and ideally automatic, while the outputs must be simple,
intuitive, and immediately applicable in order to avoid work-
flow disruption.19–21 Usability of CDSSs designed for emer-
gencies is therefore arguably more important than for CDSSs
designed for nonemergency (ie, elective) clinical settings.

There are multiple methods of usability testing. Though
systematic reviews have been published which address usabil-
ity methods used for CDSS evaluation,10,22–25 none have
focused on mobile CDSSs designed or used in healthcare
emergencies. For stakeholders, including academics, clini-
cians, healthcare managers, and information technologists,
who are designing mobile CDSS for use in healthcare

emergencies, the methods for testing usability, and associated
standards must be understood in this unique context.

OBJECTIVE

This study answers the question: “What methods are
employed to assess the usability of mobile clinical decision
support systems designed for clinicians treating patients expe-
riencing medical emergencies?” Our primary aim was to
determine the methods of usability evaluation used by
researchers of mobile healthcare decision support in clinical
emergencies. Our secondary aims were to determine the char-
acteristics of healthcare decision support in emergencies
which underwent usability evaluations; and to determine the
quantitative and qualitative standards and results achieved,
utilizing descriptive quantitative and qualitative evidence syn-
thesis (Supplementary Table S1).

MATERIALS AND METHODS

This systematic review was conducted according to the Pre-
ferred Reporting Items for Systematic reviews and Meta-
Analysis (PRISMA) guidelines (Supplementary Table S2),26

and it was prospectively registered with the PROSPERO data-
base, ID number CRD42021292014.27

Search strategy

Relevant publications were identified by an electronic search
of the Pubmed/Medline, Embase, Scopus, and IEEE Xplore
databases using combinations of the following keywords and
their synonyms: “usability”, “assessment”, “mobile”,
“application”, “decision support”, “healthcare”, and
“emergency”. The full search strategy is available in Supple-
mentary Table S3. Searches were limited to Title and
Abstract, and English-language only (Supplementary Table
S4). The search was performed on December 9, 2021. The
search results were uploaded to Endnote X9.3.3 (Clarivate
analytics, Philadelphia, PA, USA), in order to identify and
delete duplicates, conference abstracts, and book chapters.
Two authors (JW and EP) independently screened individual
citations against the inclusion criteria using Rayyan software
(Rayyan Systems Inc, Cambridge, MA, USA).28 Two authors
then independently assessed the full text of all identified cita-
tions for eligibility. Disagreements were resolved by a third
independent reviewer (EK). Reasons for excluding studies
were recorded (Figure 1). The reference lists of included
articles, as well as excluded systematic reviews, were searched
to identify additional publications.

Eligibility criteria and study designs/settings

Inclusion and exclusion criteria are listed in Table 1. The
study eligibility criteria used the PECOS (population, expo-
sure, comparator/control, outcomes, study designs/settings)
framework. The population was any study testing/evaluating
usability using human participants. The exposure was any
study which tested usability of a healthcare-related mobile
application which provided clinical decision support to clini-
cians. There was no comparator/control used. The outcomes
included studies which provided empirical results from an
evaluation of a system’s usability (either quantitative, qualita-
tive, or both). The setting was studies which evaluated a
CDSS which was designed for use by clinicians in healthcare
emergencies.

2 JAMIA Open, 2023, Vol. 6, No. 3

https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data


Quality of studies assessment

The methodological quality of included studies were assessed
using a modified Downs and Black (D&B) checklist by 1
study author (JW).29 The D&B checklist was developed to

evaluate the quality of both randomized and nonrandomized
studies of healthcare interventions on the same scale.29 We
omitted questions 5, 9, 12, 14, 17, 25, 26 of the 27, because
they were deemed not appropriate for assessing the included
papers’ methods of usability assessment (Supplementary
Table S5).10 We did not exclude articles due to poor quality.
Quality of Studies (QOS) was classified according to the pro-
portion of modified D&B categories present per paper, as low
(<50%), medium (50–74%), and high (�75%) quality.

Data extraction

Data were extracted and tabulated in Microsoft Excel (Micro-
soft, Redmond, WA, USA), according to the study aims (Sup-
plementary Table S1). Demographic data were collected by
JW. Two authors (JW and EP) independently extracted data
relating to the study aims, using a standardized proforma,
which were combined for analysis. Any discrepancies were
resolved by consensus. The following data were extracted
from each study: Study demographics (citation details, coun-
try of study conduct, type of study); Aim (1) method of usabil-
ity evaluation, including usability definition, metrics and
methods used to evaluate usability, number and characteris-
tics of participants, and quantitative and qualitative results
reported; Aim (2) characteristics of the CDSS, including type
and number of medical specialties targeted, number and type

Figure 1. PRISMA flow diagram.

Table 1. Inclusion and exclusion criteria

Inclusion criteria
1 The paper tests/evaluates usability
2 The paper is focused on a healthcare-related technology/application/

software/system including mobile, smartphone, tablet, digital,
electronic, handheld/portable device, or website

3 The paper provides empirical results (quantitative or qualitative)
4 The system provides decision support/aid/tool, or risk prediction,

or prognosis or diagnosis for decision-making
5 The system is designed for use in healthcare emergencies
Exclusion criteria
1 Not written in English
2 Not testing usability, or does not describe the methods adequately
3 Not mobile clinical decision-support
4 Not designed for or tested in clinical emergencies
5 Not targeting clinicians as users
6 Not human participants
7 Not an empirical study (is a theory or review paper)
8 Study protocol only
9 Full text is not available
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of conditions targeted, CDSS input (number, type, method,
and description), CDSS computation (complexity, method,
and description), CDSS output (number, type, and descrip-
tion), device used, guideline on which the CDSS is based,
stage of CDSS (Development, Feasibility, Evaluation, Imple-
mentation),30 and CDSS name and description (Supplemen-
tary Table S1). Supplemental material was sought if available.
Any links in the paper to external information (app website,
web calculator, etc.), or articles cited which contain missing
information (such as published article describing app develop-
ment) were sought. Missing or unclear information was dis-
cussed between JW and EP, and if uncertainty remained,
study authors were contacted. Missing data were not included
in quantitative or qualitative analysis for individual study
metrics.

Strategy for data synthesis

Data synthesis was descriptive only for quantitative data
addressing the primary and secondary outcomes. Results
from individual studies were summarized and reported indi-
vidually, with no meta-analysis planned or performed.

To describe the qualitative standards and results achieved
of assessing usability of CDSSs in medical emergencies, quali-
tative evidence synthesis methods were used. The PerSPecTIF
(perspective, setting, phenomenon of interest, environment,
comparison, timing, and findings) question formulation
framework was used to define the context and basis for quali-
tative evidence synthesis (Supplementary Table S6).31 Induc-
tive thematic analysis of qualitative results in included studies
was undertaken to identify usability-related barriers and facil-
itators to adoption of mobile CDSS in healthcare emergencies,
using a 6-step inductive thematic analysis method: (1) famili-
arization with the data, (2) generating initial codes, (3) search-
ing for themes, (4) reviewing themes, (5) defining and naming
themes, and (6) producing the report/manuscript.32 For quali-
tative evidence synthesis, our research questions were “what
were the themes of usability-related barriers to, and facilita-
tors of adoption of mobile CDSS in emergency settings, and
what is the relationship between these themes and the method
used to assess usability?” Qualitative data were extracted
from individual studies and imported into NVIVO software
version 12.0 (QSR International, Melbourne, Australia).

RESULTS
Study inclusion

The systematic search identified 974 studies. Of 505 unique
full-text studies, 67 appeared to meet inclusion criteria from
screening, and 23 were included in the analysis after full-text
review (Figure 1). For 7 studies, there was disagreement
between 2 reviewers after full text review, in which the papers
appeared to meet inclusion. A third reviewer (EK) included 4
of these, excluding 3 papers: 1 because it was not usability,33

1 because it was not testing mobile CDSS,34 and 1 because it
was not a healthcare emergency.35 Overall, key reasons for
exclusions (n¼ 50) were the paper did not evaluate usability
(n¼ 16), did not report mobile clinical decision support
(n¼ 22), was not a healthcare emergency (n¼ 8), did not
assess clinicians (n¼3), or full text was unavailable (n¼ 1)
(Figure 1).

Characteristics of included studies

Twenty studies (87%) were observational, 1 was a random-
ized controlled trial,36 1 was a proof of concept experiment,37

and 1 was a pilot nonrandomized controlled study (Table 2;
Supplementary Table S7).38 All included studies were pub-
lished between 2003 and 2021. The majority of studies
(n¼13; 57%) were published between 2017 and 2021, with
8 (35%) studies published between 2012 and 2016, and 2
(9%) published between 2002 and 2011. The geographical
distribution of studies, by participant location, included 8 in
Europe (35%), 6 in North America (26%), 5 in Africa (22%),
3 in Asia (13%), and 1 in South America (4%). The most
common method used to assess usability was a questionnaire
(n¼20; 87%), followed by user testing (n¼ 17; 74%), inter-
views (n¼ 6; 26%), and heuristic evaluations (n¼3; 13%).
Combinations of these methodologies were also used, with a
quarter (n¼ 6; 26%) of studies using 1 method, half (n¼ 11;
48%) using 2 methods, and a quarter (n¼ 6; 26%) using 3
methods. Quantitative methods were used in 10 (43%) stud-
ies, qualitative methods in 1 (4%) study, and both quantita-
tive and qualitative methods were used in 12 (52%) studies.

Studies used a number of validated tools to assess usability:
The system usability scale (SUS43), and the technology accept-
ance model (TAM6) were each included in 5 (22%) studies,
Nielsen’s Heuristics70 in 3 (13%) studies, NASA Task Load
Index (TLX) in 2 (9%) studies, technology readiness index
(TRI) in 2 (9%) studies, the poststudy system usability ques-
tionnaire (PSSUQ) in 2 (9%) of studies, and 8 other validated
methods were used in 1 included study each (Table 2). Five
(22%) studies used no validated method. All studies included
clinician participants, while 3 studies also included data man-
agers,36,37,68 1 study included usability engineers,71 and 1
study had information scientists as participants.72

Characteristics of mobile CDSSs in healthcare

emergencies

The targeted emergency conditions included multiple condi-
tions in 9 (39%) studies,40–42,58,60,61,66,69,72 burns in 3 stud-
ies (13%),39,52,54 graft versus host disease in 3 studies
(13%),36,37,68 pediatric respiratory illness in 3 studies
(13%),46,48,50 and 1 study addressing each of: pediatric car-
diac arrest,38 diabetic ketoacidosis,47 mental illness (suicidal
or violent),51 asthma,57 and pediatric head injuries (Supple-
mentary Table S7).71 Nine studies evaluated mobile CDSS
designed for multiple device types,36,39,47,51,57,58,60,66,68 6 for
smartphones,42,46,52,54,61,69 4 for tablets,38,48,50,72 2 for desk-
top web apps,37,71 and 2 for personal digital assistants.40,41

Nearly, all CDSSs (n¼ 20; 87%) were based on a guideline,
and most were in development (n¼ 14; 61%) or feasibility
(n¼20; 87%) stages, while a minority were in evaluation
(n¼5; 22%) or implementation (n¼2; 9%) stages. The
majority (n¼ 18; 78%) of CDSSs required manual checkbox/
radio button inputs, with a minority (n¼ 2; 9%) incorporat-
ing a form of automatic input (Supplementary Table S7).
Nearly, all (n¼22; 96%) had text output, while nearly half
(n¼10; 43%) had numerical input, and few (n¼ 2; 9%) had
image or video (n¼ 1; 4%) input. A majority (n¼ 18; 78%)
of CDSSs provided a clinical recommendation, a quarter
(n¼6; 26%) a specific treatment, and a quarter (n¼6; 26%)
a score, risk level, likelihood of diagnosis (Supplementary
Tables S7 and S8). Over half (n¼13; 57%) of studies had
descriptions of the number of CDSS inputs: Of these, there

4 JAMIA Open, 2023, Vol. 6, No. 3

https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooad051#supplementary-data


Table 2. Characteristics of included studies

Year First author

and reference

Countrya Study design Methodsb Validated

methods

Participants Conditions Device Name of system Guideline on which

CDSS is based

Stage(s) of CDSSc

2015 Barnes39 UK Observational,
comparative
(app vs paper)

Q, U NA Medical students Burns Mobile (smart-
phone, tablet)

Mersey Burns
App

Parkland formula
for burns

Evaluation and
implementation

2003 Chang40 Taiwan Observational,
comparative
(PDS vs
terminal)

Q TAM6 Emergency medi-
cal staff

Multiple: allergy,
hypertension, dia-
betes, trauma,
nontrauma

Mobile (PDA) NA NA Development and
feasibility

2004 Chang41 Taiwan Observational Q TAM6 Emergency medi-
cal staff

Multiple: mass gath-
ering-related,
including trauma
and infectious
disease

Mobile (PDA) NA NA Feasibility

2019 Clebone42 USA Observational Q, U SUS43 Anesthetists Multiple: airway,
nonairway

Mobile
(smartphone)

Pedi Crisis 2.0
App

Society for Pediatric
Anesthesia

26 Pediatric Crisis
checklists

Development and
feasibility

2020 Corazza38 Italy Pilot non-
randomized
controlled

Q, U, I UEQ,44 NASA-
TLX45

Pediatric
clinicians

Pediatric cardiac
arrest

Mobile (tablet) PediARREST
App

American Heart
Association Pedia-
tric Advanced Life
Support 2015

Development and
feasibility

2021 Ellington46 Uganda Observational U, I NA Pediatric
clinicians

Pediatric acute lower
respiratory Illness

Mobile
(smartphone)

ALRITE WHO Integrated
Management of
Childhood
Illnesses—Acute
Lower

Respiratory Illnesses
guidelines

Development and
feasibility

2015 Frandes47 Romania Observational Q NA Physicians and
nurses

Diabetic ketoacidosis
(DKA)

Mobile (smart-
phone, tablet)

mDKA Medical standards
for diabetes care

Development and
feasibility

2015 Ginsburg48 Ghana Observational Q, U, I SUS43 Mixed medical
staff

Childhood
pneumonia

Mobile (tablet) mPneumonia WHO Integrated
Management of
Childhood Ill-
nesses guidelines

Development and
feasibility

2016 Ginsburg49,50 Ghana Observational Q, U, I SUS43 Mixed medical
staff

Childhood
pneumonia

Mobile (tablet) mPneumonia WHO Integrated
Management of
Childhood Ill-
nesses guidelines

Feasibility

2017 Khodambashi51 Norway Observational Q, U, I SUS43 Emergency medi-
cal staff

Mental illness (suici-
dal or violent)

Mobile (smart-
phone, tablet)

NA Norwegian laws
related to forensic
psychiatry

Development and
feasibility
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Table 2. (continued)

Year First author

and reference

Countrya Study design Methodsb Validated

methods

Participants Conditions Device Name of system Guideline on which

CDSS is based

Stage(s) of CDSSc

2018 Klingberg52 South Africa Observational Q, U, I Health-ITUES53 Emergency medi-
cal staff

Burns Mobile
(smartphone)

Vula App Burns size calcula-
tion and Parkland
formula

Evaluation and
implementation

2020 Klingberg54 South Africa Observational Q TAM,6 IDT,55

and TPB56
Physicians and

nurses
Burns Mobile

(smartphone)
Vula App Burns size calcula-

tion and Parkland
formula

Feasibility

2014 O’Sullivan57 Canada Observational Q NA Pediatric
clinicians

Asthma
exacerbations

Mobile (tablet);
Desktop (web
app)

MET3-AE Bayes prediction of
asthma exacerba-
tion severity
within 2h of nurs-
ing triage

Development and
feasibility

2018 Paradis58 Canada Observational Q, U TRI59 Physicians and
nurses

Multiple: knee,
ankle, and neck
injuries

Mobile (smart-
phone, tablet)

Ottawa Rules
App

The Ottawa Rules Feasibility and
evaluation

2020 Quan60 Canada Observational Q, U TRI59 Physicians and
nurses

Multiple: knee,
ankle, neck, and
head injuries

Mobile (smart-
phone, tablet)

Ottawa Rules
App 3.0.2

The Ottawa Rules Feasibility and
evaluation

2020 Rodriguez61 Colombia Observational Q mERA,62 iSY-
Score index,63

MARS,64 and
uMARS65

General
practitioners

Multiple: acute
febrile syndromes

Mobile
(smartphone)

FeverDx Colombian Ministry
of Health’s clinical
practice guidelines
for diagnosis and
management of
arboviruses

Development and
feasibility

2019 Schild66 Germany Observational Q, U SUS43 Anesthetists Multiple: anesthetic
emergencies

Mobile (tablet);
Desktop (web
app)

NA German Cognitive
Aid Working
Group

Development and
feasibility

2016 Schoemans37 Belgium Proof of Concept
Experimental

Q, U TAM6 and
PSSUQ67

Physicians,
nurses, data
managers, and
students

Graft versus host dis-
ease (GVHD)

Desktop (web
app)

eGVHD App Acute (Glucksberg
and IBMTR
scores) and
chronic (NIH cri-
teria) GVHD

Development and
feasibility

2018 Schoemans36 Belgium Randomized
Controlled
Trial

Q, U TAM6 and
PSSUQ67

Physicians, data
managers,
other

Graft versus host dis-
ease (GVHD)

Mobile (smart-
phone, tablet);
Desktop (web
app)

eGVHD App Acute (Glucksberg
and IBMTR
scores) and
chronic (NIH cri-
teria) GVHD

Evaluation

(continued)
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Table 2. (continued)

Year First author

and reference

Countrya Study design Methodsb Validated

methods

Participants Conditions Device Name of system Guideline on which

CDSS is based

Stage(s) of CDSSc

2018 Schoemans68 France Observational,
comparative
(app vs self-
assessment)

Q, U NA Physicians,
nurses, data
managers,
other

Graft versus host dis-
ease (GVHD)

Mobile (smart-
phone, tablet,
laptop)

NA Acute (Glucksberg
and IBMTR
scores) and
chronic (NIH cri-
teria) GVHD

Feasibility

2020 Sutham69 Thailand Observational,
comparative
(app vs hand-
book vs
experienced)

U, H Nielsen’s
Heuristics70

Emergency medi-
cal staff

Multiple: trauma,
nontrauma

Mobile
(smartphone)

Triagist App National Institute
for Emergency
Medicine of Thai-
land Criteria-
Based Dispatch

Development and
feasibility

2015 Yadav71 USA Observational U, H Nielsen’s
Heuristics70

Pediatric clini-
cians, usability
engineers

Pediatric head
injuries

Desktop (web
app)

NA Pediatric Emer-
gency Care
Applied

Research Network
clinical decision
rule for head CT

Development and
feasibility

2013 Yuan72 USA Observational Q, U, H NASA TLX,45

Nielsen’s
Heuristics70

Nurses, informa-
tion scientist

Multiple: heart
attack, pleurisy,
reflux/indigestion,
pneumothorax,
myocardial
infarction

Mobile (tablet) NA NA Development and
feasibility

a Country of study conduct.
b Q, U, I, H are questionnaire, user-testing, interview, and heuristic evaluation studies, respectively;.
c Stage(s) of CDSS (Development, Feasibility, Evaluation or Implementation) are based on MRC/NIHR framework for developing and evaluating complex interventions.30

NA: not applicable; TAM: technology acceptance model; SUS: system usability scale; UEQ: user experience questionnaire; NASA TLX: National Aeronautics and Space Administration task load index; Health-ITUES:
health information technology usability evaluation scale; IDT: innovation diffusion theory; TPB: theory of planned behavior; mERA: mobile health evidence reporting and assessment checklist; MARS: mobile
application rating scale; uMARS: user version of the mobile application rating scale; PSSUQ: poststudy system usability questionnaire; TRI: technology readiness index.
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were a median of 50 inputs (interquartile range [IQR] 11–78)
(Supplementary Table S8). Twenty (87%) studies had descrip-
tions or figures outlining the number of CDSS output; of
these, there were a median of 2 outputs (IQR 1–3) (Supple-
mentary Table S8).

Quality of studies

Results for the modified Downs and Black (D&B) quality
assessment of included studies (QOS) showed that overall,
only 3 studies (13%) had high QOS, 14 (61%) had medium
QOS, and 6 (26%) had low QOS (Figure 2). Studies which
employed more methods to evaluate usability did not have a
substantial difference in risk of bias (Figure 3). There was,
however, lower risk of bias overall in studies which used

mixed methods (both qualitative and quantitative), rather
than only quantitative or only qualitative methods of usability
evaluation (Figure 3). A median of 29 (IQR 12–51) partici-
pants were recruited for questionnaire-based studies, 28 (IQR
9–44) participants for user trials, 26 (IQR 11–43) participants
for interview-based studies, and 4 (IQR 4–8) participants for
heuristics studies.

Definition of usability in included studies

Of the 23 included studies, 13 (57%) did not define usability.
Of the 10 which provided a definition, 3 (30%) used the defi-
nition provided by the ISO (ISO 9241-11),9 which is the
“extent to which a system, product or service can be used by
specified users to achieve specified goals with effectiveness,

Figure 2. Quality of studies (QOS) summary: the proportion of included studies which scored low, medium or high, overall and for each QOS

subcategory.

Figure 3. Quality of studies (QOS) summary and individual study characteristics. aGreen: high QOS; yellow: moderate QOS; red: low QOS. bQ, U, I, H are

questionnaire, user-testing, interview, and heuristic evaluation studies, respectively. Int: internal; Ext: external; Quant: quantitative; Qual: qualitative.
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efficiency and satisfaction in a specified context of
use”.51,52,57 Two (20%) defined usability as “the design fac-
tors that affect the user experience of operating the applica-
tion’s device and navigating the application for its intended
purpose”.46,50 Other definitions of usability included:

• Differentiating “content usability” (data completeness and
reassurance of medical needs), from “efficiency
improvement” (quicker and easier evaluation), and
“overall usefulness of systems”41

• “ease of use, confidence in input, preference in an emer-
gency setting, speed, accuracy, ease of calculation, and
ease of shading”39

• “efficiency, perspicuity, dependability”38

• “functionality, convenience, triage accuracy, and
accessibility.”69

Usability evaluation metrics used

Though not all studies defined usability explicitly, all studies
reported how usability was evaluated. The most frequent
evaluation metrics were Efficiency and Usefulness, measured
in 15 (65%) studies. User Errors were measured in 14 (61%),
Satisfaction in 13 (57%), Learnability in 11 (48%), Effective-
ness in 9 (39%), and Memorability in 2 (9%) studies. The fre-
quency of usability evaluation metrics was similar between
studies utilizing questionnaire, user testing, and interview
methods, though studies using heuristics only measured Use-
fulness, Efficiency, and user Errors (Figure 4).

Description of quantitative results

Descriptive quantitative results from included studies are sum-
marized in Supplementary Table S9. The 5 studies which used

SUS as a method all achieved acceptable usability scores
(>67). The 5 studies which used TAM as a method achieved
mixed results, with 1 study demonstrating worse usability
than the existing system,40 and another study having different
usability depending on user group (physicians vs nurses).41

Both studies which used NASA TLX to measure mental effort
found it was acceptably low, with 1 study stating that per-
ceived workload was comparable whether the app was used
or not.38 Of the 2 studies which employed the TRI, 1 found
no difference based on demographics, and 1 found that
younger users were more ready for the technology.60 Of the 3
studies which employed Nielsen’s Heuristics, 2 identified
usability issues in each of the 10 design heuristics
categories.71,72

Qualitative results synthesis

Themes of usability-related barriers to adoption included:
external issues, hardware issues, input problems, output prob-
lems, poor software navigation, poor user interface design,
user barrier, and user emotion or experience (Table 3). A
higher proportion of codes (of barriers and facilitators to
adoption) were generated by interviews and heuristics evalua-
tion methods, than questionnaire or user testing methods
(Table 3). Themes of usability-related facilitators of adoption
included: automaticity, user interface design, efficiency, feasi-
bility, learnability, patient benefit, trustworthiness, ease of
use, usefulness, and user experience (Table 4). A more com-
plete identification of themes (of barriers and facilitators to
adoption) occurred when included studies used interviews
and heuristic evaluation, compared to user testing or ques-
tionnaire (Table 4).

Figure 4. Usability metrics evaluation in the included studies, presented as the number of metrics use in studies using each method. Ordered from most-

commonly used on the left, to least commonly used on the right.
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DISCUSSION

The standardized framework for defining usability (ISO) was
established in 1998, and updated in 2018 (ISO 9241-11:2018).9

Despite this, the majority of included papers in this review dem-
onstrated deviation in the definition of usability used. Impor-
tantly, this standard does not describe specific methods of
design, development, or evaluation of usability. Nevertheless,
differing definitions of usability likely contributed to the evidence
generated from this systematic review, which revealed that a
wide range of metrics and methods are used to assess usability of
mobile CDSSs. Researchers favored evaluation metrics, including
efficiency, user errors, usefulness, and satisfaction over measures
such as effectiveness, learnability, and memorability. Qualitative
evidence synthesis including thematic analysis identified that
more codes and themes were generated from studies utilizing
interview and heuristic evaluation, than studies which employed
user testing or questionnaires to assess usability of CDSSs. Syn-
thesis of quantitative results was not attempted, due to the multi-
ple different methods used (validated and nonvalidated) to
measure usability quantitatively across included studies.

Implications

There are 5 main implications of this study. Firstly, the study
reveals that a plethora of approaches are evident, which

suggests that comparison of usability metrics between different
CDSS is inherently difficult and could contribute to confusion
and misunderstanding when attempting to understand the
value of these tools to practitioners, patients, and health sys-
tems. The lack of consistency in evaluating the usability of
CDSS is a material problem for the field. In particular, the
quantitative approaches used by included studies were so
diverse that no meaningful data synthesis could be made. There
is a dire need for a standard approach to quantitative analysis
on the usability of CDSS. There are multiple validated method-
ologies in current use.73 The best solution likely involves a
combination or amalgamation of commonly used methodolo-
gies, focusing on those with few items and high reliability.73

Secondly, nearly half of included studies evaluated usability
using a purely quantitative approach, even though a mixed
methods approach may reduce bias.10 A mixed methods
approach might elicit more complete and useful information
when evaluating the usability of CDSS.10 However, like quan-
titative approaches, a plethora of methodological approaches
to qualitative analysis exist for the evaluation of usability of
CDSS, which makes between-study comparison challeng-
ing.74 Identifying consistent and shared themes across studies
would be more achievable if description and approach of
qualitative methodology were explicitly stated.74

Table 3. Qualitative evidence synthesis of included studies (n¼ 13/23): usability-related themes and codes of barriers to adoption, by usability method

category

Themes Q U I H Codes Q U I H

External issues 0 0 3 1 External issues 0 0 3 1
Hardware issues 0 3 5 1 Hardware issues 0 3 5 1
Input problems 4 6 37 24 Difficult tasks 0 0 2 2

Inaccurate results 0 1 3 0
Instructions unclear 1 1 11 9
Mismatch with reality 0 1 2 2
Not automated 1 0 0 1
Not efficient 1 3 7 1
Not enough information 1 0 2 4
Not incorporating standard practices 0 0 1 2
Not intuitive 0 0 9 3

Output problems 0 1 10 10 Interrupting workflow 0 1 2 1
Minimizes group situational awareness 0 0 0 1
Not clinically useful 0 0 2 3
Not updating user 0 0 2 5
Recommendations unclear 0 0 4 0

Poor software navigation 1 7 8 3 Poor software navigation 1 7 8 3
Poor user interface design 4 5 16 15 Poor user interface design 3 5 14 11

Information overload 1 0 1 1
Poor formatting 0 0 1 3

User barrier 2 10 29 6 Impact on other patients 0 0 1 0
Lack of familiarity 0 4 8 1
Medico-legal concern 0 1 0 0
Need for training 0 1 5 0
Not used as intended 1 0 1 1
Patient not willing 0 0 3 0
User mistakes 1 4 11 4

User emotion or experience 0 0 14 3 Fear to use 0 0 2 0
Frustration when using 0 0 3 1
Hesitancy towards CDSS 0 0 1 1
Not understanding instructions 0 0 5 1
Purpose needs explaining 0 0 2 0
Uncomfortable when using 0 0 1 0

Total themes identified 4 6 8 8 Total codes identified 11 32 122 63
Themes missed 4 2 0 0 Codes missed 24 21 3 9
Proportion identified (n¼8) 50% 75% 100% 100% Proportion identified (n¼33) 27% 36% 91% 73%

Q: questionnaire; U: user testing; I: interview; H: heuristic evaluation studies.
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Thirdly, many CDSSs were designed in ways which ham-
pers their usability. A universal problem with the design of
CDSS for mobile use is any reliance on user input, which may
be an important fatal flaw for healthcare emergencies.
Though studies evaluated mobile CDSSs which were designed
for different conditions in multiple emergency settings, most
required information to be input manually. Manual informa-
tion input is a known barrier to usability, and is likely to be
particularly burdensome to the end user during clinical emer-
gencies.19–21 This study has identified that only a minority of
included studies demonstrated any form of automatic data
entry system for mobile CDSS, with most utilizing manual
checkbox inputs. Automation of CDSS was associated with
improved clinical outcome.75 Ideally, CDSSs input data auto-
matically in real-time, reducing disruption to clinician work-
flow, and allowing timely CDSS output.76,77 Physicians make
better decisions when they do not have to input the informa-
tion first, but only integrate available information.78

Therefore, automation of data entry should be a focus for
future CDSS if they are going to improve their likelihood of
implementation and use in emergency settings.

Fourthly, we found divergence with regard to output, with
the majority of tools offering a recommendation or specific
treatment to clinicians, and a minority providing risk infor-
mation. The benefits of CDSSs which provide clear recom-
mendations is that they may be easier for clinicians to action
than risk information, and therefore increase uptake of
CDSSs.77 One study demonstrated that CDSSs which pro-
vided a recommendation rather than simply an assessment
improved clinical outcome.75 However, some treatment deci-
sions may be based on factors which cannot be accounted for
by the CDSS. Thus, by providing a recommendation, the
CDSS is in danger of “overstepping” its bounds, into the
realm of decision-making instead of decision support. This is
a contentious area, which may also have medico-legal impli-
cations if patients come to harm after a clinician provides

Table 4. Qualitative evidence synthesis of included studies (n¼ 13/23): usability-related themes and codes of facilitators of adoption, by usability method

category

Themes Q U I H Codes Q U I H

Automaticity 0 0 6 5 Automatic functioning 0 0 6 5
User interface design 5 2 13 7 Ability to correct mistake error 0 0 0 2

Clear design 1 0 1 2
Few problems 2 1 1 1
Good design 2 1 3 1
Good internal (app) flow 0 0 1 0
Simple design 0 0 4 0
Familiarity with technology 0 0 2 1
Size and shape of device 0 0 1 0

Efficiency 1 2 7 1 Time efficiency 1 2 7 1
Feasibility 0 0 4 3 Feasible to implement 0 0 2 0

Minimally disruptive to work flow 0 0 2 3
Learnability 0 2 2 0 Learnability and intuitiveness 0 2 2 0
Patient benefit 0 0 2 0 Patient benefit including noninvasive 0 0 2 0
Trustworthiness 1 1 15 5 Improves safety 0 0 3 2

Accuracy 0 1 7 1
Improves trust 0 0 2 2
Multiple types of people approve 0 0 1 0
Thoroughness systematic 1 0 2 0

Ease of use 5 0 7 0 Comforting 1 0 0 0
Convenience 1 0 0 0
Easy to use 3 0 7 0

Usefulness 3 0 28 8 Adds knowledge 0 0 2 1
Help diagnosis 0 0 7 2
Helpful for communication 0 0 2 1
Helpful for inexperienced clinicians 2 0 0 1
Helpful for work 0 0 6 0
Important information prominent to user 0 0 0 3
Improves assessment 0 0 3 0
Improves patient management 0 0 2 0
Leads to increased demand for services 0 0 1 0
Reduces paperwork 0 0 1 0
Useful 1 0 3 0
Useful in other contexts 0 0 1 0

User experience 0 0 13 0 Novelty of technology 0 0 3 0
Practice and instruction 0 0 4 0
Good user experience 0 0 1 0
Preference compared to current method 0 0 2 0
Word of mouth positive 0 0 1 0
Would use again 0 0 2 0

Total themes identified 5 4 10 6 Total codes identified 15 7 97 29
Themes missed 5 6 0 4 Codes missed 30 35 5 24
Proportion identified (n¼8) 50% 40% 100% 60% Proportion identified (n¼40) 25% 13% 88% 40%

Q: questionnaire; U: user testing; I: interview; H: heuristic evaluation studies.
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treatment based on an inaccurate or inappropriate CDSS rec-
ommendation. These medico-legal issues become more perti-
nent for recommendations which are more directive,2,3,79,80

though remains a topic of keen interest and debate.3,81

Fifthly, studies which have evaluated CDSSs designed for
nonemergency settings, rather than healthcare emergencies,
used similar usability methods but different usability metrics.
Usability methods were similar between studies included in a
recent systematic review (primarily nonemergency settings),
and studies included in our review (emergency settings), includ-
ing questionnaires (78% in nonemergency settings vs 87% in
emergency settings), user testing (86% vs 74%), interviews
(20% vs 26%), and heuristics evaluations (14% vs 13%).10

Conversely, the proportion of studies evaluating usability met-
rics differed depending on setting, including usefulness (39% in
nonemergency setting vs 65% in emergency settings), user
errors (31% vs 61%), learnability (24% vs 48%), and memo-
rability (2% vs 9%). More studies evaluated satisfaction (75%
vs 57%) and effectiveness (61% vs 39%) of CDSS in the none-
mergency setting compared to the emergency setting, and a
similar proportion evaluated efficiency (63% vs 65%).10 That
researchers evaluated different metrics may denote differences
in end-user priorities based on setting. For a CDSS to be used
in emergencies, it must be useful compared to other competing
priorities,6 have a low propensity for user errors given the
user’s cognitive load,82 and be easy to use, learn, and remem-
ber.6,82 Automatic data entry may reduce user errors,75–78 and
more directive recommendations may be easier to apply cogni-
tively than risk percentages alone.75,77 In clinical emergencies,
clinicians are focused on the patient’s immediate care needs.
Consequently, using a CDSS in this setting may be more prone
to user error than in the elective setting. While measuring user
errors in the evaluation stage is important, ensuring CDSS
design and development follows best principles of user interface
design is key to reducing the propensity for user errors in the
first place. However, the heterogeneity of usability metrics eval-
uated in studies provides an impetus for a more standardized
approach so that studies can be meaningfully compared,
regardless of setting.

Similar literature exists which corroborates our findings
regarding user errors, effectiveness, and efficiency. A user
error is defined as either a slip (unintended action with correct
goal; ie, misspelling an email address), or a mistake (intended
action with incorrect goal; ie, clicking on an un-clickable
heading), and can highlight interface problems.83 Effective-
ness (or “success”) is defined as the number of successfully
completed tasks or the percentage of correct responses; while
efficiency is the time taken, or number of clicks required, to
complete a task.10 In the same systematic review as above,
focusing on usability metrics within usability evaluation stud-
ies, 31% of studies measured user errors.10 These included 23
different user error measurement techniques, while the num-
ber of user errors or percentage of user errors were most fre-
quently reported. Conversely, effectiveness was measured in
61% of studies, and efficiency measured in 63% of studies.
The study concluded that there are multiple methods to evalu-
ate usability, each with benefits and deficiencies. To mitigate
these and provide the most complete usability evaluation, a
combination of multiple methods is advised.

Limitations

There are several limitations to this review. First, while we
provided a synthesis of the qualitative results provided by

included studies, it was impossible to synthesize the quantita-
tive data in a meaningful way due to their heterogeneity. Fur-
ther, while the qualitative analysis was conducted using a
robust method,32 and framework,31 synthesizing qualitative
results from studies with heterogeneous designs may produce
unreliable results. Second, while it is recognized that a
description which weighted usability methods to determine
which methods are better would be desirable, this was not
our aim. Rather, we provided a descriptive summary of quan-
titative outcomes achieved, and synthesis of qualitative
results, to highlight the relative benefits of different methodo-
logical approaches to usability evaluation, with regards to the
ability of each method to identify barriers and facilitators to
CDSS adoption. Structural differences in study methodology
will have impacted results, such that questionnaires and user
testing studies often did not allow open responses to elicit
additional user input, resulting in comparatively more quali-
tative information from interview and heuristic evaluation
studies. Third, the narrow search criteria did not account for
recent technical developments, including the rapid pace of
CDSS utilizing machine learning and artificial intelligence.
Accordingly, though the review protocol included a goal to
determine trends over time in healthcare decision support in
emergencies, including how statistical or computational com-
plexity and devices have changed over time, our search
yielded studies which demonstrated little variation in either of
these parameters. This question may be best answered by a
scoping review or narrative literature review. The authors
considered Google Scholar as a search engine in order to
broaden the review’s inclusion, but decided against it due to
evidence reporting its imprecision as a systematic search
engine.84,85 Fourth, studies were not excluded based on
assessed quality, and 5 did not use validated methods to assess
usability. However, the authors preferred a “real-world” eval-
uation of available literature. Fifth, this paper evaluates meth-
ods and metrics of usability of CDSSs which were largely in
development and feasibility stages, with only a small minority
in the evaluation or implementation stages. Therefore, results
may be less generalizable to studies which evaluate usability
of CDSS in later stages, including implementation and
adoption.

CONCLUSION

Usability evaluation of mobile CDSS in medical emergencies
is heterogeneous. Studies evaluated multiple aspects of
usability in a variety of study designs. More questionnaires
and user testing studies were conducted than interviews and
heuristics evaluations. However, interviews and heuristic
evaluations identified a greater proportion of the usability
issues than did questionnaire and user testing studies. The
findings have future research implications on both the design
of CDSSs and the evaluation of their usability. Developers
should acknowledge that automatic data input into a CDSS
may improve its usability, and that outputs which provide a
clinical recommendation may be controversial. When plan-
ning CDSS usability evaluation studies, developers should
consider multiple methods to comprehensively evaluate
usability, including qualitative and quantitative approaches.
Researchers should apply a more standardized approach to
usability evaluation in mobile CDSS while considering the
context and workflow.
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