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People readily and automatically process facial emotion and identity, and it has been reported that these cues
are processed both dependently and independently. However, this question of identity independent encoding
of emotions has only been examined using posed, often exaggerated expressions of emotion, that do not
account for the substantial individual differences in emotion recognition. In this study, we ask whether
people’s unique beliefs of how emotions should be reflected in facial expressions depend on the identity
of the face. To do this, we employed a genetic algorithm where participants created facial expressions to
represent different emotions. Participants generated facial expressions of anger, fear, happiness, and sadness,
on two different identities. Facial features were controlled by manipulating a set of weights, allowing us to
probe the exact positions of faces in high-dimensional expression space. We found that participants created
facial expressions belonging to each identity in a similar space that was unique to the participant, for angry,
fearful, and happy expressions, but not sad. However, using a machine learning algorithm that examined the
positions of faces in expression space, we also found systematic differences between the two identities’
expressions across participants. This suggests that participants’ beliefs of how an emotion should be reflected
in a facial expression are unique to them and identity independent, although there are also some systematic
differences in the facial expressions between two identities that are common across all individuals.
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Faces convey important social information including identity
(Bruce & Young, 1998), emotional state (Adolphs, 2002; Michalek
et al., 2022), age (Awad et al., 2020; Clifford et al., 2018), and
even trustworthiness (Todorov et al., 2008). However, it remains
unclear whether these facial cues are processed together as a holistic
unit, or separately and recombined at a later stage of processing. For
example, traditional models of face perception suggest that identity
and expression are processed independently (Bruce & Young, 1986).
These models are supported by behavioral evidence that the familia-
rity of a face does not affect expression matching (Bruce, 1986;

Young et al., 1986), and that expression processing is unaffected in pro-
sopagnosia, a disorder that impairs identity recognition (Duchaine et al.,
2003). Using brain imaging, several studies found that a region of the
fusiform gyrus (the fusiform face area [FFA]) selectively responded
to changes in identity, while a region in the superior temporal sulcus
(STS) responded to changes in expression (Andrews & Ewbank,
2004; Eger et al., 2004), consistent with the proposal of a modular sys-
tem of processing, with identity processed in the FFA, and expression in
the STS (Haxby et al., 2000). However,more recent neuroimaging stud-
ies using multivariate analysis have challenged the suggestion of
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dissociable processing of identity and expression, with evidence that the
FFA also represents expressions (Fox et al., 2009; Kawasaki et al.,
2012; Murray et al., 2021; Sormaz et al., 2016; Wegrzyn et al., 2015;
Zhang et al., 2016) and the STS also represents identity (Fox et al.,
2009; Tsantani et al., 2019). More recent attempts to reconcile these
results have proposed that faces may be represented both along dimen-
sions that code identity and expression independently, as well as along
common dimensions that encode both attributes together (Calder &
Young, 2005; Rhodes et al., 2015).
Behavioral evidence for an interaction between representations of

identity and expression comes from studies using adaptation para-
digms. In these paradigms, sensory adaptation to stimuli can bias
the perception of new ambiguous test stimuli away from the adapting
stimulus. It is suggested that these perceptual changes (aftereffects)
reflect changes in the activity of the neural populations that encode
the stimuli (e.g., Georgeson, 2004). Such paradigms have been
used to probe representations of identity and expression. For exam-
ple, people perceive a particular identity (e.g., “Jim”) in a test face
after they have adapted to faces containing opposite features to the
target identities (e.g., “antifaces”; Leopold et al., 2001). Similarly,
adaptation to sad faces can result in neutral faces appearing happy
(Webster et al., 2004). These results show that adaptation is a pow-
erful tool to examine identity and expression representations.
Rhodes et al. (2015) used adaptation to measure expression and

identity aftereffects (i.e., the change in perception of expression
and identity following adaptation) and found that the magnitude of
the two effects was positively correlated, suggesting that faces
may be represented within a common space that encodes both
expression and identity. Several studies since have probed this
directly by examining whether adaptation to a given expression
depends on the adaptor and test being faces of the same identity.
The expectation is that if identity and expression are encoded inde-
pendently of each other, there should still be an aftereffect with dif-
ferent test and adaptor identities. Interestingly, most studies found
that expression aftereffects persisted, although the magnitude of
the aftereffects was significantly reduced when using different iden-
tities between adaptor and test (Campbell & Burke, 2009; Ellamil
et al., 2008; Fox & Barton, 2007; Skinner & Benton, 2012; Song
et al., 2015). This has been interpreted as evidence for two types
of neural populations involved in the coding of facial expressions;
one that encodes expressions independently from identity informa-
tion (i.e., a neural representation of expression that is invariant to
identity), and another population that is dependent on identity infor-
mation (Campbell & Burke, 2009; Fox & Barton, 2007). To account
for this, it has been suggested that there may exist an initial stage of
visual processing that jointly encodes identity and expression, fol-
lowed by further stages of (separate) processing of expression and
identity (Palermo et al., 2013, 2018; Rhodes et al., 2015). An initial
stage of visual processing that encodes multiple facial attributes
could also account for the fact that the perception of expression
can be affected by other facial attributes, such as age, race, and gen-
der. For example, faces with a darker skin tone, or more masculine
features, are more readily perceived as angry than faces with lighter
skin or more feminine features (Adams et al., 2015; Becker et al.,
2007; Hugenberg & Bodenhausen, 2003). The suggestion of an ini-
tial stage of joint processing of facial cues, including identity, is con-
sistent with the seemingly contradicting neuroimaging evidence for
both dissociable (Andrews & Ewbank, 2004; Winston et al., 2004)
and overlapping (Baseler et al., 2014; Fox et al., 2009; Ganel

et al., 2005; Xu & Biederman, 2010) representations of identity
and expression within the face processing network.

One difficulty in reconciling some of the above studies is that most
use stimuli of posed, stereotypical expressions that do not reflect the
types of facial expressions we naturally encounter. We recently
found considerable individual differences in people’s representa-
tions of emotions which reflect how they think an emotion should
be reflected in a facial expression. Importantly, these individual dif-
ferences in emotion representations accounted for differences in
their performance on subsequent emotion recognition tasks
(Binetti et al., 2022). It is possible therefore that the results of the pre-
vious behavioral and neuroimaging experiments may have probed
common representations of posed, stereotypical expressions which
may not often match the unique representations held by the per-
ceiver. Therefore, it is important to account for individual differ-
ences in expression recognition when examining whether identity
and expression are processed independently.

We recently developed and validated, a genetic algorithm (GA)
toolkit that allows users to create photorealistic facial expressions
that they believe correspond to a given target emotion (Binetti
et al., 2022; Carlisi et al., 2021; Roubtsova et al., 2021). The GA
controls changes in facial stimuli by manipulating a set of 149
weights on facial features of a computer avatar, which are evolved
over several iterations to converge on the set of weights that repre-
sents an expression tailored to the individual. These expressions,
therefore, exist as points within an expression space (where each
dimension corresponds to the weight given to facial features), and,
like previous research using an expression space (e.g., Jack et al.,
2012; Skerry & Saxe, 2015), can serve as proxies for how the partic-
ipant internally represents expressions of emotion. In the present
study, participants evolved facial expressions rendered onto two dif-
ferent identity avatars, to determine whether their representations of
emotions differed when generated on the two different identity faces.
Since the GA toolkit results in expressions that are defined by 149
weights, we can quantify the extent of independence by directly
comparing the weights between the two identity faces created for
the same emotion.

Method

Participants

Eighty-five participants took part in this study, either online or in-
person (N male= 34, N female= 50; N online= 54, N in-person =
31; Mage= 26.20 [SD= 9.60]; mean years of education= 14.77
[SD= 3.19]). Based on simulations in Binetti et al. (2022), we estab-
lished that a sample of 40 participants was sufficient to replicate (with
respect to the emotional representations) the distribution of 350 par-
ticipants. That is, 40 participants capture the variability within the
population for emotion representations. However, as we were unsure
of the variability there might be within a participant for different
faces, we aimed to test 100. No exclusions were applied. We have
previously demonstrated that the data acquired using the GA tool
do not differ if collected online or in-person (Binetti et al., 2022;
also in the online supplemental materials). Demographic data is miss-
ing for one (online) participant. Online participants were recruited via
Prolific and completed the GA task through Google’s remote access
client while liaising with the experimenter through the Prolific mes-
saging system, and were paid £7.44 p/h. In-person participants were
recruited from the QMUL participant pool (via the SONA system;
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www.sona-systems.com) and took part in exchange for course cred-
its. This study was approved by the QMUL ethics board
(QMERC2019/81), and participants provided written consent. We
report how we determined our sample size, all data exclusions (if
any), all manipulations, and all measures in the study.

GA Task

Participants evolved facial expressions representing the emotions
of anger, fear, happiness, and sadness with our GA toolkit, using two
different identity avatars (one male and one female) in a counter-
balanced order. Details of the task procedure can be found in
Binetti et al. (2022), and technical details for the underlying algo-
rithm can be found in Roubtsova et al. (2021). Briefly, participants
were given a target emotion, and used the toolkit to evolve expres-
sions to resemble what they think the expression for the target emo-
tion should look like (their “emotion representation”). Participants
evolved the faces using a GA procedure over eight iterations (i.e.,
with seven evolutions in the algorithm) per emotion and identity,
to converge on a final expression that the participant believes best
displays the target emotion.
On the first iteration, participants viewed 10 random expressions

(displayed by the same identity) on the screen, and were instructed to
select the faces that they believed displayed the expressions resem-
bling the target emotion, with no constraints on the number of selec-
tions (other than they had to choose at least one face). We note that
the final expression that a participant converges on does not depend
on the expressions shown in the first iteration (Binetti et al., 2022).
After their selection, the participant indicated which of the selected
faces best matched the target emotion. After each iteration, the
selected expressions were evolved by the GA via processes of selec-
tion, crossbreeding, mutation, and replacement (Roubtsova et al.,
2021), so that on the next iteration participants viewed new expres-
sions that resulted from evolution of the selected expressions on the
previous iterations.
The expressions displayed on the faces were controlled by manip-

ulating a set of 149 “blendshape” weights. Manipulation of the
blendshapes controls the position of the vertices of the three-
dimensional mesh on which the texture of the avatar is displayed,
thereby manipulating the position and shape of the facial features
in the displayed expression. Importantly, while there were differ-
ences in the morphology of the two identities, the manipulation of
the blendshape weights had a consistent effect on the expressions
displayed by the two identities (Roubtsova et al., 2021). The GA
takes the vectors of blendshape weights for the selected expressions
on a given iteration and “breeds” them to generate the vectors of
blendshapes that characterize the expressions displayed in subse-
quent iterations.
Forty-one of the blendshapes approximately correspond to facial

movements defined by the Facial Action Coding system (FACs),
and these 41 were the blendshapes used within the subsequent analy-
ses. The remaining blendshapes controlled the symmetrical move-
ment of the core 41 blendshapes, acted as “corrective” blendshapes
controlling combinations of movements to ensure realistic facial
actions, and were blendshapes that controlled head movement and
gaze direction. For the purposes of the current study, the task enforced
symmetry between the blendshapes on the left and right sides of the
face, and the head and gaze position were fixed. On the final iteration,
participants indicated which face was the best match to the target

emotion they were creating, and we called this their “preferred expres-
sion.” As such, we acquired a point estimate for each of the four
expressions displayed by the two identities within the latent
expression-space, for each participant. This space encompasses a
range of plausible expressions, where each of the 41 dimensions cor-
responds to the weight of a particular facial action (as controlled by a
single blendshape)—a point at the originwithin this space represents a
neutral face. Importantly, this space is not constrained to prototypical
expressions, allowing participants to generate realistically plausible
expressions that may not match the posed expressions commonly
found within stimulus sets.

After completing the task for a given identity and emotion cate-
gory, participants were asked to rate on a scale of 1–7 how satisfied
they were that their final preferred expression matched the target
emotion they were trying to create. For participants that completed
the task in-person, screen size was 310× 174 mm and faces were
displayed in a window of size 165× 123 mm, where each face
was 25× 52 mm (subtending 3.97° at a viewing distance of
75 cm). An example trial is provided in Figure S1 in the online sup-
plemental materials.

Analysis

We analyzed the data at four different levels to examine how emo-
tion categories are represented on the different identity faces. Firstly,
we used machine learning to see if a classifier could determine the
identity of the face, within each of the four different emotion catego-
ries, based on the (final) preferred expressions created by partici-
pants. This analysis was conducted across participants, and so
examined the presence of any systematic differences in the represen-
tation of the two identities. Secondly, we examined within partici-
pants, whether their preferred expressions were independent of
identity, using representational similarity analysis (RSA) to measure
whether the (within-participant) representations of faces in expres-
sion space were clustered according to identity or emotion.
Thirdly, we examined whether the two identities for each emotion
category were represented in approximately the same parts of expres-
sion space for each participant, by comparing the within- and
between-participant distances between the two identities. Finally,
we examined systematic differences in the weights given to individ-
ual blendshapes for the two identities using paired sample compar-
isons. We used cosine distance of the weights of the 41 core
blendshapes to measure the pairwise similarity of faces as it provides
a reliable metric for high-dimensional sparse vectors such as the
blendshape representation (Roubtsova et al., 2021).

Between-Participant Analysis: Support Vector Machine
(SVM) Classification

We used a SVM to perform binary classification of the identity of
the face from the vectors of core blendshape weights, separately for
each emotion, using five-fold cross-validation to assess classification
accuracy. In five-fold cross-validation, data is randomly split into
five equal subsets, and classification accuracy for each (and every)
subset is tested after training the model using the four remaining sub-
sets. Overall classification accuracy of the model was determined by
calculating the mean accuracy for classifying the identity of the faces
across the five subsets of data. As SVMs are not scale invariant, the
training and testing data were independently normalized so that the
vector of weights for each blendshape had a mean of 0 and SD of 1.
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Hyperparameters (the kernel type [“radial basis function,” “poly-
nomial,” or “sigmoid”], the associated gamma, and regularization
parameter; C) for the final model were determined using five-fold
cross-validation to assess the classification accuracy for every combi-
nation of parameters. Candidate values for gamma and C were 30 log-
linear values ranging from 10−6 to 106. Permutation testing was used
to assess whether the classification accuracy was above chance by ran-
domly shuffling the class (i.e., identity) labels 1,000 times and repeat-
ing the cross-validation and classification procedure on each
permutation to simulate a distribution of classification accuracies
under the null hypothesis (i.e., that there is no dependency between
the data and the labels). The proportion of the permutations with clas-
sification accuracies higher than the accuracy obtained by the original
data was taken as the p-value, and we accepted an α level of .05. This
analysis was conducted using the “SVC,” “GridSearchCV,” and “per-
mutation_test_score” functions in the scikit-learn library for python
(scikit-learn.org). The full procedure was conducted separately for
each emotion.
As SVMs treat each data point as an independent observation, the

classification accuracy (and associated p-value) reflects the ability of
a model to detect any systematic differences between the vectors of
blendshape weights for the two identities across participants, while
ignoring any within-participant idiosyncrasies in emotion represen-
tation. If identity is classified above chance, it would suggest that
participants create faces that are systematically different depending
on the identity used.

Within-Participant Analysis: RSA

We examined whether the within-participant representations of the
different faces were clustered according to identity or emotion, using
RSA. RSA is a method for examining how the structure of represen-
tations within one multidimensional space relates to the structure of
representations in another space, and can be used to compare represen-
tational geometries with conceptual models (Kriegeskorte et al.,
2008). In RSA, matrices are constructed where the value in each
cell describes the similarity of two representations, either as observed
in the data or as suggested by a conceptual model. These matrices are
then statistically compared to assess howwell the pairwise similarities
as suggested by conceptual models can explain the similarities
observed in the data. In our case, we examined the extent to which
the representational structure of the different face categories can be
explained by a model where faces belonging to the same identity
are clustered together (identity–similarity), or a model where faces
belonging to the same emotion are clustered together (emotion–
similarity). To do this, for each participant, we computed the cosine
distance between the core blendshapes for every pair of faces and
created a representational dissimilarity matrix (RDM). Next, we con-
structed the two conceptual models (identity–similarity and emotion–
similarity) where pairs of faces with the same identity or emotion are
represented in the same space (cosine distance= 0) and pairs of faces
with a different identity or emotion are represented in a different space
(cosine distance= 1). Then, for each participant we performed multi-
ple linear regression using the two conceptual models as predictors of
the pairwise cosine distances, using the unique lower-triangle cells in
eachmatrix to avoid repeated pairwise cosine distances.We usedmul-
tiple linear regression to assess the extent to which each model
explains the variance in the cosine distances after controlling for
any variance shared with the other model. This allowed us to examine

whether any variance in the cosine distances is associated with the
similarity structure proposed by the identity model after controlling
for variance associated with the emotion model. Finally, one-sample
t tests were conducted using the regression coefficients across partic-
ipants, against the test value of 0 (i.e., the coefficient for a model that
accounts for no variance).

Within-Participant Analysis: Between-Identity
Representational Distances

To examine whether the representation of specific emotions
depends on face identity, we examined the difference between the
within- and between-participant distances between the two identities.
If emotions are represented independently of identity, we expect that
the cosine distance between one person’s preferred expressions using
the two identities (for the same emotion) should be smaller than the
cosine distance between any two people’s preferred expressions
using the two identities (for the same emotion). That is, we expect
that a participant’s two faces for a given emotion are closer to each
other in expression space, than they are to another participant’s
faces for the same emotion. We calculated every between-identity
cosine distance of the core blendshapes, both within- and between-
participants (Nwithin= 85;Nbetween= 7,140), separately for each emo-
tion. Figure 1 shows a two-dimensional (2D) visualization of the rep-
resentations of faces for three example participants, with the within-
and between-participant distances between the representations.

We calculated the true difference between the means for these two
sets of distances (i.e., how much smaller the mean of the within-
participant distances is than the mean of the between-participant dis-
tances), then performed a bootstrapping procedure to model the
null hypothesis that there is no difference between the within- and
between-participant distances. We did this by resampling with
replacement two new distributions of equivalent sizes (Nwithin= 85;

Figure 1
Representations of Faces FromThree Example Participants (A, B, and
C), Visualized in Two-Dimensional Space Using Multidimensional
Scaling

Note. Circles and + signs represent each identity. Solid lines represent
within-participant (between-identity) distances, and dashed lines represent
between-participant (between-identity) distances. For visualization pur-
poses, the axes represent Euclidean distance. See the online article for
the color version of the figure.
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Nbetween= 7,140) 100,000 times from the concatenated array ofwithin
and between-participant distances. On each iteration, the mean
difference between the resampled distributions was recorded. To
assess whether the true mean difference was larger than would be
expected by chance, we found the proportion of resampled mean dif-
ferences that were larger than the true difference, accepting an α level
of .05.

Within-Participant Analysis: Identity Blendshape Weight
Differences

To examine any differences between the identities in the specific
blendshape weights in the preferred expressions, we used paired-
samples Wilcoxon signed-rank tests to compare the vectors of
weights between the two identities for each of the core blendshapes,
across the four emotion categories. False discovery rate (FDR) was
controlled for with the Benjamini and Hochberg (1995) procedure.

Data Availability and Preregistration Statement

The GA toolkit is publicly available (https://osf.io/dyfau/), and
data from this study are available on the Open Science Framework
(OSF, https://osf.io/t7a3w/). This study was not preregistered.

Results

Figure 2 shows examples of five participants’ preferred expres-
sions for the emotion “angry,” displayed on the two identities.
This visualization suggests clear individual differences in preferred
expressions between participants that appear consistent within the
two different identities.

Participants reported high satisfaction with the expressions they
created (median rating= 6/7 for all emotions and identities; see
Table S1 in the online supplemental materials). These ratings
(after eight iterations of the GA) are comparable to the satisfaction
ratings provided by participants after 10 iterations (Binetti et al.,
2022), suggesting that the GA toolkit converged onto expressions
that participants believed represented the target emotion by the
eighth iteration.

Figure S2 in the online supplemental materials shows the averages
of the preferred expressions, created by averaging the weights of 149
blendshapes and rendering them onto the avatars with which they
were created. Figure S3 in the online supplemental materials
shows the preferred expressions of an example participant, with
each rendered onto both avatars to visualize how a given set of blend-
shape weights appears on each identity.

To visualize any clustering of the faces in expression space,
Figure 3 plots the similarity structure of all faces using multidimen-
sional scaling (MDS), where the distances in 2D space approximate
the distances between the points in high-dimensional space. For the
visualization, we used Euclidean distance between vectors of core
blendshape weights instead of cosine distance, as it allows for the
distance of each face from a vector of zeros (i.e., a neutral face) to
be calculated, in addition to the distances between face pairs. The
resulting 2D X–Y coordinates of the neutral face were subtracted
from the X–Y coordinates of the other faces, to center the origin of
the figure on the neutral face (where all blendshapes are set to 0).
While there are individual differences in the preferred expressions,
there is also clear clustering of the different emotion categories,
with happy faces particularly distinct from the negative emotion
clusters, consistent with Binetti et al. (2022).

Figure 2
Examples From Five Participants of Their Preferred Expressions for Anger Displayed by the Two
Identities

Note. See the online article for the color version of the figure.

IDENTITY-INDEPENDENT REPRESENTATION OF EMOTION 5

https://osf.io/dyfau/
https://osf.io/dyfau/
https://osf.io/t7a3w/
https://osf.io/t7a3w/
https://doi.org/10.1037/emo0001274.supp
https://doi.org/10.1037/emo0001274.supp
https://doi.org/10.1037/emo0001274.supp


Between-Participant Analysis: SVM Classification

We used SVMs to classify the identity of the faces from the vectors
of blendshape weights across participants, separately for each emo-
tion. Classification accuracy was calculated, and permutation testing
was used to assess whether this accuracy was higher than could be
expected by chance (accuracy of 0.25). Results showed that SVMs
classified the two identities above chance for all emotion categories
(angry: mean accuracy= 0.588, p= .021; fear: mean accuracy=
0.624, p= .006; happy: mean accuracy= 0.606, p= .015; sad:
mean accuracy= 0.600, p= .004), suggesting that there is some con-
sistent between-participant signal in the blendshape weights that dis-
tinguishes the two identities.

Within-Participant Analysis: RSA

We used RSA to assess whether the within-participant positions of
the different face categories in expression spacewere clustered accord-
ing to identity or emotion. Two conceptual models were constructed:
in the first, faces belonging to the same identity are represented in the
same space, independent of emotion (identity model), and in the sec-
ond, faces belonging to the same emotion are represented in the same
space, independent of identity (emotion model). These models were
used as predictors of the pairwise cosine distances for each participant,
and a one-sample t test (one-tailed) was used to examine whether the
mean of the distributions of regression coefficients for each of the
models was greater than zero. Figure 4 shows the mean RDM across
participants, and the two conceptual models. The coefficients for the
emotion model were greater than zero, mean β= 0.152, t(84)=
16.60, p, .001, whereas they were not greater than zero for the iden-
titymodel, mean β, 0.001, t(84)= 0.05, p= .519. This suggests that
the similarity of pairs of faces as defined by the emotion category pre-
dicts the representational similarity (after controlling for the similarity
as defined by the identity), and that the position of faces in represen-
tational space is determined more by emotion than identity.

Within-Participant Analysis: Between-Identity Distances
in Expression Space

We examined whether participants represent the two identity
faces in a similar expression space, relative to other participants,
by assessing whether the within-participant distances were smaller
than the between-participant distances. We used bootstrapping to
assess whether the difference between the means of these distances
was larger than could be expected by chance. We found that the true
mean difference was larger than could be expected by chance (i.e.,
that the within-participant distances were smaller than the between-
participant distances) for angry faces (within= 0.623, between=
0.669, p= .003), fearful faces (within= 0.622, between= 0.661,
p= .011), happy faces (within= 0.575, between= 0.612, p= .017),
but not sad faces (within= 0.616, between= 0.638, p= .101).
These results suggest that, for angry, fearful, and happy faces, the
two faces created by a given participant are closer to each other
than they are to the faces created by other participants. The average
within- and between-participant distances, and the distributions of
mean differences between the resampled arrays of within- and
between-participant distances are presented in Figure 5 for each
emotion, with the orange line representing the true within/between
mean difference.

Within-Participant Analysis: Identity BlendshapeWeight
Differences

Figure 6 plots the weights of the 41 core blendshapes used to cre-
ate the preferred expressions for each identity and emotion category,
shown for individual participants (top row) and averaged across par-
ticipants for each emotion category (bottom row). Initial visual
inspection supports the idea that participants used similar combina-
tions of blendshapes on the two identities for happy and sad expres-
sions, with more between-identity differences in the weights for
angry and fearful faces.

We then examined whether the weight assigned to each blend-
shape differed between the two identities. After correcting for mul-
tiple comparisons with FDR correction separately for each emotion,
only one blendshape showed a significant weight difference between
the two identities, for happy faces only. The “lower funneler” blend-
shape (approximately corresponding to the “lip funneler” action unit
in the FACS) was larger for the first identity (male) faces (0.077)
than the second identity (female) faces (0.012); W(84)= 245;
p(uncorrected), .001; p(FDR)= .006. All significant comparisons
(before correction) are reported in Table S2 in the online supplemen-
tal materials.

Discussion

Our aim was to examine whether individuals’ representations of
emotions (as reflected by their preferred expressions) were indepen-
dent of facial identity. To do this, we used our GA toolkit which
allows precise quantification of facial expressions to analyze peo-
ple’s preferred expressions in three different ways. We found that
while a classifier was able to broadly distinguish the two identities
between participants, individuals’ representations of emotions did
not depend on identity. Firstly, we used RSA to examine how the
within-subject structure of preferred expressions in expression-space
relates to the structure of representations proposed by two conceptual
models. This analysis showed that representations of faces belonging

Figure 3
Visualization of Preferred Expressions in Two-Dimensional
Space, Using Multidimensional Scaling

Note. N= 85 participants. The origin of the figure represents the position
of a neutral face relative to the positions of emotional faces. Scales on X and
Y axes represent Euclidean distance. See the online article for the color ver-
sion of the figure.
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to the same emotion category are clustered together, but faces
belonging to the same identity are not. Additionally, the dissimilarity
matrix showed that, of all pairwise comparisons, the closest dis-
tances were the four within-emotion between-identity distances.
Secondly, comparing the difference between the within-participant
and between-participant distances showed that expressions of
anger, fear, and happiness displayed by the different identities
were represented in a space that is unique to the individual, although
expressions of sadness were not. As identity was classified above
chance for sad faces, it may be that representations of the two iden-
tities displaying sadness lie in two separate spaces that are common
across participants. Finally, we examined whether there were differ-
ences in the weights of specific blendshapes between the two iden-
tities. We found only one comparison across the four emotion
categories with significant between-identity differences, where the
weight for the lower funneler (approximately corresponding to the
Lip funneler action unit) was larger for happy expressions displayed
by the male face than the female face. No other comparisons showed
significant between-identity differences, suggesting that the weights
of the specific blendshapes used to generate the expressions did not
differ between the two identities. The significant difference in the
weight of the lower funneler for happy faces suggests a consistent
difference in the representations of happy expressions displayed by
the two identities, but is not inconsistent with the result that partic-
ipants represent happy expressions displayed by both identities in a
space that is unique to them.
One point to consider is that our results might not reflect

identity-independent representations of emotion, but instead sex-
independent representations, since our two identity faces were of dif-
ferent sexes. Similar to the research surrounding the representation
of emotion and identity, some studies using adaptation paradigms
have reported representations of sex that are both dependent and
independent from emotion (Bestelmeyer et al., 2010; Jaquet &
Rhodes, 2008; Little et al., 2005). Considering the lack of a signifi-
cant difference between the within- and between-subject distances
for sadness, it might be the case that the manipulation of sex has a
larger effect on people’s unique representations of sadness than
the other emotions, and that solely manipulating identity (e.g.,
faces of the same sex), might produce a similar pattern of results
to the other emotions. Without testing multiple identities of the

same sex, we cannot disentangle the role of sex and identity. One
could replicate the study using avatars with multiple male and female
identities; if the classification of identity is above chance within the
same sex, it might suggest that the broad clustering of identity found
in this study was due to the manipulation of morphological features
rather than any involvement of higher-level social category represen-
tations. Alternatively, one could manipulate other social categories,
such as race and age, to investigate how the representation of these
categories might affect perceptual representations of expressions.

Another issue to consider is that these results might have occurred
due to the nature of the task itself. The GA task necessarily requires
participants to attend to the emotion rather than the identity. Given
the evidence that neural representations of identity and expression
within the face-processing network may depend on the task
(Cohen Kadosh et al., 2010), it may be possible that representations
of identity and expression were not probed to the same extent within
the GA task. If the task was to manipulate identities rather than
expression, we may have found expression-independent representa-
tion of identity.

Despite strong evidence of identity-independent representations
within individuals, therewere some systematic differences in the rep-
resentations of emotions displayed by male and female faces across
participants, as revealed by the SVM analysis and direct comparison
of the blendshape weights. One possibility for these systematic dif-
ferences could be the role of feedback processes from higher-level
conceptual representations. Rhodes et al. (2015) highlight that it
may be difficult to disentangle whether the representations of emo-
tions that have been probed in adaptation paradigms and imaging
studies reflect purely perceptual processes, or whether they are
shaped by postperceptual feedback from higher-level emotion pro-
cessing regions. Recent models of social perception put emphasis
on feedback processing from higher-level regions of the brain that
encode learned cultural knowledge of stereotype associations during
the processing of faces (Freeman & Johnson, 2016). Additionally,
some have reported a perceptual similarity of faces belonging to dif-
ferent sex and emotion categories (e.g., the perceived similarity of
angry faces andmale faces), and the similarity of the neural represen-
tations of those faces in the fusiform gyrus is explained by the sub-
jectively rated conceptual association of those categories (Barnett
et al., 2021; Stolier & Freeman, 2016). Other research showed that

Figure 4
Mean RDM Across Participants (Left) and Two Conceptual RDMs Modeling the Similarities From Identity (Middle) and Emotion (Right)

Note. A= angry; F= fearful; H= happy; S= sad; RDM= representational dissimilarity matrix. See the online article for the color version of the figure.
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people more readily perceive anger displayed by male faces and hap-
piness displayed by female faces (Becker, 2017; Becker et al., 2007;
Hess et al., 2004), suggesting a possible interaction between gender
stereotypes and emotion perception, that is measurable across partic-
ipants. It is possible, therefore, that the above-chance classification
of our two identity avatars across participants could reflect the
involvement of higher-level representations of learned stereotypes
surrounding sex and emotion on the unique representations of emo-
tions displayed bymale and female faces. An interesting question for
future research, therefore, could be to examine whether there is any

relationship between the structure of an individual’s representations
of emotional male and female faces, and the strength of the concep-
tual associations surrounding sex and emotion held by the individ-
ual. Should such an association exist, this would demonstrate the
role of higher-level social category representations on unique repre-
sentations of emotional faces held by individuals.

Alternatively, the systematic across-participant differences in the
preferred expressions in male and female faces might reflect some
compensation for sex differences in morphological features of the
face. One explanation for the facilitated perception of anger in

Figure 5
Histograms Showing the Mean Within- and Between-Participant Cosine Distances, With
Error Bars Representing Standard Error (Left), and Distributions of Mean Differences
From the Bootstrapping Analysis, for Each Emotion (Right)

Note. Vertical reference lines within each distribution indicate the true within/between difference.
See the online article for the color version of the figure.
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male faces and happiness in female faces is that there are morpholog-
ical cues shared by the sex and emotion categories that could affect
facial displays of emotion (Adams et al., 2015; Becker, 2017). For
example, both anger and masculinity are associated with greater
“angularity” of the face, and the manipulation of this cue can facil-
itate the perception of both attributes (Becker et al., 2007).
According to this account, the systematic across-participant differ-
ences in representations might simply reflect a consistent adjustment
of facial features in a given sex to compensate for morphological
cues that are not shared with the target emotion (e.g., adjusting fea-
tures of female faces to increase “angularity” for angry expressions).
It is worth noting that these two accounts are not mutually exclusive,
and given the proposed interaction between feedforward and feed-
back processes in person perception (Freeman & Johnson, 2016),
the consistent across-participant differences in emotion representa-
tions likely reflect both the matching of morphological features
and the involvement of higher-level social category representations.
To account for conflicting results, it has been suggested that there

is an initial stage of visual processing where identity and expression
are jointly processed, followed by independent systems in which
each attribute is encoded separately (Palermo et al., 2013, 2018;
Rhodes et al., 2015). Given that we report systematic across-
participant differences in the representation of emotions in male and
female faces, this could suggest a common identity-dependent pro-
cessing system, followed by identity-independent representations of
emotion within a system dedicated to processing expression alone
are unique to the individual. Future research could examine to what
extent these shared joint representations are shaped by learned higher-
level social category representations or by morphological cues.
There is growing evidence that conceptual knowledge influences

the perception of facial expressions (Brooks & Freeman, 2018;
Brooks et al., 2019; Murray et al., 2021). Our task involves partici-
pants associating a label (e.g., “fear”) with their conceptual knowl-
edge of the emotion, to guide their creation of facial expressions. It
is worth considering that these results might therefore reflect individ-
ual differences in the conceptual representations of different emotions.

The emotion category labels used in this experiment cover a wide
range of emotional experiences; for example, “anger” encompasses
emotions ranging from annoyance to rage, and it is likely that individ-
uals have unique interpretations of “anger” as an emotion. One study
found that people reliably report emotional experiences that are cap-
tured by 27 distinct categories (e.g., “amusement,” “nostalgia,” and
“awe”) when viewing emotionally evocative videos, which are more
subtle than the basic emotions used throughout emotion research
(Cowen & Keltner, 2017). It is possible, therefore, that the proximity
of the male and female preferred expressions belonging to each indi-
vidual might not reflect an identity-independent representation of
emotion, but rather representations of faces within a more subtle emo-
tion space. Future research could examine representations of expres-
sions relating to more fine-grained emotional experiences.

Relatedly, it is also worth noting that our design limits the data to a
single-point estimate per identity and emotion category. Constructivist
theories of emotion propose that a single emotion can be associated
with a range of expressions (Barrett et al., 2019), and people judge
a range of expressions as belonging to a given emotion category
(Kohler et al., 2004). It is worth considering that it may bemore appro-
priate to model unique representations of emotion as distributions
within an expression-space to encompass the range of expressions
that an individual associates with a given emotion, and future research
could examine whether these distributions are identity-independent.

We conclude that people’s unique representations of emotion are
likely independent of the identity of the face, although there may be
some systematic effects of identity on (population level) emotion
representations across participants. Further research is needed to
examine whether this clustering is the result of between-identity
morphological differences or due to any involvement of higher-level
conceptual representations of social categories.
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