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ABSTRACT 

 

Data scientists have emerged as the primary knowledge workers in the age of 

big data and AI. More research needs to focus on the actual work of data 

scientists in interacting with data. Data scientists are highly dependent on data, 

and data plays a significant role in shaping what data scientists do and who 

they are. The openness of data interpretation challenges data scientists to 

extract insights for their business clients. Therefore, this research focuses on 

studying the influence of the open-endedness of data on the data scientists’ 

work practices and occupational identity. This research aims to explain (1) how 

data scientists navigate the open-endedness of data to extract valuable 

insights and (2) how the open-endedness of data shapes their occupational 

identity. By conducting semi-structured interviews and participant observation, 

this research gains two key findings. First, data scientists navigate the open-

endedness of data by performing a validation process that consists of three 

phases: validating problems, validating data, and validating algorithms. In 

doing the validation, data scientists engage in the act of making judgements. 

Second, because of the need to constantly make judgements, there is a 

contradiction between the identity that data scientists enact and espouse. Data 

scientists espouse objectivity while enacting their subjective judgments. This 

research contributes to the literature about data scientists, particularly their 

work practice and occupational identity. 

 

Keywords: data scientists, work practice, occupational identity, data.
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CHAPTER 1  

INTRODUCTION 

 
 
1.1 The research motivation 

The proliferation of big data utilisation among organisations indicates the 

increasing interest in using data to support various business activities. 

Organisations invest more in gathering large quantities of data, analysing data, 

and gaining insights or values from data to create better decisions. In order to 

harness the benefits of big data, many organisations hire people with the skills 

to analyse and extract values from big data. This trend leads to the emergence 

of a new type of occupation in the analytics and data science sphere, namely 

the data scientist. Davenport and Patil (2012) claim that the data scientist 

profession is the “sexiest job in the 21st century.” It has made the demand for 

data scientists explode - data scientists' employment is expected to increase 

by 15 per cent by 2029 (U.S. Bureau of Labor Statistics, 2021). In order to 

extract insights and knowledge from data, data scientists are expected to 

master a combination of skills from different disciplines, such as computer 

science, mathematics, statistics, and business (Davenport and Patil, 2012). 

They must apply computational and mathematical methods to draw inferences 

from data to create value and improve business outcomes (Hamutcu and 

Fayyad, 2020).  

 

Despite the growing interest in this profession, little research has studied the 

work of data scientists as the professionals who extract meanings from data 
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and create, develop, modify and put the algorithms into use. Most data science 

studies have focused on implementing data science in various contexts 

(Waller and Fawcett, 2013; Engin and Treleaven, 2018; Spruit and Lytras, 

2018), but only a few studies focus on how data science is enacted in practice. 

Seaver (2017) calls to shift the studies about data science to focus more on 

the reality of extracting valuable insights or meaning from data. The process 

of doing data science offers much vagueness that challenges data scientists 

to perform their work. Several popular industry frameworks illustrate what data 

scientists do to analyse patterns in data and extract values from data, for 

instance, the CRISP-DM (Cross-Industry Standard Process for Data Mining) 

framework. However, borrowing the term by van der Aalst (2014, pp. 11–12), 

there are a lot of “unknown unknowns” or “things we do not know we do not 

know” in the process. In other words, those frameworks cannot explain the 

actual work practices of data scientists to overcome the challenges of doing 

data science. 

 

Data scientists are challenged by the vagueness of data in their work practice 

in extracting insights from data (Saltz and Grady, 2017). Data interpretation is 

open-ended (Monteiro and Parmiggiani, 2019), which means the work of data 

scientists is constantly open to changes. Several studies have started to pay 

more attention to this and offer insights to study vagueness in working with 

data. For example, some scholars have shown that data is a product of the 

construction of human interpretation (Lupton, 2015; Feinberg, 2017; Veel, 

2018; Alaimo and Kallinikos, 2020). Humans’ interpretation of the data can 

always be changed, which brings vagueness to the process of extracting 
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insights from data. The meaning of data is contextual so that the meaning can 

be obsolete, irrelevant, and inconsistent. In this kind of condition, data 

scientists need to make judgements to overcome the vagueness (Tanweer, 

Fiore-Gartland and Aragon, 2016; Pink et al., 2018). The vagueness and 

uncertainty of data make the work practices of data scientists messy and hard 

to scrutinise (Seaver, 2017). Studying the open-endedness of data by linking 

it to studies about work and occupational identity can become a helpful lens in 

demonstrating what data scientists do to navigate the vagueness of data.  

 

Data scientists also face another challenge regarding how they define their 

occupational identity. Many companies see data scientists as technical people 

who can reap knowledge from data to help companies make better rational 

decisions (Cote, 2021) however, their expected work and roles are not well-

defined and standardised (Bowne-Anderson, 2018). Companies employ data 

scientists and create job descriptions based on their understanding of the field. 

Some companies think that data scientists can solve all business problems 

with data. Some think data scientists’ tasks include all actions involved in 

deriving insights from data which overlaps the work of data analysts, data 

engineers, and BI analysts. At the same time, others think that data scientists 

only build machine learning and AI models. Data scientists are likewise 

learning their craft independently, frequently feeling that their work does not 

meet their expectations (Grootendorst, 2021). There is a misalignment of 

expectations about data scientists’ jobs between data scientists and 

companies (Day, 2021). Data scientists face difficulties in creating and 

maintaining an occupational jurisdiction which makes them have unclear ideas 



 
 

4 

about the authority over their tasks (Bechky, 2003). Data scientists need to 

work around the legitimacy of their work. From the practitioners’ point of view, 

hiring data scientists is not enough to successfully gain benefits from applying 

data science. Organisations need to understand data scientists as their talents 

to attract them and leverage their potential strategically (Davenport and Patil, 

2012). Data scientists’ occupational identity challenge hinders organisations 

from leveraging data scientists’ full potential.  

 
This study focuses on how the open-endedness of data can help enrich the 

understanding of data scientists' work and occupational identity. IS scholars 

are paying more attention to understanding data occupations that play an 

important role in doing knowledge work regarding AI adoption (Lebovitz, 

Lifshitz-Assaf and Levina, 2022; Waardenburg, Huysman and Sergeeva, 

2022). Studying the effect of big data and AI on occupations is becoming more 

critical because more occupations will emerge in response to, and be affected 

by, those technologies. Understanding data scientists’ work and occupational 

identity can be the step to leveraging the potential of data workers. As Ashcraft 

(2007) explained, understanding occupational identity is important to observe 

how the members of an occupation become successful in their careers. 

Organisations can gain insights to understand and provide better management 

for data scientists to motivate and retain them.  

 

1.2 The research objectives and questions 

Although there is a nascent field of studies focusing on data scientists’ 

occupational identity (Avnoon 2021; Gehl 2015; Vaast and Pinsonneault 

2021), there is still little attention to how data scientists navigate the openness 
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of data interpretation. The objective of my research is to fill this gap in 

understanding how the open-endedness of data influences the work practices 

and occupational identity of data scientists. This is an important research gap 

because data scientists are highly dependent on data while data plays a 

significant role in shaping how their work is organised (Gehl, 2015). To achieve 

this objective, first, I aim to unpack data scientists’ work practice by examining 

how they interact with data, which are inherently open-ended. Then, I examine 

how data scientists perceive their occupational identity based on what they do 

in handling the open-endedness of data. Finally, my research gives a new 

perspective on understanding data scientists' occupations as the primary 

knowledge workers in the big data and AI age. To conduct this study, I develop 

two research questions: 

1. “How do data scientists navigate the open-endedness of data to extract 

valuable insights? 

2. “How does the open-endedness of data shape data scientists’ 

occupational identity? 

 
The first research question examines data scientists’ work practices in 

overcoming the openness of data interpretation. Many people and 

organisations believe that data scientists are able to extract insights from data 

because of their technical skills. However, in this study, I capture and 

understand the actual practices that data scientists develop in responding to 

the nature of data. Then, the second research question focuses on examining 

how dealing with the open-endedness of data shapes data scientists’ 

occupational identity. Because data scientists are still emerging (Kimmons and 

Veletsianos, 2014), data scientists are still in the phase of shaping and 
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negotiating their identity. Therefore, studying occupational identity is vital for 

data scientists’ context. 

 
This research aims to capture data scientists' experiences of working with 

data. Therefore, this research conducted semi-structured interviews with data 

scientists to ask them about what they do, the challenges of turning data into 

valuable insights, their expectations, and their thoughts about their identity. 

The interviews with data scientists are also complemented by interviews with 

other data occupations that work alongside data scientists for justification. This 

research also gathers data from an observation of various data science 

communities. To achieve the research objective, I adopt the interpretive 

approach to analyse the data to gain a richer understanding of the data 

scientists’ perspective. 

 
1.3 Thesis structure 

This thesis has seven chapters. This introduction chapter covers the 

motivation and the rationale of my research questions. In this section, I explain 

the overview of the rest of the chapters that follow: 

 
Chapter 2 - Literature Review 

This chapter provides a review of the relevant literature of my study. I review 

what previous literature has studied about the data scientist occupation. Then, 

I explain the lens to study occupation by Anteby, Chan, and DiBenigno (2016) 

that I adopt as the key theoretical lens that I use to help me study data 

scientists’ work and occupational identity. I also review what literature has said 

about doing data science and data scientists’ occupational identity.  
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Chapter 3 - Methodology 

In Chapter 3, I explain the research paradigm that I adopt to conduct my 

research. Then, I specify the data collection methods and explain them in 

detail. The explanation of the data collection methods includes the type of data 

that I collected, the sources, and my reflection on what I did in each method. 

Next, I explain the process of how I did the data analysis and the methods and 

approaches that I used to do the analysis. Lastly, I present the data structures 

that I produce from the data analysis. There are two data structures that are 

organised to answer both of my research questions.  

 
Chapter 4 - Data Scientists’ Validation: A Process to Navigate the Open-

Endedness of Data 

This chapter is the first analysis chapter that aims to answer the first research 

question. In this chapter, I focus on analysing what data scientists do to 

navigate data. I illustrate my findings in the form of a process model that shows 

the data scientists’ validation process that I identify in the data.  This chapter 

is written based on the first data structure that I presented in Chapter 3. 

Therefore, I present the analysis by following three themes that I develop in 

the analysis, namely: 1) validating process, 2) validating data, and 3) validating 

algorithms.  

 
Chapter 5 - Data Scientists’ Espoused and Enacted Occupational Identity 

Chapter 5 is the second chapter of my analysis. This chapter focuses on 

answering the second research question about how data shapes data 

scientists’ occupational identity. I develop three themes to explain it from my 

empirical data. I organise this chapter based on three themes in the second 
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data structure that I produced in the data analysis. The three themes are 

labelled as follows: 1) data scientists’ espoused identity, 2) data scientists’ 

enacted identity, and 3) managing the inherent identity tensions. I create a 

model that shows the paradox of the data scientists espoused and enacted 

identity. 

 
Chapter 6 - Discussion 

This chapter provides a discussion of how my findings answer the research 

questions by tying them with the literature. The discussion chapter allows me 

to develop the theorisation of my findings. In this chapter, I also explain the 

contributions of my research and the implications of my findings on broader 

topics. I organise this chapter into three main sections. First, I focus on the 

discussion of data scientists’ validation process by abstracting this process 

from the literature. Second, I discuss how the tensions between data scientists 

espoused and enacted identity. Third, I provide a discussion about the 

relationship between data scientists’ validation process and the emergence of 

their identity tension.  

 
Chapter 7 - Conclusion 

This chapter is the final chapter in this thesis manuscript. I provide an overview 

of the research that covers what I have done in the previous chapters. Then, I 

discuss the theoretical and practical contributions that my research offers. 

Lastly, I identify the limitations of my research and the recommendations for 

future research.  
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CHAPTER 2  

LITERATURE REVIEW 

 
2.1 Introduction  

In this chapter, I provide a critical review of the literature. The high-level focus 

of my research is on the influence of data on the data scientists’ work practices 

and occupational identity. To understand this, I review studies relevant to data 

scientists, the process of doing data science, occupational identity, and the 

concepts of data. I also provide the theoretical foundations of my research. I 

explain which lenses I use to frame my research. In relation to data, where 

there are currently a number of literature streams and conversations, I 

specifically focus on the nature of data as being open to interpretation. This 

conceptualisation of data is an underpinning assumption of my research. 

 
In the next section, I start by reviewing the literature about data scientists as 

an emerging occupation, particularly as data professionals. I examine how 

previous studies define who data scientists are and what data scientists do. 

This topic forms the background of the following sections in the literature 

review. 

 

2.2 The emergence of data scientists’ occupation 

Data scientists have emerged as one of the most in-demand professions in 

the age of big data and AI. In this section, I explain what the literature has said 

about the emergence of data scientists as an occupation and what makes 

them considered important by organisations.  
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2.2.1 Data scientist as an emerging occupation 
The emergence of occupation is influenced by the forces or systems 

surrounding it (Abbott, 1988). According to Evans (1987, p. 627), occupation 

is “the active or ‘doing’ process of a person engaged in goal-directed, 

intrinsically gratifying, and culturally appropriate activity.” To study an 

emerging occupation, one cannot separate the occupation from the various 

factors that influence it. Examples of the elements or forces that influence the 

emergence of occupation are the surrounding economic and technological 

developments. Many occupations have been established to fill the workforce 

demand to harness the benefits of implementing technology. For example, the 

widespread use of television created a demand for television repairs (Barley, 

1996). Because of this, the occupation of “television repairmen” emerged to 

answer the needs. Barley (1996) argues that the emergence of many 

occupations was tied to the commercialisation of new technology.  

 
With the significant increase in the use of big data and algorithms, a similar 

situation as Barley’s (1996) example is occurring today. There is increasing 

availability and access to large volumes of structured or unstructured data 

generated by systems, people, sensors, or digital traces from human activity 

using digital technology (Saltz and Grady, 2017).  It coincides with the creation 

of new jobs, tasks, activities, and industries (Acemoglu and Restrepo, 2019), 

creating new and emerging occupations. The application of data science in 

organisations calls for new professionals that are expected to have the ability 

to find patterns and learn from increasingly large data (The Royal Society, 

2019, p. 17). Many occupations have emerged to answer the demand for 

handling big data and enabling data-driven approaches to work (Saltz and 
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Grady, 2017). The data scientist emerged as one of the most well-known 

occupations that can harness the benefits of big data for diverse purposes.  

 
Historically, various disciplines focus on finding valuable patterns in data - for 

example, data mining, knowledge extraction, information discovery, 

information harvesting, data archaeology, data pattern processing, and 

knowledge discovery (Fayyad, Piatetsky-Shapiro and Smyth, 1996). The 

disciplines were performed by various practitioners such as scientists, 

statisticians, data analysts, librarians, computer scientists, and others 

(Fayyad, Piatetsky-Shapiro and Smyth, 1996; The Royal Society, 2019). The 

term ‘data science’ first emerged in the 1960s to call for a new field of science 

which focuses on learning from data (Donoho, 2017). The term “data scientist” 

was first coined by DJ Patil – also known as the first data scientist in the United 

States – in 2011 (Chibber, 2018). Patil was the Head of Data Products on 

LinkedIn when the HR team asked for his help to clean up the organisational 

chart. Patil found that there were too many job titles using the term “data”. With 

the suggestion of his friend on Facebook, Patil decided to create a new term 

to call this kind of professional “data scientist” (Chibber, 2018).  

 

Data scientists emerge as professionals who provide valuable insights from 

data. According to the Data Science Association’s (2020) website, a data 

scientist means “a professional who uses scientific methods to liberate and 

create meaning from raw data”1. Data scientists encompass different 

disciplines such as statistics, data mining, machine learning, and computer 

 
1 Source: https://www.datascienceassn.org/code-of-conduct.html 
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science (van der Aalst, 2014; George et al., 2016). Provost and Fawcett (2013) 

emphasise that data scientists’ skills need to be complemented by domain 

knowledge from various fields (e.g., environmental science, healthcare, law, 

and others) depending on the context of the problems. In this way, data 

scientists can support and guide organisations to answer questions with 

data (Agarwal and Dhar, 2014).  

 
 

2.2.2 The importance of data scientists in organisations 
 
Data scientists have become attractive in the job market. Many organisations 

increasingly compete to hire high-quality data scientists. The growing demand 

for data scientists makes this profession one of the professions with the 

highest salary (Rzeznikiewicz, 2022). The prospective incentives also attract 

many graduates and professionals to become data scientists. Therefore, it is 

important to unpack what literature has said about what makes data scientists 

considered important for many modern organisations. The rise of data scientist 

professions is intertwined with the increasing importance and attention on 

data-driven decision making (Provost and Fawcett, 2013).  

 

In the post-industrial age, most organisations desire to be more rational in 

making decisions. Organisations generally strive to make rational decisions to 

optimise efficiency, predictability, quantification, and control (Walker et al., 

2008). Efficiency is important to allow organisations to handle a large number 

of tasks with minimum costs. Predictability decreases uncertainties that enable 

organisations to have high confidence in knowing what and when something 

will happen. Quantification allows organisations to perform evaluations of the 
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organisations’ achievements to strive for excellence. Lastly, control enables 

automatic functioning that reduces human judgements and replaces them with 

rules and structures. Nevertheless, the overarching goal of organisations’ 

rationality is to make decisions that minimise costs and maximise profits 

(Simon, 1990).  

  

With this rationality, most modern organisations optimise their decisions using 

data to achieve maximum utility. Data has been useful in helping organisations 

in making rational decisions. In the age of big data, with the advancement of 

computational powers and breakthroughs in mathematical methods, data 

offers more significant promises in helping organisations make better rational 

decisions to gain more economic value (Regalado, 2014). To achieve this, 

organisations need to restructure their organisations and hire people who can 

help them tap into the benefits of big data (Perrons and Jensen, 2015). 

 

Data scientists are deemed important in helping organisations to make rational 

decisions to handle challenges that become more complex and novel in the 

age of big data. Rationality is heavily connected with decision-making, which 

is the scope that data scientists are expected to optimise. Organisations 

expect data scientists to build algorithms as agents that could make rational 

choices (Parkes and Wellman, 2015). Algorithms in advanced computational 

artefacts such as AI offer an ideal conception of rationality. AI algorithms could 

learn based on data to conceive perception and action based on defined goals 

and conditions (Parkes and Wellman, 2015). By using those algorithms, 

organisations hope to improve their work's efficiency, effectiveness, and 
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objectivity (Waardenburg, Sergeeva and Huysman, 2018). Thus, hiring data 

scientists is vital to help organisations - particularly ones who want to be the 

leaders of big data analytics - gain, improve, and maintain their competitive 

advantage.  

 
2.3 The lenses to study data scientists' occupation 

Many theoretical lenses can be used to study data scientists. Ones could 

adopt theoretical lenses that have been used to study other occupations. 

Researchers have studied occupations in various fields, such as economics, 

sociology, and business studies (Abbott, 1993). They studied other 

occupations by focusing on various things, for example, practices, strategies, 

and interaction between different occupations (Bechky, 2003; Greenwood, 

2005), organisational dynamics, especially regarding power and identity 

(O’Mahoney and Sturdy, 2016), the influence of the economic system 

surrounding the occupation (Dedoulis and Caramanis, 2007; Stuart, 2013).  

 

According to my research objectives (Section 1.2), my study aims to explain 

how the open-endedness of data influences the work practices and 

occupational identity of data scientists. Work practices and occupational 

identity are intertwined because the work practices that people do shape and 

are shaped by how people convey their identity (Anteby, 2010). With this 

understanding, in this dissertation, I draw on previous research to focus on the 

‘doing’ and the ‘being’ (Ennals et al., 2016) of data scientists. The ‘doing’ lens 

concentrates on understanding how occupational members carry out and 

engage in the practices that impact individual, occupational, and 

organisational results (Anteby, Chan and DiBenigno, 2016). The ‘doing’ lens 
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helps my research focus on data scientists' work practices. The ‘being’ lens 

focuses on understanding how occupations define their sense of identity 

according to their occupational roles (Ennals et al., 2016). The ‘being’ lens 

helps to focus on studying what it means to be a data scientist for their 

occupational identity.  

 

However, one of the challenges in studying emerging occupations is that the 

occupation does not yet have a strong occupational identity (Khan, 2022). As 

explained in section 1.1, data scientists still have an identity challenge 

because their jobs boundary are unclear and, sometimes, redundant with 

other occupations. The term “data scientists” frequently refers to various 

groups of occupations whose tasks are linked to data science (Wang et al., 

2019). It challenges my study in defining the scope of my research 

participants. Because of the diverse way of defining data scientists, following 

Wang et al. (2019), my study exclusively looks at self-described "data 

scientists.” I apply this term to study the research participants who actively 

practise data science and describe themselves as “data scientists”. 

 
2.4 The work practices of data scientists 

By concentrating on the doing, this section aims to review prior studies of data 

scientists’ work. As previously stated, the doing lens offers a lens for 

examining the activities carried out by data scientists that impact 

organisational outcomes. Studying data scientists' practices entails learning 

how they carry out their work. This part focuses on comprehending what has 

been written in the literature about conducting data science. To review the 

literature in a more structured way, I divided this section into several 
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subsections. First, I focus on how data science has been practically applied in 

the industry. Second, I focus on some challenges in understanding data 

scientists’ work practices. Third, I touch on how data indicates a profound role 

in shaping data scientists’ work practices.  

 

2.4.1 The application of data science in practice 

Data science has been applied to solve various problems in different industries 

for different purposes. The application of data science is prevalent in the retail 

industry. It is used to analyse data regarding purchases, products, and 

consumers. For example, the use of data science to build repeat purchase 

recommendations that are personalised to customers, as found in 

Amazon.com (Bhagat et al., 2018). Besides retail, data scientists are applied 

in other sectors. For example, data science is applied in the healthcare setting 

to create a patient-centric healthcare system to provide personalised services 

to patients (Spruit and Lytras, 2018). Data science is also helpful in improving 

production and manufacturing sectors by enhancing supply chain 

management (Waller and Fawcett, 2013). Data science application offers 

predictive analytics on large volumes of data to improve, i.e., forecasting and 

inventory management. Data science can also be applied in the transportation 

industry. Abo and Voisin (2014) show how data science is implemented to 

improve railway safety-related systems. Those examples illustrate that data 

science provides techniques and tools that can be applied in different 

contexts.  

 

Although data science has been applied for various purposes, the way data 

science is performed varies. Several works of literature conceptualise data 
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science approaches to understand the work of data scientists. For example, 

Sambasivan et al. (2021) conceptualise data science work into two types: data 

work and model work. Data work is defined as the upstream work in the data 

science pipeline where practitioners collect and label data and then clean and 

analyse data. Model work comprises the downstream work where practitioners 

develop the models through model selection, model training, model 

evaluation, and model deployment.  

 

Muller et al. (2019) conceptualise data scientists’ five approaches to working 

with data: data discovery, data capture, data design, data curation, and data 

creation. Data discovery construes data scientists’ passive stance towards 

receiving data as ‘given’ naturally by the environment. Data capture refers to 

the more active role of data scientists in choosing data and determining how 

to get the data. Data curation describes an active approach to selecting 

aspects of data that will be useful for a particular usage. Data design is the 

approach in which data is designed or produced to make it analysable. Lastly, 

data creation is the approach that emphasises the significance of human 

intervention in shaping and validating data and creating the ‘ground truth’. 

 

On the practitioners side, there are frameworks that illustrates the process of 

doing data science based on how various practitioners across industries do 

data science. There are a lot of data science process frameworks that are 

developed according to different needs. Table 1 shows the steps of the data 

science process from the previously mentioned frameworks.  
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Table 1 Data science process from various frameworks 

Data Science 
Process 
Framework 

Steps 

CRISP-DM Business understanding, data understanding, data preparation, modelling, 

evaluation, and deployment 

SEMMA Sample, explore, modify, model, and assess. 

KDD Data selection, data preprocessing, transformation, data mining, and 

interpretation/evaluation. 

OSEMN Obtain data, scrub data, explore data, model, and interpret. 

The Data Science 

Process  

Ask an interesting question, get the data, explore the data, model the data, 

and communicate and visualise the results. 

Lifecycle of an ML 

Project 

Planning & project setup (define project goals, choose metrics, evaluate 

baselines, set up codebase), data collection & labelling (strategy, ingest, 

labelling), training & debugging (choose simplest, implement model, debug 

model, look at training/validation/test, prioritise improvement), and deploying & 

testing (pilot in production, testing, deployment, monitoring) 

CD4ML Model building, model evaluation and experimentation, model production 

model, testing, deployment, and monitoring and observability 

NBDRA Data collection, data preparation/curation, analytics, visualisation, and access. 

EDSF Design, modelling, execution, monitoring, and optimization. 

Azure TDSL Business understanding, data acquisition & understanding, deployment, and 

modelling 

IBM Fundamental 

Methodology for 

Data Science 

Business understanding, analytic approach, data requirements, data 

collection, data understanding, data preparation, modelling, evaluation, 

deployment, and feedback. 

 
 

In relation to knowledge work, data science bring more scientific methods to 

generate knowledge for organisations. Data science comprises a more 

structured and rational way for organisations to discover and generate 

knowledge. By building mathematical modelling on business problems, data 

scientists could generate knowledge through a scientific approach fit with the 
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functionalist view of knowledge - that see knowledge as a representation of 

“truth” (Alvesson, 2001) - which enables organisations to rely on scientific 

methods to generate knowledge to achieve economic goals (Kleinman and 

Vallas, 2001). 

 

Despite giving more structure in extracting insights from data, doing data 

science has many challenges to be implemented. Many practitioners applying 

data science still find difficulties in performing a successful data science 

project because of the need to understand how to align data with their 

objectives (Joshi et al., 2021). Aaltonen and Penttinen (2021, p. 5924) argue: 

“While computer and data science can tell us how a structure can be imposed 

on or extracted from data, they do not explain how or why a particular way of 

structuring data renders them useful in an industry or organisational setting.” 

Unpacking what and how data scientists perform data science to align with the 

organisations’ objectives – e.g., creating a structure on data, choosing their 

problems, and developing algorithms – is important to understand the data 

scientists’ reasoning and judgements in doing their work.   

 

2.4.2 The challenges in understanding data scientists’ work practices 
Understanding data scientists’ actual work practices still become a challenge 

for many scholars.  Although data science is done following structured steps, 

there are many elements of data scientists’ work that are hard to scrutinise. 

The opacity of algorithms exacerbates the opacity of understanding data 

scientists’ work practices. The algorithms’ opacity comes from the difficulties 

in understanding how algorithms learn and what they know (Dourish, 2016). 

In general, people know that algorithms make choices based on the 
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commonalities or patterns from a huge amount of training data (Dourish, 

2016). However, the way algorithms arrive at the choices is still hard to explain.    

 

Research has highlighted that data science practice involves negotiation to 

build trust in applying the algorithms (Passi and Jackson, 2018). Often, data 

science practitioners create several practices to perform a successful 

negotiation. For instance, data scientists renegotiate the perceived success or 

failure of the algorithms, leverage their intuition to justify the process and the 

results, and underline the importance of algorithms’ results to negotiate the 

need to understand the ‘inspectable’ process of how the algorithms work 

(Passi and Jackson, 2018). One of the ways to exercise a successful 

negotiation is by gaining ‘deliberative accountability’, which, in the data 

scientists’ context, means involving related actors in the organisations in 

assessing the algorithms’ credibility to gain the algorithms’ trustworthiness 

(Passi and Jackson, 2018). 

 

There is a tendency to ‘blackbox’ some processes in algorithms’ development 

that are hard to scrutinise. The decisions to blackbox or explain some parts of 

algorithms building are in the developers' hands (Innerarity, 2021). The need 

to explain how algorithms work depends on when knowledge becomes 

important and for whom. Blackboxing allows developers to concentrate on 

designing the properties and functions of the algorithms to reach the defined 

goals (Innerarity, 2021). The attention on algorithms’ development becomes 

mostly drawn to the results. Evaluating the trustworthiness of the algorithms is 

based on how the algorithms could produce, most of the time, reliable results 
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(Durán and Jongsma, 2021). The results are measured according to several 

sets of metrics, for example, algorithms’ accuracy.  

 

As a consequence, there is a hiddenness in data scientists’ work practices. 

Especially in how data scientists justify algorithms to achieve or produce 

specific end results (Saltz, Shamshurin and Connors, 2017). Algorithms are 

built based on the design choices of humans that build them, but the choices 

often are not easily understood by other people (Waardenburg, Sergeeva and 

Huysman, 2018). The complex technical calculation in developing algorithms 

hinders most people from scrutinising and understanding the justifications and 

reasoning behind algorithms building. The justifications for the choices remain 

hidden or are left to be understood only by a few highly specialised 

professionals (Dourish, 2016), such as data scientists. Therefore, there is a 

need to study data scientists’ work practices more thoroughly to understand 

what they really do in extracting insights from data.  

 

2.4.3 The indication of how data affects the data scientists’ doing 
Data is central to data scientists’ work practices. Therefore, it is necessary to 

connect data science with the characteristics of data and how they might affect 

each other to understand better data scientists' doing. Previous studies 

indicate that the open-endedness of data affects how people do data science. 

Several examples show how practitioners handle the challenges of working 

with data. Pink et al. (2018) studied data as materials and the process of data 

construction. The study explains that: “data is not always accurate, complete, 

or fully aggregated representations of what individuals or social groups have 

done” (Pink et al., 2018, p. 10). In the process of data construction, data is 
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continuously damaged and repaired through creative improvisations. 

Furthermore, Pink et al. (2018) also emphasise that even if we consider data 

to be always damaged, it is only broken in a contextual way which means that 

data is broken if it does not function according to how it is intended to be used. 

 

Another study by Tanweer, Fiore-Gartland and Aragon (2016) shows how data 

shapes data repair as a part of data scientists’ routine. The study focuses on 

data breakdown and repair activity in the process of doing data science. They 

suggest that there are a lot of moments of data breakdown, which is when the 

data science project is stopped due to material limitations of data related to - 

for example - relevance, consistency, density, and redundancy of data. Those 

data breakdowns call for the repair that becomes routine and an opportunity 

for data scientists to generate new imaginations and configurations of their 

data sets' materiality. 

 

The open-endedness of data interpretation offers vagueness and uncertainty 

to practitioners who want to utilise data. Mikalsen and Monteiro (2021) show 

that vagueness and uncertainty make practitioners develop work practices to 

make interpretations of data, namely accumulation, reframing, and 

prospecting. Those studies illustrate how the openness of data interpretation 

brings opportunities and challenges that shape how people work with data. 

They also provide indications for my study to examine how the open-

endedness of data influences data scientists’ work practices and how they 

define their identity according to what they do with data.  
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2.5 The occupational identity of data scientists 

Another lens that I adopt in studying data scientists is the “being” lens. The 

being lens focuses on examining how and what data scientists define their 

occupational identity. In the following sections, I review previous studies about 

data scientists’ occupational identity and the ambiguities in data scientists’ 

occupational identity. Connecting occupational identity to work practices, I also 

review the studies of how occupational members manage ambiguities to claim 

the authority to perform their work. Then, I review what previous studies 

indicate about how the nature of data could help study data scientists’ 

occupational identity better. 

 

2.5.1 Studies of data scientists’ occupational identity 
To study data scientists’ occupational identity, it is important to briefly review 

what occupational identity is. According to Skorikov and Vondracek (2011, p. 

694), occupational identity refers to a person’s conscious awareness that 

represents the interests, goals, abilities, values and the complex and evolving 

structure of meanings that link one’s motivation and competencies with the 

career roles. Occupations influence and shape individuals’ identity according 

to what the persons do at work (Bechky, 2011) because it plays as the 

mechanism that allows people to form and express their identities. 

 

With the increasing popularity of the data scientist profession, there is a 

growing interest among scholars in understanding this occupation and 

especially learning about their identity. From the sociological perspective, 

Avnoon (2021) examines data scientists’ identity and identifies tensions 

regarding their skills. Data scientists are expected to have a wide range of 
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skills to apply data science to solve problems in various contexts. The study 

shows that the tensions regarding skills are the occasion for data scientists to 

construct their identity. For example, data scientists bridge the gap between 

the scientists’ and engineers’ identity by creating a new omnivorous identity 

(Avnoon, 2021). The omnivorousness allows data scientists to build their 

sense of identity despite being expected to master multiple theories, acquire 

various domain knowledge, and have technical and social skills. The study 

also shows that data scientists develop the skill to self-learn to adapt to the 

rapid pace of innovation and technological development. Technology 

contributes to influencing data scientists’ identity.  

 

From IS perspective, Vaast and Pinsonneault (2021) bring insights into how 

digital technologies create tensions in data scientists’ occupational identity. 

First, data scientists constantly face the tension between similarity and 

distinctiveness compared to other professions that work in similar fields and 

use similar technologies. There is an ambiguity in terms of their occupational 

boundary. The answers to “who data scientists are?” are not standardised. 

This issue is aligned with other arguments, which state that data scientists 

working in different companies have different definitions of who they are 

(Donoho, 2017). The openness of data scientists’ task boundaries makes the 

practitioners adapt by narrowing the task boundary to specialisations. Many 

organisations have built strategies to gain data scientists’ skills (Waller and 

Fawcett, 2013). Organisations form a data science team by transforming 

workers with backgrounds in software engineering or business analytics to 

become data scientists (Wang et al., 2019). Because of this, there is an 
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unclear boundary that differentiates data scientists’ occupations from other 

professionals (Saltz and Grady, 2017).  

 

This phenomenon is found across the globe. In the US, The Bureau of Labor 

Statistics also does not come with a clear definition of the jobs and skills of 

data science-related occupations (Burning Glass Technologies, BHEF and 

IBM, 2017, p. 5). EDISON project, a European Union (EU)-funded effort to 

increase the number of qualified and competent data scientists across Europe, 

defines data scientists as professionals who “find and interpret rich data 

sources, manage large amounts of data, merge data sources, ensure 

consistency of datasets and create visualisations to aid in understanding data, 

build mathematical models, present and communicate data insights and 

findings to specialists and scientists, and recommend ways to apply the data” 

(Saltz and Grady, 2017, p. 2357). Other sources define data scientists as 

professionals who analyse data to produce valuable insights (Matveeva, 2019) 

and tackle big data problems by extracting actionable knowledge from data 

(Song and Zhu, 2016). Data scientists are defined in a general manner which 

makes their work become easily redundant with other occupations.  

 

The second point from Vaast and Pinsonneault (2021) is that data scientists 

are also constantly facing the tension between persistence and obsolescence 

due to digital technologies that are continually changing. Older studies have 

shown that technology change and occupational identity can shape each 

other. A longitudinal study by Nelson and Irwin (2014) shows how librarians 

redefine their occupational identity when responding to the development of 
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internet search technology over time. The study builds a model that illustrates 

the interaction between librarians’ occupational identity and internet search 

technology. Their interaction over time creates a specific pattern of identity 

change and discursive responses while the internet technology changes. 

However, in the data scientists' context, data scientists' work relies heavily on 

digital technologies, which do not bring their identity into stabilisation (Vaast 

and Pinsonneault, 2021). Data scientists’ identity continually changes in cyclic 

processes (Vaast and Pinsonneault, 2021). There is continued growth in their 

occupation, which continually shapes and reshapes their occupational identity. 

 

Another study demonstrates how data scientists’ occupation is growing by 

identifying many new occupational titles of data scientists that are rising. Data 

scientists tend to become more specialised. For example, according to the 

context of the projects, there are several types of data scientists, such as 

Healthcare Data Scientists (HDS) who work on medical-related projects, 

Physics Data Scientists (PDS) who focus on data science applications in 

physics, and Business Data Scientists (BDS) that support companies to solve 

business problems (Ramzan et al., 2021). Other classifications of data 

scientists are divided according to the task specialisation. For example, 

Engineering Data Scientists (EDS) focus on maintaining the data quality and 

the data systems, Machine Learning Data Scientists focus on building machine 

learning models, Artificial Intelligence Data Scientists develop models to build 

AI systems, and generalist data scientists perform the whole work of extracting 

insights from data from end-to-end (Hamutcu and Fayyad, 2020; Ramzan et 

al., 2021). 
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Studies about data scientists’ occupational identity demonstrate the 

ambiguities in data scientists’ occupation. The various occupational titles and 

tasks related to data scientists show that this emerging occupation is still 

finding its way to fit into organisational and market requirements. Because of 

the ambiguity of their occupational identity, data scientists continually face 

uncertainties in their work, which affect how data scientists gain authority in 

the work. Connecting occupational identity to work, there is a need to explore 

how data scientists manage the ambiguity to gain and maintain the authority 

in performing their work.  

 

2.5.2 The need to understand how data scientists manage the 
ambiguous occupational identity to gain authority. 

The challenge in interpreting data might bring ambiguities to data scientists’ 

work. According to previous studies, ambiguous identity makes it hard for 

professionals to secure authority in performing their work. Occupational 

members could gain the authority to perform the work based on how 

occupational members have the understanding of themselves as 

professionals (Brown et al., 2010). By making a clear jurisdiction, occupational 

members could legitimate their work (Fayard, Stigliani and Bechky, 2017). 

Since their identity is not well-defined and constantly changing, data scientists 

are challenged with the ambiguity of defining their work jurisdiction, which 

questions the scope of their authority. The ambiguous identity makes 

occupational members difficult to demonstrate their competence and define 

their work evaluation (Alvesson, 2001). However, little is known how data 



 
 

28 

scientists manage the ambiguity to demonstrate their competence in working 

with data. 

 

Despite the ambiguity in interpreting data, data scientists still receive a high 

level of demand to extract insights from data and trust in their 

recommendations. There is a need to study how data scientists manage the 

ambiguity in their occupational identity and gain authority in their work. In 

general, knowledge workers are vulnerable to ambiguous occupational 

identity, and they come up with various ways to manage it (Alvesson, 2001). 

With the advantage of the pervasiveness of big data, data scientists might 

have another way of managing their identity ambiguity. The ambiguity might 

also allow data scientists to shape and negotiate their identity in a particular 

way as they want it to be perceived, which legitimises their work practices 

(Brown et al., 2010). Studying this issue brings insights on how data scientists’ 

gain a sense of control over their work. 

 

Previous studies provide examples of the way occupational members gain 

authority in their work. For example, a study shows how different occupational 

communities establish jurisdiction by representing their authority through 

workplace artefacts (Bechky, 2003). The workplace artefacts mediate 

interactions between the occupational communities and establish the authority 

over the tasks and work processes they claim. Another study shows how R&D 

professionals gain and maintain authority in responding to open innovation 

(Lifshitz-Assaf, 2018). They respond differently based on whether they want 

to refocus their work. When they want to refocus their work, they dismantle 
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their knowledge-work boundaries fully or partially to enable the exchange of 

external and internal knowledge. However, when the professionals do not 

want to refocus work and want to protect their boundaries, they fence their 

boundary of knowledge work.  

 

The examples show a similar strategy for gaining and maintaining authority 

through control over specialisation. Ambiguous context makes professionals 

seek to gain a sense of control by claiming their specialist status (Alvesson, 

2001). They tend to create boundaries to make certain parts of their tasks or 

knowledge hidden. Professionals must make a major effort to define a 

specialised field of activity in order to overcome the difficulties presented by 

ambiguity, which enable them to convince others that they have authority on 

issues related to their claimed field of expertise (Mallett and Wapshott, 2012).  

By controlling the boundary of their tasks, their work practices become 

legitimised, and they would be deemed experts in the area that only they know 

and can do.  

 

The perspectives provided by those studies could be adopted to examine the 

shaping of data scientists’ identity. As the key knowledge workers in the age 

of big data and AI, data scientists are deemed experts in working with data. 

Therefore, examining data scientists’ occupational identity by considering the 

nature of data may bring another perspective to the conversation. The study 

can examine which of the practice areas are claimed under data scientists’ 

control.  
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2.5.3 The indication of how data affects data scientists’ “being” 
Data scientists' occupation emerges because of the rise of big data; therefore, 

data plays an important role in bringing both challenges and opportunities in 

shaping data scientists’ tasks and roles. Paying attention to data scientists’ 

interaction with data might bring a better lens to understanding data scientists’ 

occupational identity. Researchers can examine what data scientists think 

about their identity, for example, based on how they overcome the vagueness 

and ambiguity of interpreting data and how they bring insights from data to 

their business clients. Putting aside how data scientists interact with data might 

hinder researchers from understanding the actual work of data scientists and 

how their identity is shaped through their interaction with the technology they 

need to extract insights from data. 

 

Data is increasingly cheap and ubiquitous because of the ease of producing 

and sharing data through digital technology (Gehl, 2015). Recent studies have 

shown how the pervasive use of data to build AI and the use of AI influences 

identity. For example, a study examines AI's influence on auditors' 

occupational identity (Goto, 2021). The paper explores whether and with what 

roles, the interpretation of technology and institutional logic coexist and 

interact in the shifting identity. Goto (2021) shows that the use of AI allows for 

the creation of new identities of auditors in order to achieve three goals: 

enhancing managerialism, enhancing professionalism, and sustaining their 

professional legitimacy. 

 

Another study focuses on the implication of AI to loan consultants’ professional 

identity (Strich, Mayer and Fiedler, 2021). The study reveals that the 



 
 

31 

implementation of AI to substitute the loan consultants’ decision-making limits 

the opportunity of the loan consultants to influence, adapt, or overrule the 

decision-making processes. The lack of interaction with the AI systems makes 

the loan consultants create another identity to redefine their roles. Endacott 

and Leonardi’s (2021) study examines the influence of AI-based scheduling 

applications on users. This study shows that the applications influence users’ 

personal and professional identities because the users use them to assist their 

professional activities. By studying the user's identity, the study offers insights 

into the factors that motivate users to contribute to improving the AI-based 

application.  

 

Literature also indicates the need to study how data and data scientists 

influence each other. For example, by examining how big data and data 

scientists interact and are managed by organisations, Gehl (2015) argues that 

big data can be used to control data scientists. This is because organisations 

hire data scientists to handle the mess of big data and create the value and 

knowledge that organisations desire (Gehl, 2015). Data increasingly defines 

the work and performance of data scientists. However, only a few studies 

include data scientists’ perspectives on how data influences them. 

 

Data brings many questions in defining data scientists’ occupational identity, 

for example, in terms of occupational boundaries (Black, Carlile and 

Repenning, 2004), the required skills (Acemoglu and Restrepo, 2019), job 

obsolescence (Crosby, 2002), and their autonomy in generating knowledge 

(Gorman and Sandefur, 2011). There are many opportunities to extend the 
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conceptual understanding of data scientists’ occupational identity by studying 

data scientists’ interaction with data. In short, there are a lot of ways to study 

data scientists’ occupational identity, and there is a need to explore the effect 

of data on their identity to enrich our understanding of data scientists as the 

primary knowledge worker in the age of big data. 

 
  
2.6 The concept of the open-endedness of data 

In this section, I aim to conceptualise the nature of data that is always open to 

interpretation. This is the key assumption that I adopt in this research. The 

data that I focus on is data in digital forms. Data scientists mainly work with 

digital data to compute them using programming and statistical software. I 

review the open-endedness of digital data to understand data scientists’ doing 

and being better. I begin by reviewing the common conceptualisation of data 

and how several scholars endorse the concept that sees data as an object that 

is constructed through human interpretation. Then, I continue by clarifying how 

data interpretation is open-ended.  

 

2.6.1 The conceptualisation of data 
Conceptualising data cannot be separated from the data, information, and 

knowledge hierarchy. Data is commonly defined as a collection of simple facts 

that may be organised to generate information (Tuomi, 1999). Information is 

transformed into knowledge when it is understood, contextualised, or given 

meaning. To be utilised, data is organised and stored in a relational database. 

Based on the formal structure of relational databases, data is classified into 

three types: structured data, unstructured data, and semi-structured data 
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(Rusu et al., 2013). Structured data is the type of data that conforms with the 

data models of the relational database. Semi-structured data is a type of 

structured data that does not follow the formal structure of data models 

associated with relational databases or other types of data tables but still 

includes tags or other markers to separate semantic elements and enforce 

hierarchies of records and fields within the data. Unstructured data (or 

unstructured information) is data that does not fit into relational tables or does 

not have a specified data schema. Unstructured data is often text-heavy, but 

it can also include data like dates, statistics, and facts. 

 
However, the definition of data varies among IS scholars. Zins (2007) reviewed 

130 definitions of data from IS literature and concluded that data definitions 

could be conceptualised through various approaches. Dourish and Gómez 

Cruz (2018) conceptualise data through the approach of datafication.  They 

define data originally as “jottings, artefacts, feelings, and experiences” that 

were going through a datafication process to become data. According to 

Cukier and Mayer-Schönberger (2014), datafication transforms social actions 

into quantified data. Dourish and Gómez Cruz (2018) then highlight that the 

transformation process involves interpretative and imaginative work, meaning 

that data is inevitably subjective and possess a certain purposive role.  

 

Other scholars also highlight the subjectivity in viewing something as data. 

Gherardi and Benozzo (2021, p. 3) explain that: “data are not ‘there’ or ‘here’, 

waiting to be collected, observed, analysed, and interpreted […] data are 

interesting not (only) for their meaning but because they do something to us 

(they seduce, attract, disgust, affect).” Going back to the etymology, the 
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conceptualisation of data is different from to “facts” and “evidence” (Gitelman, 

2013). “Data” is the plural form of the Latin word “datum”, which means “dare” 

or “to give”, while “fact” came from the Latin word “facere”, which means “done, 

occurred, or exists”. Different from the meaning of data, “evidence” came from 

the Latin word “videre” which means “to see”. The etymology distinguishes the 

three words: facts are ontological, evidence is epistemological, and data is 

rhetorical (Gitelman, 2013, p. 18). According to its etymology, data is used to 

bring or give an argument. Therefore, data is never an “isolated piece of simple 

facts” (Tuomi, 1999, p. 7). 

 

2.6.2 The views of data as non-objective and contentious 
Many social science research emphasises that data is non-objective and 

contentious. Data is not merely a simple fact. It is ingrained with the value 

choices of those who construct and manipulate them. Based on an 

ethnographic study, research shows that data is made from and exchanged 

through stories (Neff et al., 2017). The meaning of data is shaped through 

stories that help make sense of the desired outcome of using data. Data is 

constructed based on interpretation, which relies on the social context and 

emerges through conversation, negotiation, and action (Neff et al., 2017).  

 

Another research also contested the objectivity of data construction, 

particularly the classification of data as structured and unstructured (Aaltonen 

and Penttinen, 2021). They examine the contrast between structured and 

unstructured data as carriers of facts, drawing on the theory of digital objects. 

They argue that data do not have a structure but are created by the structure 
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that grants data the ability to reflect contextual truths. Therefore, they believe 

that data structure should be considered as a matter related to a contextual 

goal.  

 

The use of data in data science also reflects that the practice of doing data is 

not objective. Algorithms are built based on the choices of the developers. The 

choices reflect and are affected by the developers’ value, knowledge, and 

expertise (Lebovitz et al., 2021). Consequently, evaluating algorithms’ 

performance becomes challenging because assessing value, knowledge, and 

expertise is far from objective (Lebovitz et al., 2021). In using the algorithms, 

algorithmic predictions need to be interpreted by ‘credible’ professionals with 

specific knowledge to understand and translate algorithms’ predictions to 

wider audiences – known as the ‘algorithm brokers’ (Waardenburg, Huysman, 

and Sergeeva, 2022). However, due to the algorithms’ opacity, the knowledge 

brokers use the judgements to overcome their knowledge boundary in 

understanding the algorithms’ reasoning.  

 

Based on the previous examples, many social science scholars acknowledge 

that data and – thus, the associated practices in data science – are not 

objective. The process of data construction is interpretive. The interpretation 

of data is never fixed because data always moves from one condition to 

another; data is open to changes according to the intervention. There is no 

specific end to the interpretation of data (Ribes, 2017). 
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2.6.3 The open-endedness of data 
Scholars have started to pay more attention to conceptualising the nature of 

data, which is always changing and how the implications that it brings. One of 

the conceptualisations of the nature of data is that data is “open-ended” 

(Monteiro and Parmiggiani, 2019). Data can constantly be expanded, deleted, 

amended, and modified (Aaltonen, Alaimo and Kallinikos, 2021). Therefore, 

there are no specific ends to data. Digital data can be transcoded; therefore, 

they are manipulable and mutable (Bates, Lin and Goodale, 2016). The 

mutability of data as digital objects makes data easily move between and are 

shaped by different groups of practitioners, organisations, and projects. 

 

Regarding its materiality, some scholars argue that data are not 

conceptualised only as modular artefacts that can be combined following the 

logic of modularity; data are defined as cognitive elements (Alaimo and 

Kallinikos, 2020). This conceptualisation of data emerges by defining the 

nature of data as marks and signs of tokens that are constructed and designed 

by humans’ interpretation to describe, index, and represent reality (Alaimo and 

Kallinikos, 2020). Data is a product of cognitive work; therefore, as cognitive 

elements, the open-endedness of data is not solely defined based on how data 

can be constantly modified materially. It is defined based on the openness of 

the interpretation or meaning of data. The reality that data represents depends 

on the knowledge of the people who make the interpretation and how they 

view the world.  

 
In a knowledge generation context, the open-endedness of data makes room 

for sensemaking and knowledge creation (Aaltonen, Alaimo and Kallinikos, 
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2021). What people can produce from data is not merely artefacts, but insights 

and knowledge for learning, inferring or predicting (Alaimo and Kallinikos, 

2020). Because data is open to interpretation, it can be used as a medium to 

carry out various purposes and claims. The knowledge created from data is 

influenced by humans’ intentions and humans' ability to make meaning (Veel, 

2018). Humans embed their bias, interpretation, and subjectivity the moment 

a data set is constructed (boyd and Crawford, 2012). The same data set may 

be labelled differently according to the purpose of the actors who are using it. 

The massive opportunity to harness the open-endedness of data for 

knowledge creation comes with consequences.  

 

Monteiro and Parmiggiani (2019) indicated that the open-ended quality of data 

offers a medium for ideological and rhetorical strategies; thus, data can be 

political. For example, according to Raji (2020) in April 2020, the US 

government claimed a successful outcome of Covid handling by comparing 

the final number of projected death count – 100,000 people – with the original 

projections of 2.2 million, a condition without intervention. The government 

used the original projection data as a mark to index the final projection, arguing 

that their handling was successful. The example shows that with the open-

endedness of data interpretation, different people with different intentions may 

utilise data differently; thus, the meaning of data is subjective. Ribes (2017) 

argues that, in most cases, data annotation, labelling, and sensemaking are 

means to be open-ended; therefore, when there are specific ends that claim 

data as “hard facts”, it is an indication to consider the intention behind the data. 
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2.7 The scope of the thesis  

The previous sections have covered what the literature has explained about 

the data scientist profession. Studying data scientists' occupations can be 

done using various lenses. Therefore, in this section, I am clarifying my 

research scope based on the theoretical lens I adopt to study the data scientist 

profession. Adopting the lens to study occupations based on previous studies, 

I focus on studying data scientists’ “doing” and “being”. In other words, my 

research aims to examine data scientists’ work practices and occupational 

identity. I identified the gaps in the study about data scientists’ work practices 

and occupational identity from the literature review. Very few studies 

considered those aspects of the data scientist profession in relation to how 

they interact with data. The literature has shown that the interpretation of data 

is limitless and open-ended, and data scientists face both challenges and 

opportunities in developing work practices and shaping their occupational 

identity. In contributing to filling in the literature gaps, my research is scoped 

into studying the influence of the open-endedness of data on the data 

scientists’ work practice and the shaping of their occupational identity. The 

conceptualisation that data interpretation is open-ended becomes the 

assumption of this research to study how data scientists handle data open-

endedness in their work.
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CHAPTER 3  

METHODOLOGY 

 

3.1  Introduction 

This chapter explains the methodological approach to my research. I will 

provide an explanation of the research paradigm, data collection, and data 

analysis of my study. The methodology of this research is designed to answer 

the research questions that have been formulated in the previous chapters. 

The research questions determine the suitable approach to conduct the 

research. I divided this chapter into three subchapters. First, I will explain the 

research design, which includes the research paradigm that underpins my 

research's epistemological position, the research approach, and the research 

method. Second, I will explain the data collection methods used in collecting 

the empirical data. I will include a deep understanding of my positionality in the 

field and empirical context. Third, I will explain the data analysis. This section 

includes an explanation of how the empirical data was analysed and the data 

structures that were built during the data analysis.   

 
3.2 Research design 

This research is designed according to the research questions. This study 

focuses on studying data scientists' work and occupational identity in light of 

the open-endedness of data. I adopt the research paradigm suitable for 

answering my research questions. Then, I adopt the research method to guide 

the data collection and data analysis stages specifically. The further 

explanation of my research design is as follows.  
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3.2.1 Research paradigm 

How a researcher conducts the research depends on the research paradigm 

that the researcher adopts. The research paradigm represents the 

researchers’ perspective and framework for understanding the world (Denzin 

and Lincoln, 2018). My research studies a phenomenon that has not been 

studied extensively. Studying data scientists’ work and identity is relatively 

new, especially among IS scholars. Therefore, I adopt the research paradigm 

that enables me to construct and understand how and why the phenomenon 

emerges. In this section, I will explain my research paradigm by dividing it into 

two subsections. First, I will explain the research epistemology to explain my 

philosophical position in studying the phenomenon being studied. Second, I 

will explain the research approach that I adopt to guide me in conducting the 

study.  

 

3.2.1.1 The research epistemology: Interpretivism 

For researchers in social science, choosing the epistemological position 

before embarking on the research journey is important. The epistemological 

stance of the researcher determines how the study will arrive at the knowledge 

production. According to Bryman (2012), there are two main streams of 

research epistemology in business and management studies, namely 

positivism and interpretivism. The two epistemological stances contrast with 

each other. Positivism separates the position between the researchers and the 

object of research (Blaikie, 2003). On the other hand, interpretivism 

acknowledges that the researchers’ position cannot be separated from what 

is being researched (Creswell, 2013; Denzin and Lincoln, 2018). Interpretivism 
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believes that the meaning behind a phenomenon is not out there to be found 

but is constructed (Myers, 2017). Based on the aim of this research, I chose 

interpretivism as the epistemological position of this research. To understand 

how the open-endedness of data influences data scientists’ work practice and 

occupational identity, I need to ask questions to data scientists and observe 

their activities. I need to interpret my conversation with the practitioners and 

the observations. Taking a positivist stance could not enable me to address 

the research questions of this research.  

 
According to Bryman (2012), the goal of interpretivism is to comprehend how 

people behave. Interpretivism is more interested in an empathic understanding 

of human activity. Through an interpretive lens, the phenomena are studied as 

situated in a natural context in an effort to make sense of or interpret 

phenomena in terms of the meanings people assign to them (Denzin and 

Lincoln, 2018). When social scientists take an interpretative perspective, they 

don't just describe how people in a social group see the world. The social 

scientist's goal is to integrate the interpretations into a social scientific 

framework (Bryman, 2012). Corbin and Strauss (2015) emphasise the need 

for the researchers’ sensitivity in taking an interpretive stance which means 

that researchers must keep in mind the experiences and backgrounds that 

provide them with the ability to understand the empirical data. The researchers 

impose their viewpoints on the data, but they need to divorce themselves from 

their own assumptions. In other words, the researchers need to be reflexive 

and aware of their bias.  
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Interpretivism is also commonly adopted in the IS field. Since the beginning of 

the 1990s, interpretivism has been one of the major streams of epistemological 

stance among IS scholars (Walsham, 1995). Some IS bodies of work that 

adopt interpretivism are: systems design, organisational intervention and 

management of IS, the social implication of IS, and Artificial Intelligence 

(Walsham, 1995, p. 4). My research studies the sociological aspect of data 

science by focusing on the data scientists’ profession. To explore the social 

problem of IS, I need to build a comprehensive picture of the situation, for 

example, based on an in-depth perspective from the informants (Creswell, 

2013). Therefore, I follow the interpretivism stream in situating my research in 

the IS studies’ epistemological stance.  

 

3.2.1.2 The research approach: An inductive and qualitative study 

According to Bryman (2012), there are two main research inquiries to guide a 

study, namely deductive and inductive inquiry. The deductive inquiry is 

suitable for researchers who deduce hypotheses from existing theories and 

then confirm the hypotheses to revise the theory. On the other hand, inductive 

inquiry is suitable for researchers  who build an abstraction from their 

observation (Bryman, 2012). Inductive inquiry moves the research from 

specific empirical phenomena to building concepts and theories (Locke, 2007). 

Researchers who make inductive inquiries gather the data first and then 

develop theories according to the findings. Based on the research questions, 

the latter predominantly fits my research. I do not aim to test or falsify existing 

theories. I aim to answer new questions about a phenomenon of interest 

instead; therefore, an inductive inquiry is more suitable for my research 
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(Locke, 2007). Inductive inquiry allows me to answer the “how” questions of 

the phenomenon of interest and make a theoretical explanation out of it 

(Woiceshyn and Daellenbach, 2018). 

 
In adopting the inductive inquiry, I conduct qualitative research. Qualitative 

research in social science is a type of research that places researchers in the 

world to explore social problems (Creswell, 2013; Denzin and Lincoln, 2018). 

Qualitative researchers use field notes, interviews, conversations, 

photographs, and memos as the representation of the phenomena and study 

them in their natural setting. Understanding how things happen can be done 

better with qualitative study (Corbin and Strauss, 2015). I aim to study how the 

open-endedness of data influences data scientists’ work and identity. This kind 

of study is better to be approached by gathering qualitative data, for example, 

by asking data scientists’ opinions about who they are and what they do. 

Moreover, previous studies about work and identity were mostly done by 

studying individuals in their natural settings (Alvesson, 1994; Ashcraft, 2007). 

Several IS scholars who study work (Orlikowski, 2000; Bailey, Leonardi and 

Barley, 2011; Leonardi, 2011) and identity (Vaast and Pinsonneault, 2021) 

also conducted the research in the participants’ natural settings. Following the 

previous studies, I conduct my study by analysing and interpreting data 

scientists’ opinions and conversations by asking data scientists and observing 

their activities in their community.  

 

3.2.2 The research method 

After choosing the approach of inquiry, I specified the method to guide my data 

collection and analysis. To answer my research questions, I adopted a 
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grounded theory approach for data collection and data analysis. Historically, 

grounded theory was developed by Glaser and Strauss (1967) for the purpose 

of building theory, an abstract analytical schema of a phenomenon, from 

empirical data (Creswell, 2013; Corbin and Strauss, 2015). Ideally, grounded 

theory researchers do not enter the empirical field with preconceptions or pre-

formulated hypotheses (Urquhart, Lehmann and Myers, 2010). When I began 

to conduct the study, I did not have any theoretical hypotheses, and I did not 

aim to verify or falsify any theories. I wanted to enhance the theory on how big 

data and AI affected occupations. However, I already had preconceived 

theoretical ideas about how AI and big data could disrupt occupations, so my 

research is not a pure form of grounded theory research. Nevertheless, my 

study is still relevant to the grounded theory approach because my research 

aims to enhance theories from a new phenomenon. 

 

According to Charmaz (2014), grounded theory is a research method that 

consists of systematic yet adaptable methods for gathering and analysing 

qualitative data for the creation of theories directly from the data. By adopting 

a grounded theory approach, my research starts with gathering data relevant 

to my initial research questions by interviewing professionals who work in the 

field of data analysis and AI.  Then, I perform the coding and memoing and 

constant comparative analysis. I used comparison approaches and iterative 

tactics of switching back and forth between data and analysis. The data 

collection and analysis were done simultaneously. I followed these steps 

iteratively until I developed the findings into an abstraction. Adopting a 

grounded theory approach, particularly in data collection and analysis, gives 
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me the guidelines to refine my research focus according to what I found in the 

empirical data. The details of the data analysis step that I did in this research 

are explained in Section 3.5.  

 

3.3 The reflection of the researcher’s position 

In conducting qualitative research, my background as a researcher influences 

my data collection. There is a need to reflect on my background and my 

position in the research.  

 

My educational background ranges from industrial engineering to information 

systems management. To some extent, my educational background helps me 

understand the technical concepts or terms that I gained from the interview 

and observation, for example, the software that data scientists commonly use.  

 

My professional experiences also give me insights and perspective into 

studying data scientists’ work. I have never worked as a data scientist before, 

but I worked as a digital marketing staff in an IT start-up company. I worked 

closely with the data team consisting of data scientists, analysts, and 

engineers. This experience gives me practical knowledge about working with 

data scientists and what data scientists do. So, I could imagine the 

participants’ stories about their work by reflecting on my experience. I also 

worked as a management consultant handling IS strategies. This experience 

gives me the perspective from the management side about the increasing 

demand for data scientists for incumbent organisations who undergo a digital 

transformation and aim to harness benefits from data.  
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My background puts me in a position to see data scientists’ work from a 

business and management point of view. The way I interpret the empirical data 

is biased toward managerial interests in understanding data scientists’ work 

and identity.  

 

3.4 Data collection 

The data collection was conducted by doing semi-structured interviews, an 

online participant observation, and gathering additional secondary data from 

various sources. In the following sections, I will explain and reflect on each 

data collection technique I used in this research. I will also explain the data 

source and the justifications that I made to gain relevant data.   

 

3.4.1 Semi-structured interviews 

I conducted 49 semi-structured interviews with data professionals across 

different industry fields. There are several interviews that are repeated with the 

same person. The interview consists of 23 interviews with 17 data scientists. 

The rest of the interviews are conducted with other data professionals that 

work alongside data scientists, for example, data analysts, business 

intelligence analysts, business analysts, AI consultants, and product 

managers. All interview participants are Indonesian and work in business 

organisations, except one participant who represents a data science 

community. Table 2 provides the details of the interview, including the 

occupational title, participants’ identification, participant’s industry field 

interview setting, and total interviews per occupation. 
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Table 2 Research interview details 

Occupational 
Title ID Industry Field 

Company 
size 

Years of 
Working* 

Interview 
Setting 

Number of 
Interview 

Total 
Interviews 
per 
Occupation 

Data Scientist 

DS1 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 2 Online 1 

23 

DS2 
IT and Recruitment 
Service 

Small (51-
200 
employees) 3 

Face-to-
face and 
online 3 

DS3 
IT and Recruitment 
Service 

Small (51-
200 
employees) 1 

Face-to-
face 1 

DS4 IT and Hospitality 

Small (201-
500 
employees) 4 

Face-to-
face 1 

DS5 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 3 

Face-to-
face 1 

DS6 IT and Legal Service 

Small (51-
200 
employees) 2 Online 2 

DS7 News and Media 

Large 
(10,001+ 
employees) 4 Online 1 

DS8 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 1 Online 1 

DS9 E-commerce 

Medium 
(1,001-
5,000 
employees) 4 Online 1 

DS10 News and Media 

Large 
(10,001+ 
employees) 3 Online 1 

DS11 
IT Services and IT 
Consulting 

Small (11-
50 
employees) 3 Online 2 

DS12 
IT Services and IT 
Consulting 

Large 
(10,000+) 4 Online 1 

DS13 Finance and Banking 
Large 
(10,000+) 2 Online 2 

DS14 E-commerce 

Medium 
(1,001-
5,000 
employees) 2 Online 2 

DS15 E-commerce 

Small (51-
200 
employees) 2 Online 1 

DS16 E-commerce 

Medium 
(1,001-
5,000 
employees) 3 Online 1 
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DS17 E-commerce 

Medium 
(1,001-
5,000 
employees) 3 

Face-to-
face 1 

Data Analyst 

DA1 IT and Hospitality 

Medium 
(1,001-
5,000 
employees) 4 

Face-to-
face 1 

5 

DA2 E-commerce 

Medium 
(1,001-
5,000 
employees) 4 

Face-to-
face 1 

DA3 
IT Services and IT 
Consulting 

Small (51-
200 
employees) 3 Online 1 

DA4 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 3 Online 1 

DA5 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 5 

Face-to-
face 1 

Business 
Intelligence 
Analyst BI1 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 3 

Face-to-
face 1 1 

Business 
Analyst BA1 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 3 

Face-to-
face 1 1 

AI Consultant AIC1 
IT Services and IT 
Consulting 

Small (11-
50 
employees) 1 

Face-to-
face 1 1 

AI Research 
Scientist ARS1 

IT Services and IT 
Consulting 

Small (51-
200 
employees) 1 Online 1 1 

Software 
Engineer SE1 E-commerce 

Medium 
(1,001-
5,000 
employees) 4 

Face-to-
face 1 1 

Product 
Manager 

PM1 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 4 Online 2 

3 PM2 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 4 

Face-to-
face 1 

SVP of CICT 
CICT
1 Oil and Gas 

Large 
(10,000+) 20+ Online 1 1 

Digital 
Marketing DM1 Oil and Gas 

Large 
(10,000+) 10+ 

Face-to-
face 1 

5 

DM2 Oil and Gas 
Large 
(10,000+) 10+ 

Face-to-
face 2 

DM3 Oil and Gas 
Large 
(10,000+) 10+ 

Face-to-
face 2 

IT Manager ITM1 Oil and Gas 
Large 
(10,000+) 10+ 

Face-to-
face 1 1 
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IT Asst. 
Manager 

ITAM
1 Oil and Gas 

Large 
(10,000+) 10+ 

Face-to-
face 1 2 

ITAM
2 Oil and Gas 

Large 
(10,000+) 10+ 

Face-to-
face 1  

Business 
Growth 
Manager 

BGM
1 IT and Transportation 

Medium 
(1,001-
5,000 
employees) 3 

Face-to-
face 1 1 

Data Science 
Community 
Manager 

DSC
M1 IT Community 

Medium 
(1,001-
5,000 
members) 3 Online 1 1 

Human 
Resource 
Manager 

HR1 E-commerce 

Medium 
(1,001-
5,000 
employees) 2 Online 1 2 

HR2 E-commerce 

Medium 
(1,001-
5,000 
employees) 4 Online 1  

 49  

*Years of working are calculated at the time of the interview. 

 

I conducted interviews with professionals who work alongside data scientists 

to justify data scientists’ views and opinions from external perspectives. Some 

of the interviews were done face-to-face by visiting the participants’ office 

building in Indonesia. Some participants gave me access to enter the office 

building and conducted the interview in their meeting rooms. Therefore, the 

face-to-face interviews give me the nuance of the participants’ workplace. 

However, due to Covid-19 restrictions, most of the interviews were done 

virtually using video conference platforms (i.e., Microsoft Teams). The 

interviews lasted from 30 minutes to 2 hours. I also send the “Participant 

Information Leaflet” and the consent form before doing the interviews, so the 

participants can read the information regarding the research ethics, e.g., the 

purpose of the research, how the data is recorded, how the data is stored, and 

how the interviews will be pseudonymised. The example of the participant 

information leaflet and the consent form is attached in Appendix B and 
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Appendix C, respectively. The interviews are audio-recorded using my 

recorder device based on the participants’ consent. Most interviews are done 

in Indonesian, with one in English. I transcribed and translated each interview 

manually. 

 
The participant selection was made through the snowballing approach. I 

began the interviews with the respondents that I knew, and then I asked them 

to introduce me to other potential respondents.  The interviews started with 

several different professionals, such as data scientists, data analysts, an AI 

consultant, and an SVP of CICT. In the early phase of the interviews, I asked 

several general and open-ended questions about their perspectives on big 

data utilisations, the tools and techniques that they use (e.g., data analytics, 

machine learning, and artificial intelligence), and the example of the 

application on their organisations. Then, the questions are generally followed 

by questions about the challenges and opportunities that they see from 

utilising big data. Some examples of the starting questions that I asked are 

shown in Figure 1; further examples are shown in Appendix A. 

 

 

 
 
 
 
 
 
 

 

 
Figure 1 The example of the general questions 

 

General questions: 

1. What is your occupational title? 

2. Can you explain your day-to-day responsibilities? 

3. Who do you usually work with? 

4. Have you ever had a project or work using data? If so, can you explain the project? 
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After asking the general questions, I adapted the thematic interview questions 

depending on who the respondent was. For example, if the respondent is a 

data scientist, I will ask further questions about their experience and views of 

the data scientist’s profession. For example, the followed-up questions for data 

scientists are shown in Figure 2. If the respondent is not a data scientist, then 

I will also ask them to explain an example of a project that they have worked 

on with a data scientist  

 

Follow-up questions: 

1. In your opinion, what are the skills that a data scientist should have? 

2. What is the difference between data scientists and other data professionals (e.g., data 

analysts and data engineers)? 

3. Could you tell me about your journey in becoming a data scientist? 

4. Could you explain how you learned to become a data scientist and the learning resources 

that you used? 

5. What are the challenges that you encounter when working as a data scientist? 

6. What is your opinion about data science implementation in Indonesia? 

 

Figure 2 The example of the follow-up questions 

 

From those interviews, I found an interesting phenomenon about data 

scientists’ occupations. There is a growing interest in this occupation among 

organisations and professionals. The SVP of CICT and other occupations in 

the managerial role see data scientists as strategic occupations that 

organisations need to hire to harness the benefits of big data. Then, some 

technical professionals that I interview see data scientists as promising 

occupations in the age of big data. Some data scientists also think that their 

skills will become more important for strategic applications. However, some 
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data scientists think that there are some ambiguities and confusion about who 

data scientists are and what data scientists do. Data scientists often found 

mismatches between their expectations about their work and the 

organisation's expectations of them.  The impression that I got from the 

interview is that many data scientists were still trying to figure out their identity.  

 
The confusion and ambiguity about data scientists’ identity led me to narrow 

down my interview to investigate data scientists’ occupational identity. The 

decision to narrow down the research focus to occupational identity is made 

through theoretical sampling. I analysed the pattern of codes in the interview 

data and explicated them with potential theoretical lenses. The interview is 

done simultaneously with data analysis. By using the semi-structured 

interview, I could modify the questions according to the justification of the 

research focus. As shown in Table 2, I interviewed several respondents more 

than once if I needed to ask follow-up questions to clarify and gain further 

information for the data analysis. Following Alvesson, Ashcraft and Thomas 

(2008), I use semi-structured interviews to understand the identity construction 

to draw attention to the relationship between "what one does" and "who one 

is." The semi-structured interviews can help to gain the data scientists’ 

narrative about their doing and their being.  

 

3.4.2 Online participant observation 

Interviews are useful in studying identity to get explicit quotes describing the 

perspective of data scientists’ identity. Through interviews, I can ask data 

scientists to explain what they think about themselves. However, interviews 

have some limitations in studying identity; the participants’ answers about 
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identity during interviews may not comprehensively explain who they are. 

Therefore, I also complemented the interviews with empirical data from online 

observation in two data science communities in Indonesia. I pseudonymised 

the name of both communities as Data Professionals Community (DPC) and 

Artificial Intelligence Community (AIC). I observed data scientists’ 

perspectives and how they speak about their work and their profession in their 

activities.  

 
During the observation, I attended and participated in some community 

activities. The communities usually had face-to-face gatherings for seminars 

or sharing sessions. However, due to Covid-19 restrictions, all the activities 

were done online via video conference platforms. Therefore, I can only do an 

online participant observation of the communities. The communities held 

several public webinars to talk about data science implementation and 

development in Indonesia. I attended and took notes on nine webinars that 

were conducted by the communities.  In addition, I also attended and 

participated in data science webinars held by a technology company in 

Jakarta, Indonesia. The details of the number of webinars attended, and the 

organisers are shown in Table 3.  

 

Table 2 Number of webinars attended and the organisers. 

Organisers Number of 
Webinars 
Attended 

Observation 
Hours in 
Webinars 

Data Professionals 
Community (DPC) 

6 10 

Artificial Intelligence 
Community (AIC) 

3 4.5 

A technology company  1 5 

Total 10 Webinars 19.5 hours 
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The webinars that I attended and observed comprise various topics. The 

examples of the title of the webinars that I observed are “Data Team Work-Life 

during Quarantine”, “The Identification of Human’s Gender-based on Caninus 

Dental Panoramic using Backpropagation Algorithm”, “Cloud, Data Privacy & 

Security, Open Data”, and “Building Data Team for Digital Transformation 

Journey”. The topics range from sharing the technical implementation of data 

science in practice and research and insights about working as data 

professionals in organisations. The webinars gave me insights and nuances 

about what topics data scientists and other data professionals are interested 

in. Also, by looking at the speakers, I gained information about the prominent 

data professionals in Indonesia. I could also see the people that I could contact 

to do interviews. Some of my interview respondents are the people in the 

communities that I saw in the webinars.  

 
During the webinars, I took notes on the seminar's key points. I also took notes 

of the number of people attending. However, the main thing that I paid 

attention to is the discussion between the webinar speakers and the audience 

during the question-and-answer session. Sometimes I also participated in the 

discussion by asking questions relevant to the seminar topics. By asking 

questions, I gained experience in participating in community activities. I took 

notes of the discussion to see what topic the audience thought was important. 

For example, I found an interesting insight from a webinar observation. The 

webinar is about “Data Team Work-Life during Quarantine”. The webinar is 

about how data professionals manage their work at home, coordinate with 

colleagues remotely, use collaboration tools, and also balance work and life. 

There were 107 participants that joined the webinar, and there were 53 
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questions on the sli.do. However, most of the questions were not relevant to 

the topic. There were only two questions that were relevant to the topic, which 

asked what kind of innovation the data team could help during the pandemic 

and confirmed whether working from home is busier for the data team. The 

rest of the questions are about how the speakers decided to work as data 

professionals, how to start learning data science, the differences between data 

scientists, data analysts, business analysts, business intelligence analysts, 

and market analysts, and other similar questions around getting to know data 

occupations better. The questions reflect the interest of people who join this 

community despite the topic being brought up in the webinar. Many of the 

audiences are interested to know more about the occupations related to data, 

the differences, and what these professionals do. 

 
In addition to webinars, the communities also post several podcasts and one 

radio talk. The communities regularly post podcasts to talk about relevant 

issues among data professionals, for example, the development of technical 

methods and the career issues and conditions in Indonesia. The podcasts 

discuss general topics related to the use of data. Some podcasts are also 

produced in alignment with the current issues in Indonesia, such as a podcast 

with the title “How Data Perform in Quick Count/ Survey” produced during the 

general election in the country. Also, two podcasts – “Learn to be a Data 

Analyst (from home)” and “Telemedicine: Healthcare from a Distance in the 

New Normal” – were published during the pandemic. Most of the episodes 

discuss technical or practical aspects of utilising data. However, there are 

some episodes that bring managerial issues, such as “How to Grow the Data 

Science Community in the East Java region” and “How to Deal with the Data 
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Scientist Recruitment Process”. I also listened to and took notes on one radio 

talk show participated by one of the communities discussing “Why do data 

practitioners in Indonesia have high salary standards?”  

 

Table 3 Period of observations in each community 

Community Platform Period 

Data Professionals Community 
(DPC) 

Group chat January 1st, 2020 - June 11th 
2020 

Artificial Intelligence 
Community (AIC) 

Google group February 25th, 2020 - April 
20th, 2020 

 

At the beginning of the data collection, I gained access to the group chat and 

the google groups of the communities. I did the observation and note-taking 

for certain periods, as shown in Table 4.  I did the observation for six months 

in the DPC group chat. I ended the observation when I thought I did not find 

any new topics in the conversation. However, for AIC, the google groups are 

not used for conversations. It is mainly used to broadcast events. Therefore, I 

decided to end the observation two months after I joined because there were 

few conversations that I could observe. 

 

For DPC, I could see the conversations and all the content that is shared by 

the members in the group chat. The interaction in the group chat is continuous 

and active. The group chat is the main platform for all members to 

communicate. It is an active group chat with 1,579 registered members. Group 

chat is mainly used as a platform for knowledge sharing. One of the ways of 

knowledge sharing is through questions and answers. The members give 

relatively fast responses to answer the questions, even though there are also 
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some questions that are left unanswered. Some questions also lead to 

discussions that allow members to continue the conversations privately. In that 

way, members can talk to each other personally despite the geographical 

differences. There are various topics for the questions and answers. Members 

are asking for recommendations and experiences. However, the topics are not 

categorised because all conversations happen within a single chat room.  

 
Besides questions and answers, the members also voluntarily share any 

information that might be relevant to other members. Members often 

voluntarily share job vacancies that are not only aimed at data scientists but 

also at data engineers, data analysts, software engineers, business analysts, 

and other occupations. Besides job vacancies, members are also keen to 

share learning sources such as seminars, summer school programs, boot 

camps, workshops, programming language libraries, article links, other 

learning channels, and others. Some posts were posted without any context 

or messages. Some posts also had responses, but others did not. But 

members keep sharing these kinds of posts even though no one has 

responded to their posts. 

 

Doing an online participant observation of data science communities is 

beneficial in giving me general conversations among data professionals. By 

participating in their communities, I gained experiences in their activities in 

sharing and exchanging knowledge about data science development and 

issues. The notes that I took from the observations can complement the 

interview data. For example, I can validate the occupational ambiguity issues 

that data scientists face by comparing the interview data and the topic that the 
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communities discuss. They speak similarly about the unclear definition and the 

boundaries about who data scientists are and what data scientists do. 

However, observing communities also have limitations. I could not see how 

data scientists perform their work in practice. In the future, the data collection 

can be improved by doing a participant observation study to shadow data 

scientists when they perform their work.    

 

3.4.3 Additional documents 
 

Table 4 Additional documents 

Documents Sources Quantity 

Brochure of data science 
course 

A data science learning 
institute 

1 

Copy of webinar slides DPC and AIC 5 

Copy of data professionals 
research presentation 

DPC 1 

 

To complement the online participant observation, I also analysed several 

additional documents (Table 5). I collected a brochure of a data science 

learning course from an institute, a copy of the webinar slides, and a copy of 

a research presentation about data talent in Indonesia conducted by one of 

the data science communities. The data science learning course brochures 

gave me information about the expected skills to become a data scientist and 

the learning sources. The copy of the webinar slides provides documentation 

of the webinar materials that complement my notes during observation in the 

webinar. Lastly, the copy of the research presentation about data talent in 

Indonesia provides additional data about the condition of data professionals in 

Indonesia and how the communities tried to map and understand the issues.  
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3.5 Data analysis 

There are several techniques I did to analyse the interview and observation 

data using the grounded theory approach. First, I did the transcription and 

translation of the interview data manually by myself. Then, I did the coding 

iteratively on the data. Simultaneously with the coding, I did memo writing of 

the interview transcriptions and the notes from the observations. Then, I did a 

thematic analysis based on the coding and the memo that I had created. The 

thematic analysis was done to identify the emerging themes from the data. 

While doing the thematic analysis, I created the data structure. The data 

structure was also created and revised iteratively according to the coding, 

memo, and thematic analysis changes. In the following section, I will explain 

the details and process of doing each technique in the data analysis. 

 

3.5.1 Transcription and translation 

As explained before, I collected the data using semi-structured interviews and 

taking notes during the observation. The data I collected during the interviews 

is in the form of audio recordings and the text of notes that I wrote during the 

interviews. The observation produces the written text of the observation notes. 

To analyse the data, I need to have the data in written form to avoid missing 

any important part of the data and to compare and contrast the data 

conveniently. I have the data in written form, except for the audio recording. 

Therefore, I need to transcribe the audio recordings to transform them into a 

written format. I manually transcribe each interview. After I had done the 

interview, I spent several hours transcribing the audio recording. Transcribing 

the audio recording directly after the interviews gave me fresh memories and 
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insights into what happened in the interview. Therefore, I could take notes of 

the hunches that emerged when I did the interviews and the transcribing.  

 
I transcribed the interviews by myself without any software to help. Although it 

took longer time and required more effort, there are several benefits that I 

gained during the manual transcribing process. I could understand the 

interviews better and memorise several parts of the data. Therefore, I could 

recall some parts of the data more easily in the analysis phase. I could make 

better connections between the data and interpret the data easier. Most of the 

interviews were done in the Indonesian language. Due to the limitation of 

translation software that can perform accurate translations in my language, I 

translated the interview data by myself. I left the transcription in Indonesian, 

but I translated several important quotes that represent the coding. The 

translated quotes are the ones that I used to discuss and interpret with my 

supervisors. Nevertheless, the long hours that I spent on transcription and 

translation helped me to do the other techniques in the data analysis process.  

 

3.5.2 Iterative substantive coding 

After I had transcribed the interview data and the observation notes, I 

performed substantive coding to find the pattern in the data. Substantive 

coding means I code to conceptualise the empirical data by finding the 

emerging core categories. I did the coding using software such as NVivo and 

Microsoft Excel spreadsheets. The coding is done iteratively and 

simultaneously with memo writing. There were several steps of coding that I 

performed during my data analysis processes. By following a grounded theory 

approach, I adopted the sequence of the cycle of coding that is usually done 
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in a grounded theory study (Saldaña, 2016). In the first cycle, I did an “initial 

coding” – which refers to “open coding” in earlier publications (Corbin and 

Strauss, 2015) – to produce codes based on the original terms from the data. 

An initial coding helps me to understand the data from the respondents’ 

original perspectives and language. Second, I continued the coding cycle by 

doing “focused coding” – or “selective coding” in earlier publications (Saldaña, 

2016). In this phase, I categorise the codes from the first cycle into categories. 

So, I analysed the text data based on the categories and, if necessary, 

collected more data based on the selected categories.  

 
The first cycle of coding, the “initial coding”, is done by doing line-by-line 

coding on the interview transcripts and the observation notes. I began the 

initial coding when I started the data collection. After I have the interview 

transcript ready, I import the transcript to NVivo to begin the initial coding. I 

tried to be open in coding the data at this stage to get familiar with the data 

first. I wanted to understand what terms data scientists use to explain certain 

things. I compare the data with other data to produce the codes. In the 

beginning, I produced 218 codes. The example of initial codes that I got in the 

early phase is “choosing algorithms from the open-sourced libraries”, 

“considering whether the problems are relevant”, “comparing data scientists 

with data analysts”, “understanding the data”, and so on. The codes that I got 

from the first attempt at coding were also changed several times. As I collected 

more data and more information and understanding, I refined the codes 

accordingly. After getting familiar with the data through initial coding, I found 

the sequence of processes in the data – indicated by the use of gerunds (-ing) 

in the codes. So, I employed process coding by ordering the categories based 



 
 

62 

on the order of what activities data scientists do to complete a project and 

adding more codes that are related to the process codes. After that, I took my 

perspective back to my research question. I reflected on the codes and tried 

to connect the codes with the questions. From that reflection, I could approach 

my first research question about data scientists using process coding. I refined 

the research questions according to the initial findings that I found from the 

empirical data. I also took the same approach to my second research 

question.  

 
The second step of coding is “focused coding”. In this stage, I performed a 

higher level of coding by categorising the codes from the initial coding. I 

compare the data with the codes and the codes with the other codes to find 

the similarity and distinctiveness to create the categorisations. I tried to find 

codes that connect with each other and can be classified into one category. 

An example of the categorisation of codes is shown in Table 5. 
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Table 5 Example of categorisation of codes 

Quotes 
The codes of data 
scientists' work 

The categories of data 
scientists' work 

"At the early stage of the project, in 
the team, I’ll spend myself having a 
chat with the security researchers. 
The one who really knows what’s 
going on. So, my job is basically to 
create a detector to block suspicious 
behaviour. Because I didn’t have the 
domain knowledge, usually in the 
early days, I talked to the security 
researchers, the ones who know the 
types of attack that I’ve been working 
on." Understanding problem 

context. 

Scrutinising problem 
existence 

"Usually, I spend around two weeks 
to define the problems by discussing 
with anyone who is involved in the 
project (e.g., the business clients, 
data analysts, or data engineers). 
We need to choose the right 
algorithms, so we need to clarify the 
problems. The business clients give 
us access to their data to help us 
understand the problems, their 
business, and the data they have." 
"After understanding the problems, 
data scientists must decide whether 
the problems are worth solving. We 
need to break down the problems as 
clearly as possible to ensure that the 
problems exist and if it is beneficial 
for the company to solve the 
problems. " 

Examining problem 
existence. 

"Data scientists must validate the 
existence of the problem. We need 
to make hypotheses of the problems 
and test them. Then, we should 
determine the next actions to solve 
the problems. " 
 

Table 5 shows that I classified two codes into one category. The codes are 

“understanding the problem context” and “examining the problem's existence.” 

Before I can categorise the two codes into one category, I need to compare 

and contrast the codes with each other. After the comparison, I interpreted that 

the codes are relevant because they talk about “the problems”. The first code 
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is about the data scientists’ task to understand the problem context, and the 

second code is about the task of examining the existing problem that data 

scientists want to solve. Therefore, I categorised the codes as “scrutinising the 

problem existence” because the data scientists understand and examine the 

problem as a part of tasks to check whether the problem exists. The two codes 

can be categorised into one category because they are related and can be 

merged into one category of task. I did this focused coding on the other codes. 

However, not every code can be categorised. Therefore, focused coding is 

also a phase of selection. Some codes cannot be categorised into any 

categories. So, I left and kept them uncategorized. Then, there are several 

categories that are not relevant to my research focus. So, I did not include 

them in my focused coding. The stage of doing focused coding requires me, 

as the researcher, to create a decision about the direction in which the 

research focuses.  

 
Nonetheless, this process of substantive coding is iterative. I did the initial 

coding several times. In the beginning, I was very open to any codes to 

understand the data. Then, as I gained more data and understanding, I revised 

the codes and added more codes to give more clarity to make sense of the 

data. I started the focused coding only after I felt more familiar with the data. 

The focused coding was also done repetitively because I changed the focus 

of my research several times. I collected more data to clarify the focus of my 

research based on the emerging categories. The codes and the research 

questions are also refined simultaneously. The process of coding requires a 

lot of interpretative and reflective practice to make sense of the data and 

generate the codes. To make the decision about which direction I will focus 
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on, I also need to reflect on my current data and analysis. Therefore, I also 

wrote analytic memos to complement my coding process. 

 

3.5.3 Analytic memo writing 

According to Birks, Chapman and Francis (2008), memo writing is useful for 

documenting and structuring the insights and hunches that emerge from 

interpreting the data. In qualitative research, the researchers are the 

instrument of research that interpret and extract meaning from the data 

(Saldaña, 2016). Therefore, memoing is an effective technique for performing 

reflexive practice in interpreting data. As an instrument of research, I cannot 

avoid being biased in interpreting the data. By memoing, I could acknowledge 

and highlight the inevitable bias to reflect on the subjective influences of my 

own interpretation on the data collection and interpretation (Birks, Chapman 

and Francis, 2008). My background as a researcher with a business and 

management perspective inevitably influences how I interpret and understand 

data scientists’ points of view. Memo writing helps me to clarify my point of 

view. Thus, it helps me reflect and identify my biases and knowledge 

limitations in understanding and interpreting the data. For example, when a 

business growth manager talks about the “lack of understanding” from the data 

team towards the business teams’ problems, I can imagine the frustration that 

the business teams feel by reflecting on my experience. However, this could 

lead to my interpretation bias toward the business teams’ story. I took notes in 

the memo to acknowledge my bias and how I could handle it. To enhance my 

limited knowledge, I asked about the same topic to data scientists. They gave 

me another perspective on the challenges that the data team encounters in 

understanding business problems. By taking notes in the memo, I could 
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identify how my bias could influence my interpretation and build a conversation 

from various perspectives to get a clearer view of the topic.  

 
Memoing not only helps me to perform reflexive practice but also helps me 

perform communication with myself and other people (Corbin and Strauss, 

2015). Memoing is useful to enhance engagement with the data. While reading 

the data, there were insights and ideas emerged in my mind. I documented 

them in the memo to keep them and reflect on them (Orona, 1990). I could 

build communication with myself to think out loud in written text. I can reflect 

on the ideas that I had written to test the rationality of my ideas and choose 

the direction of my analysis. As Birks, Chapman and Francis (2008) said, 

writing memos helps in articulating my assumptions and perspectives. 

Memoing helps me to document a richer analysis of the data to complement 

the other techniques. Besides helping me to communicate with myself, 

memoing also helps me to distribute my ideas to my supervisors. The memo 

can be material to be shared and discussed with other people. The ideas that 

I wrote in the memo are more structured and clearer, so they could be more 

understandable to be refined by my supervisors.   

 
In my data analysis process, I wrote analytical memos in the form of informal 

writing and the description of insights from the data. An analytical memo is 

written to construct analytic thought and create an abstraction of the data to 

develop the theory (Lee et al., 2019). Therefore, I used the analytical memo to 

help me perform the theoretical sampling to collect more data based on the 

emerging themes or concepts from the empirical data (Corbin and Strauss, 

2015). For example, by writing analytical memos, I could see that taking 
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“occupational identity” is a relevant theory to analyse my data. The analytical 

memo helps me to conceptualise the findings in a more abstract form. Then, I 

tried to collect more data about occupational identity to explore and deepen 

insights into the themes in the data. Memo writing is not only one step in the 

data analysis (Charmaz, 2014). I wrote analytical memos throughout the data 

analysis iteratively while doing other data analysis techniques, such as coding. 

Analytic memo writing helps me to generate the codes and take notes of my 

thought process in generating the codes. So I can keep the documentation of 

my thought process when analysing the data.  

 

3.5.4 Thematic analysis  
To make sense of the data more abstractly, I performed a thematic analysis to 

generate themes from the empirical data. According to Boyatzis (1998), 

thematic analysis is a way to make sense of qualitative information 

systematically..  Thematic analysis is also a way to present the meaningful 

conceptualisation of qualitative data (Boyatzis, 1998). The themes generated 

in this stage are the theorisation and integration of the codes and categories 

identified in the previous stages of analysis (Charmaz, 2014; Corbin and 

Strauss, 2015). I looked more thoroughly at the empirical data to see the 

pattern and then explicated them with possible relevant theories. The themes 

should be an abstraction of the categories. I used the description of the 

connection between the codes that I wrote in the analytic memos to guide the 

abstraction. The process of producing the themes can also change the codes 

and categories in the previous stage of analysis.  
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The themes can be generated by an empirical data-driven approach, a theory-

driven approach, by comparing empirical data and theories, or by doing all 

together (Boyatzis, 1998). At the beginning of my research, I clearly stated my 

theoretical assumption of the nature of “data” as being open-ended. By using 

this theoretical assumption, I tried to see the pattern of what data scientists do 

to harness the insights from data. I keep this theoretical assumption in my mind 

when I code the data. I tried to connect the substantive codes with the 

theoretical assumptions. After I had produced the substantive categories, I 

tried to think about how the open-endedness of data is related to what data 

scientists do.  

 
By iteratively comparing and relating the substantive codes and categories 

with my theoretical assumption, I produce several themes from the empirical 

data. I generated the label of each theme. Following the guideline from 

(Saldaña, 2016), the label of the themes must represent the codes and 

categories in a more subtle and tacit form. They must be clear, concise, and 

short enough to describe the meaning of the phenomenon being studied 

(Boyatzis, 1998). Then, the themes that I have generated are structured by 

adopting the Gioia method in structuring the data (Gioia, Corley and Hamilton, 

2013). I present the data by showing the codes, the categories, and the 

themes in order to show which codes constitute the generation of each 

category. The codes are presented in the first order of analysis. After that, the 

categories are presented in the second order of analysis. Lastly, the themes 

are presented in the last order as the abstraction of the whole code and 

categories. I will show and explain the data structure of this research in the 

next subchapter.   
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3.6 The data structure 

In this section, I will present and explain the data structure I produced from the 

data analysis. I adopted the Gioia method in presenting the data structure 

(Gioia, Corley and Hamilton, 2013). In this research, I have two research 

questions. Therefore, I have done two separate analyses and created two data 

structures for each research question. I divide this section into two: first, I will 

show the data structure for the data scientists’ doing, and second, I will present 

the data structure for the data scientists’ being. The data structures will show 

the codes, categories, and themes for each analysis in detail.  

 

3.6.1 The data structure of data scientists’ “doing” 

The first data analysis I did focused on what data scientists do. I aim to 

understand “the doing” of data scientists to understand the step-by-step 

practices that they do to extract insights from data, especially in the context of 

data being open-ended. I asked the data scientists to explain what they do in 

their jobs. I collected numerous explanations about what data scientists do 

from the interviews and some additional data from the observation. I read and 

analysed the narrative text of the interview data, performed iterative coding, 

and took reflection notes in the analytic memo. By doing all of them repetitively 

and simultaneously, I produced the codes, categories, and themes about data 

scientists’ doing. The process of creating the data structure for data scientists’ 

doing data structure was not created in the first attempt. It consists of several 

iterative steps.  

 
First, I made myself familiar with the data to understand what data scientists 

do. I coded each data scientist’s action from the interview and observation 
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data. From the initial coding, I recognised a pattern of process. The empirical 

data shows a sequence of actions that data scientists do with data to complete 

their projects. This sequence of activities can be studied using the process 

study (Corbin and Strauss, 2015). Some data scientists explain how they 

extract insights from data chronologically in the process. Then, I also 

recognised the same pattern in the other empirical data. During the initial 

codes, I reflected on this process of the theoretical concept of data. I found a 

stream of scholars that conceptualise the transformation of data. So, I decided 

to adopt a process perspective to understand what data scientists do in 

chronological order and what they do with data during the process.  Therefore, 

during the initial coding, I employ process coding to study data scientists’ 

narratives about what they do in chronological order. I organised the actions 

that data scientists do to complete a project, starting with what they do first 

until the end.  

 
After I had the codes and categories in order, I continued the process to the 

abstraction stage. I went back and forth between the codes and the memo to 

reflect on the context of the “open-endedness of data.” I used those reflections 

as references to label the themes. The process of labelling was not a simple 

task. I revised the label numerous times to choose the terms that represented 

the meaning that I wanted to present from the data. After several iterative 

processes, I formulated the labels for each theme. Based on my reflective 

analysis, there are three themes about what data scientists do that emerge 

from the empirical data. The themes are: 1) validating problems, 2) validating 

data, and 3) validating algorithms. Those themes emerged from the 
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theorisation of codes and categories that I have organised in order. The data 

structure of my first analysis is shown in Figure 3.  
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Figure 3 Data structure of data scientists' "doing" 
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3.6.2 The data structure of data scientists’ “being” 

The second analysis that I performed focuses on data scientists’ occupational 

identity. The analysis is done to answer the second research question about 

how the open-endedness of data influences data scientists’ occupational 

identity. My interview data also comprises data scientists’ opinions about who 

they are. I used the same empirical data sources – the interview and the 

observations. I also performed the analysis with a similar approach to what I 

did in analysing data scientists’ doing. However, I took a different lens in 

analysing the empirical data to study data scientists’ occupational identity. 

Because I took a different lens, the way I interpreted and organised the data 

is different compared to what I did in the first analysis.  

 
In this analysis, I aim to examine the perspective of data scientists regarding 

their identity. I do not focus on studying how their identity is shaped but only 

on how data scientists portray themselves. Therefore, I did not do process 

coding in the initial coding. I performed the initial coding by identifying the 

statements in the interview that indicates how data scientists describe who 

they are. Besides the interview, I also went through the observation notes to 

identify any indication of what data scientists say about their identity and how 

they tell other people about it. In the early phase of initial coding, I code the 

statements using exactly the same words and terms as what data scientists 

say about themselves. Then, in the next iteration, I also add some expressions 

that are produced by my interpretation. 

 
Through coding and memoing, I found a pattern of identity themes in the 

empirical data. The categories define data scientists’ identity based on who 
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they think they are supposed to be and who they are based on what they enact. 

I theoretically labelled the themes as “espoused identity” for the former, and 

“enacted identity” for the latter. By analysing those two themes, I found 

inherent tensions in data scientists’ identities – which I will explain further in 

Chapter 4. Therefore, besides the two themes of identities, I also found 

another theme about how data scientists manage the inherent tensions. I label 

this theme as “managing the inherent identity tension.” The code, categories, 

and themes that emerge in this analysis are shown in Figure 4. 
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Figure 4 Data structure of data scientists' "being" 
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3.7 Summary of the methodology 

In this chapter, I have explained the methodological aspect of my study. I have 

explained the research paradigm by making statements about my research 

approach and epistemological position. The choice of the research paradigm 

is taken based on my research aims. I chose inductive and qualitative inquiry 

to enable me to study a topic that is not yet well-explained by existing theories. 

Then, I chose the grounded theory method to provide me with a rigorous 

guideline in analysing qualitative data and developing theoretical concepts that 

explain data scientists’ work and identity. I also chose to join the interpretive 

epistemological stream in the IS field to enable me to study the social 

phenomena of data science in a more comprehensive way.  

 
My choice of research paradigm determines how I collected and analysed the 

data. I gathered the qualitative data by doing semi-structured interviews with 

data scientists and other professionals that work alongside data scientists. I 

also took notes of the observation to data science communities. Then, I 

analysed the data by following the grounded theory steps. I performed the 

coding, memo-writing, constant comparative analysis, and theoretical 

sampling iteratively. Those steps enable me to perform a thematic analysis to 

develop the themes from the empirical data. Reflecting on my experience in 

doing the data collecting and analysis, the grounded theory method requires 

me as the researcher to be adaptable to changes that happen during the 

process. There were many times I refined the research questions after I 

performed the coding, memo writing, and theoretical sampling. Nonetheless, 

the method enables me to gain the findings truthfully from the data. 
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I created the structure of the findings from the empirical data following the 

Gioia method. The further details of the data analysis for each data structure 

are explained in the next two chapters – Chapter 4 and Chapter 5. 
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CHAPTER 4  

DATA SCIENTISTS’ VALIDATION: A PROCESS TO NAVIGATE THE 

OPEN-ENDEDNESS OF DATA 

 
 
4.1 Introduction 

This chapter discusses the first section of the analysis that focuses on the 

process of navigating the open-endedness of data in the data science process. 

The aim of this chapter is to unpack the kinds of work that data scientists 

perform to extract valuable insights from data. Based on the empirical data, 

this analysis identified what data scientists do based on what they tell. It 

allowed the analysis to capture data scientists’ views and reasonings in 

overcoming the problems in their work.  

 

As shown in the methodology chapter, the analysis is done by tracing the 

bundle of tasks that data scientists tell in completing a project. Data scientists 

perform bundles of tasks that include qualitative and interpretive tasks (e.g., 

framing, brainstorming, negotiating, and storytelling), apart from quantitative 

and calculative tasks (e.g., hypotheses testing, data wrangling, and 

modelling). Data scientists perform the bundles of tasks interchangeably to 

perform validations that navigate the open-endedness of data. Dividing the 

process into phases, the analytical themes show that data scientists are doing 

validation in three phases of the ongoing process: (1) validating problem 

statements, (2) validating data, and (3) validating algorithms, as shown in 

Figure 5. 
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The process begins when data scientists receive or find a problem. Then, data 

scientists perform bundles of tasks to validate the problem, the data, and the 

algorithms until they accept the algorithms to be deployed to the systems. In 

the following sections, I will explain the details of the tasks that data scientists 

do throughout the validation process to navigate the openness of data 

interpretation. 

 

4.2 Validating problem 

The openness of how data can be interpreted suggests innumerable ways of 

making sense of and utilising data t for various purposes. Because there are 

so many options for the direction of interpretation, data scientists need to 

specify the purposes that define the intended outcomes. At the beginning of a 

data science project, data scientists choose and frame specific problem 

statements. The problem statements will guide the project and create the 

project boundaries in harnessing data towards the outcomes. The process of 

framing the problem statements requires data scientists to sit together with the 

business teams to understand and discuss the problems. Data scientists need 

to judge which problems are worth solving. In addition, data scientists perform 

calculative work to augment the problem framing with evidence to validate their 

problems. In the following sections, I will explain the steps that data scientists 

take in validating the problems. 



 

 

Figure 5 The data scientists' validation process 
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4.2.1 Scrutinising problems through communication with business 
teams  

At the beginning of the project, commonly, data scientists receive problems 

from the business teams2. The business teams come up with problems that 

they would like to solve using data. The first step that data scientists take after 

receiving the problems from the business teams is to scrutinise the problem. 

To do this, data scientists try to get a deep understanding of the problem 

context by asking questions to the business teams extensively. While data 

scientists are trained to analyse data, in doing so, they need to understand 

relevant domain knowledge situating the problems. Data scientists might have 

limited knowledge to understand the problem context. Therefore, asking the 

relevant business teams to understand the domain knowledge is important to 

scrutinise the problem. One data scientist who works to support an IT security 

department gave an example of how they try to understand the problems: 

“At the early stage of the project, in the team, I’ll take the time to chat 
with the IT security researcher. The one who really knows what’s going 
on. To give context, my job is basically to create a detector to block 
suspicious behaviour. Because I don’t have the domain knowledge, 
usually in the early days I talked to the IT security researchers, the 
ones who know the types of (cyber) attack that I’ve been working to 
prevent.” – DS12. 

 
DS12 was asked to create a model to automatically block suspicious 

behaviour. As a data scientist with 4 years of experience working in various 

industries other than IT security, DS12 has limited domain knowledge in IT 

security. So, DS12 needed to spend several times asking the IT security 

researcher about the range of breaching behaviours. The limited domain 

 
2 The “business teams” is the term that data scientists often refer to other teams within the 
organisations whose work oriented on the core business activities, for example, the sales team, 
marketing team, operations team, and others. 
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knowledge creates a level of dependence in dealing with data as data is 

relational to the context. The relationality of data entangles data with people, 

work practices, and the environment. Therefore, for data scientists, engaging 

in close communication with the people or team that have the relevant 

knowledge about the problem is important to be able to solve the problems 

with data effectively.  

 

By breaking down the problems and asking questions to relevant teams as 

much as possible, data scientists not only understand the problem to solve it 

but also scrutinise whether the problem exists or is worth solving. The 

problems come to them through the business teams’ narrative stories which 

means that the stories of the problem are constructed based on the business 

teams’ understanding and assumptions. One data scientist explained: 

“My data team leader said to me that the problems that the business 
teams identified might not be the real problems” – DS14. 

 
Data scientists think that they need to examine whether the problems that they 

receive are real problems. What they mean by “real problem” is the root cause 

of the problems, not only the symptoms that the business teams identify.  

 
Solving problems requires resources and costs; therefore, data scientists need 

to investigate the existence of the problem. Data scientists scrutinise the 

problem to find the real problem and ensure that it can be solved using their 

skills.  As explained by a data scientist:  

“Business teams come to us with a problem. But, as data scientists, 
we need to clarify the problems; are they suitable for us? […] We need 
to validate the problems; does the problem really exist? We break 
down the problem as clearly as possible to make sure that the problem 
exists or happens. […]” – DS15. 

 



 
 

83 

In this way, they validate the kind of problems that are suitable for data 

scientists. By scrutinising the problems identified by the business teams, data 

scientists gain an understanding of the problems choosing the focus and 

creating a boundary around the problem. Data scientists can choose what 

must be included in and excluded from the problem scope. However, 

scrutinising the problems is not enough to describe the problem in plain 

language subjectively. Scrutinising the problem should be supported by 

investigating the data to frame the problem with hard data objectively which 

leads data scientists to the next step. 

 

4.2.2 Looking for evidence of the problem's existence in data 
Scrutinising the problem is a crucial stage because it guides the actions and 

decisions that data scientists perform in the next stages. As explained in the 

previous section, scrutinising the problem involves judgements about the 

existence of the problems and which problems they should solve. Therefore, 

data scientists need to confirm their hunches with evidence by performing 

calculative work with data. Data scientists confirm their understanding and 

hunches by creating and testing their hypotheses about the problem. They 

investigate data to see the pattern that supports their understanding of the 

problems. 

 “After we received the problems from the business teams, we 
checked data to see the patterns in the data.” – DS2. 

 
The output of the hypothesis testing can be used as evidence to validate the 

problem's existence. Numerical data can support their judgement about the 

problems or otherwise falsify their judgement which leads them back to inform 

the business teams to scrutinise the problem’s existence.  
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4.2.3 Translating a narrative story into a bounded question  
The problems that data scientists receive from the business teams’ stories are 

often too broad and poorly defined. Therefore, after scrutinising the problems, 

data scientists articulate the boundaries around the scope of the problem by 

formulating a focused question. A data scientist explains: 

“As data scientists, we have to be able to solve the problem. So, the 
most important thing is the problem statement. We only need one or 
two questions. Very often, business teams tell us the problem in a long 
story. Then I said ‘I only need the question. What is the question?’ If 
data scientists cannot help them to formulate the questions, then what 
are data scientists for?” – DS5. 

 
Data scientists need a clear question as a problem statement to guide them. 

Together with the business teams, data scientists turn the business teams’ 

stories into specific questions. They expect themselves to have the skills to 

help the business teams formulate the question.  

 
However, in this step, it is important to highlight that data scientists, together 

with the business teams, impose their judgement in formulating the question. 

Formulating the questions is not an exact science but rather depends on the 

context, the perspective and the purposes of those who ask the questions. 

Problems can be defined in many ways according to the purpose that an 

individual or an organisation wants to achieve. As boyd and Crawford (2012, 

p. 674) argue: “who is asking the questions determines which questions are 

asked”. Data scientists formulate the questions in a way that the questions can 

be solved using the data science approach. A data scientist said:  

“In my case, I handle problems related to marketing. For example, 
evaluating the impact of the marketing campaign on sales. But we can 
evaluate the impact in many ways. We can have a different definition 
of impact, maybe we can see it based on the traffic or something else. 
[…] Very often, the business teams give us a very general problem, 
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only asking for impact. So, in the end, we have to be able to translate 
this kind of business problem to something that can be solved by 
statistics or machine learning, for instance.” – DS4. 

 
The quote above states that data scientists “translate” business problems into 

mathematical problems. In “translating”, data scientists define the impact in 

certain ways and refer the problem formulation to the impact they want to 

bring. Based on the impact that they have defined, data scientists exclude 

other definitions of the impact that cannot be addressed using mathematical 

methods.  

 

More than translating, data scientists choose the questions that can be solved 

using mathematical methods to achieve the impact that data scientists had 

defined. For example, some data scientists describe the suitable questions for 

them are ones that need complex statistical methods or modelling, specifically 

predictive and prescriptive analyses:  

“When companies need more complex analysis […] for example when 
the problems need to be solved using machine learning or prescriptive 
analysis, optimisation, or advanced statistical modelling […], they ask 
data scientists.” –  DS4. 

 
DS4 was a data scientist who worked within an IT and Hospitality company 

with other data professionals, such as BI analysts and data analysts. Therefore 

DS4 could categorise the analytic problems specifically for data scientists. The 

organisational context in defining data scientists’ problem scopes frames the 

problem categorisation. It also frames the data scientists’ relational connection 

on specific domains – e.g., prescriptive and predictive analytics. As an 

example, the following quote from a Business Growth Manager represents the 

organisation’s expectation of the problem to be solved by data scientists: 
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“We need data scientists to create machines that can learn the 
customers’ behaviours, so we can predict better prices for our 
products […]” - BGM1. 

 

While DS4 scopes data scientists’ problems on prescriptive analysis, BGM1’s 

quote shows that data scientists are expected to solve predictive analysis 

problems. Therefore, the organisations’ framing influences data scientists’ 

doing by making variations of data scientists’ problem scoping in translating 

the narrative stories into questions.  

 

Some data scientists also emphasise that the questions that are worth 

pursuing through data science are those that bring significant and long-term 

impact, as one of the data scientists explained: 

“Usually, data scientists solve problems which bring long-term and 
huge impact. Our models are usually implemented in the product. 
Creating models to be implemented in products requires a long 
process and a huge investment […] Data science is quite complex in 
terms of modelling. Therefore, when we create a solution from data 
science, we expect a huge impact.” – DS5. 

 
DS5 worked in a similar company with DS4. The quote shows that data 

scientists expect a high return to business from the outcome of their work; thus 

they make decisions on which problems become considered important enough 

to solve. Some of them think that their work needs a lot of investment. They 

only want to focus on important problems that bring a huge impact on the 

business. Therefore, ensuring that solving questions is worthy for the business 

is important for some data scientists.  

 

4.2.4 Examining problem worthiness 
The formulation of the questions is then complemented by calculative work to 

examine the worthiness of solving the defined questions. In so doing, data 



 
 

87 

scientists create hypotheses and test the potential economic value of solving 

the problem. Data scientists and the business teams define the performance 

metrics that will be used to measure the outcomes of the analysis or the model. 

In this stage, data scientists predict the potential value of pursuing the 

problem, given the performance metrics. If data scientists are convinced that 

the problems are worthy, they validate the problems and design the actionable 

steps. One data scientist explained: 

“If the company stakeholders trust data – or are data-driven – they 
won’t do something carelessly without looking at data. Usually, in the 
problem formulation, data scientists provide strong cases to pursue or 
to not pursue a particular project.” – DS15. 

 
The calculative work in examining the problem's worthiness shows that data 

scientists measure the worthiness of solving a particular problem through 

numbers. Data scientists could make a strong argument about the problem's 

worthiness by presenting the predicted economic value of solving the problem. 

Data scientists need to see the numbers to be convinced that they will solve 

important problems that bring measurable impact to organisations. 

 
4.3 Validating data 

After framing the problem statements, data scientists need to select data. They 

translate their understanding of the problems to select relevant data. Data 

scientists apply the understanding of the domain knowledge that they gained 

from scoping the problem. Because of the open-endedness of data, data 

scientists need to set an intuitive boundary in selecting relevant data. Then, 

data scientists need to provide evidence by testing hypotheses in selecting the 

data. Finally, to validate the selected data, data scientists need to standardise 

their interpretation of the data with the business teams.  
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4.3.1 Setting intuitive boundaries around relevant data 
Data scientists need to select relevant datasets according to the problems they 

want to solve. There are infinite options of datasets that may be selected. 

Datasets selection requires a deep understanding of the domain knowledge 

related to the problems. Data scientists might not have in-depth knowledge 

about the problem context. Therefore, in the early stage of data selection, data 

scientists brainstorm in discussing suitable data with fellow data scientists in 

one team or with the relevant teams that are knowledgeable of the problem. 

One data scientist said about this brainstorming stage:  

“Usually, I discuss the possible data with other data scientists in my 
team. If possible, we also brainstorm with the business teams. 
Sometimes, we conduct a regular meeting with the business teams to 
brainstorm and report the progress.” – DS11. 

 
Selecting datasets requires work that involves deliberation and brainstorming 

with other parties, ideally the teams who own the problems.  

 
In brainstorming the relevant datasets, data scientists start by asking as many 

questions as possible. They brainstorm hypothetical questions about what 

variables or datasets might be related to the problems that they are solving. 

One data scientist offered an example:  

“To explore and select the variables we want to include in the model, 
we started by creating a list of questions that we want to know from 
the datasets. For example, I handled a project about dairy products. 
We wanted to know the relationship between the cows’ age and the 
raw material price (e.g., the milk). We created a list of hypothetical 
questions, for instance, we hypothesised that the cows’ age maturity 
affects the size of milk production. We wrote other hypothetical 
questions that emerge in our mind.” – DS11. 

 
Data scientists started to create questions based on hunches they have about 

the problems. The hypothetical questions emerge intuitively based on their 
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common senses. That is the reason why brainstorming is important to 

generate hypothetical questions because brainstorming can generate ideas 

despite their limited understanding of the problem context.  

 
Nevertheless, data scientists require some level of understanding in certain 

domain knowledge. Without this knowledge, exploring possible data can be 

exhaustive.  

“We start by asking many questions. We try to explore possible factors 
that might influence the variable that we are looking at […] Well, we 
can’t explore all possible data because there are just too many. So, it 
is important to have some knowledge related to the problem.” – DS11. 

 
Data scientists also need to do their own research to gain relevant domain 

knowledge. Having a certain level of knowledge can help data scientists to 

generate questions efficiently. Learning new domain knowledge independently 

is an important skill for data scientists to be able to sharpen their intuition.  As 

said by a data scientist in a webinar:  

“This is an important skill for data scientists. Using our intuition, we 
select possible data and then test them. Choose the ones that are 
relevant” – a data scientist (from the observation to a technology 
company’s webinar, 2020).  

 
Working with intuition is essential in the first step of selecting data. Very often, 

data scientists do not know what to do, so exploration is important. Their 

intuition is the one that is guiding their exploration in finding relevant data to 

solve their problems.  

 

4.3.2 Testing hypotheses to select data and make sense of data 
The previous step involves a high level of intuitive work for data scientists. 

Therefore, data scientists need to complement it with calculation. Data 

scientists need to test the hypotheses to select the datasets. In testing the 
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hypothesis, they look at the pattern and relationship between the variables to 

delineate datasets. One data scientist gave an example: 

“We examine the correlation between variables to see the relationship 
of each variable. If we find multicollinearity – which means that there 
is strong correlation between one variable with other variables – then, 
we exclude that variable.” – DS11. 

 
Data scientists test their hypotheses and make sense of the data by examining 

the pattern. When a selected data is excluded, data scientists might need to 

select another data. 

 
After testing hypotheses, data scientists might go back to the brainstorming 

process to create other hypotheses. The process of doing intuitive work in 

generating hypothetical questions with hypothesis testing is iterative until they 

decide on the selected data. One data scientist gave an example of how they 

selected data. This data scientist had a project in corporate banking, and they 

wanted to predict which companies are highly likely to default on debt: 

“I tried to understand the factors that influence companies’ debt 
default. I started with what I knew. I tried looking at the CEOs’ credit 
scores, their personal finance, and also the company’s financial data. 
I tried to explore them, add other data, and redirect my analysis […] 
What I know guides what I can explore. So, I also keep collecting data 
as I go […]” – DS14. 

 
DS14 tested their hypotheses to select data, but in the process, DS14 might 

find other hypothetical questions. As they gained more understanding, DS14 

created other hypotheses, collected more data and redirected the analysis. 

The process of selecting data is iterative and guided by hypotheses. To 

validate the datasets, data scientists need to harmonise their interpretation 

with the relevant teams who own the problems.  
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4.3.3 Standardising the interpretation of data with the business teams 
Data scientists confirm the selected data from the hypotheses testing to the 

business teams. Data is open to different interpretations in many ways 

depending on the context (boyd and Crawford, 2012). The interpretation, and 

by extension, the valuable insights gained, is mediated by data scientists. 

Therefore, data scientists need to confirm whether the business teams have 

the same interpretation and agree with the selected data.  One data scientist 

explained: 

“After I select the data, I will communicate back and forth to the 
business teams (e.g. the IT security team) to make sure that I collect 
the right data” - DS12. 

 
Data scientists are solving the business teams’ problems, so they need the 

business teams' opinions to verify the data. Nonetheless, the business teams 

are the ones who own the problems. Data scientists are helping them to solve 

their problems, so data scientists think that they will need the business teams’ 

opinion in selecting the data to ensure that data scientists’ judgement aligns 

with the business teams’ understanding and purposes.  

 
Checking with the business teams is important for data scientists. On several 

occasions, data scientists found that different business teams have different 

interpretations of data. The following quote by DS2 illustrates the example  

(DS2 worked as a data scientist in a small size IT and recruitment service 

company): 

“In my company, we have the term ‘active user’. Different teams have 
different perceptions of this term. The marketing team sees an ‘active 
user’ as someone that has signed up and created an account on our 
website. While the operations team thinks an ‘active user’ is a person 
who has signed up and also made several transactions for at least one 
month. They have different perceptions because they have different 
needs. This is dangerous for the data team. When they ask us to 
analyse using ‘active user’ data, we may use the wrong data. So, we 
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tried to standardise the naming of data. For example, we use 
‘registered user’ to define the former and use ‘active user’ for the latter. 
We tried to include the business teams to standardise the naming of 
data together.” - DS2. 

 
The example by DS2 shows different interpretations of data. The marketing 

team sees ‘active users’ in that way because their goal is to convert people to 

sign up on the website. The success of the marketing team is defined by the 

conversion rate. While the operations team has a different goal. They need to 

increase transactions as much as possible. So, they need data about people 

who have made transactions on the website. DS2 who worked in a small size 

company had a significant authority in organising the data. DS2 then take a 

position to standardise the differences in order to accommodate different 

needs. Data is constructed to serve particular purposes. By discussing with 

the relevant teams, DS2 standardised the meaning of data so that every team 

will have a mutually intelligible interpretation of the data. 

 

The confirmation of the selected data provides a chance for data scientists to 

standardise different interpretations of the data. And, if the selected data is 

accepted by the business teams, then the data is validated by the business 

teams as the ones that have deeper domain knowledge of the problem. The 

combination of the brainstorming and confirmation of the business teams and 

the hypotheses testing produces a validation of the datasets. Brainstorming 

enables data scientists to create hypotheses and selects the data by testing 

the hypotheses. Then, the confirmation to the business teams brings the 

perspective from the business teams about the selected data. Data scientists 

might justify the data selection and standardise different interpretations of the 

data. This confirmation provides legitimation to the selected numerical data 
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which further validates data. Data scientists might use the datasets and move 

to the next steps.  

 
4.4 Validating algorithms 

After selecting the data, data scientists feed the data into the algorithms. Data 

scientists develop, modify, or manipulate algorithms to solve problems. In 

validating the algorithms, data scientists then choose the model according to 

the performance metrics. However, data scientists encounter several 

challenges in this stage, for example, dealing with the trade-offs between 

measuring the algorithms based on statistical metrics against the business 

metrics. Besides, data scientists also face a challenge in communicating the 

algorithms to the business teams. In this section, I will explain how data 

scientists overcome those challenges in validating the algorithms.  

  

4.4.1 Performance metrics benchmarking 
There are many ways data scientists can develop their algorithms. In certain 

situations, data scientists develop algorithms from scratch based on requests 

from the business teams. However, commonly, data scientists search for 

existing algorithms that are written by other people on forums or websites (e.g., 

GitHub, GitLab, and StackOverflow), and then modify the algorithms according 

to their purpose. One of the data scientists working in a small size start-up 

company explained:  

“When I received the problem from the Head of Data, I searched for 
the algorithms in forums or websites, such as GitLab and GitHub. Then 
I improved and modified the algorithms. I think that is a common 
practice in many companies. Usually, I tried the algorithms one by one 
by using the data then I compared the accuracy. I chose the algorithm 
that gives the highest accuracy.” – DS3. 
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The quote represents the common practice of data scientists in business 

organisations who find algorithms from forums or websites. When they are 

choosing the algorithms, they do not choose by breaking down the algorithms 

to understand the detailed steps. Data scientists undertake performance 

benchmarking by testing the algorithms by inputting the data and evaluating 

the results based on the statistical performance metrics, for example, 

accuracy, logarithmic loss, confusion matrix, the area under the curve, F1 

score, mean absolute error and mean squared error (MSE). 

 
Following the statistical rule, a good algorithm is one that gives a high value to 

each of the performance metrics. However, sometimes increasing the 

performance metrics conflicts with the economic value that the business 

teams’ favour, as explained by one data scientist:  

“We have several metrics to evaluate algorithms, for example, 
accuracy, recall, precision, etc. If we are not making judgements 
based on business values and impact, we will absolutely decide to 
improve the accuracy, precision, and recall as high as we can. But, in 
the implementation, we can’t do that. Still, the metrics should be high, 
but these metrics do not matter that much. For example, when we want 
to improve the accuracy by 5-10%, we have to consider whether or not 
the effort to improve will have a significant impact (on the business). If 
not, then the improvement is unnecessary.” – DS14. 

 
DS14 was very aware of the company’s limited resources. Increasing the 

performance metrics needs time and cost. DS14 thought they cannot choose 

the algorithms based on merely statistical performance metrics. There might 

be conflicting concerns between data scientists and business teams in terms 

of the threshold of accepting the models. For example, data scientists want 

the algorithms to have a high value of accuracy, while the business teams 

want the algorithms to be developed quickly, and cheaply, and create 

significant economic value.  
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4.4.2 Negotiating algorithms thresholds to align expectations 
To overcome the challenge in performance metrics benchmarking, data 

scientists negotiate acceptable thresholds with the business teams. Naturally, 

data scientists evaluate models based on statistical metrics. But they are 

aware that they are serving business needs. A data scientist said:  

“Our end goal is bringing impact to the business. If we don’t think about 
the impact, we might only think about improving the metrics – 
accuracy, recall, precisions, etc. Improving the accuracy matters, but 
the most important is the impact on business. For example, if we 
improve the accuracy by 5% or 10%, what is the impact on the 
business? Does it bring a significant impact? If not, then, it’s not worth 
modifying the algorithms to increase the accuracy.”– DS14. 

 
Data scientists think they need to accommodate business goals. But improving 

the performance of the algorithms based on the statistical metrics is still 

important. Data scientists need to consider both measurements in defining the 

algorithm's threshold. Nonetheless, both measurements are something 

negotiable. Therefore, in this stage, data scientists negotiate the thresholds 

with the business teams to accept the models. 

 
Data scientists need to communicate and negotiate the business team's 

expectations about the metrics because they think that the decisions are to be 

made by the organisation. One data scientist explained: 

“Our decisions depend on the company. As a data scientist, of course, 
I want to prioritise increasing accuracy. But if the company wants to 
obtain the results quickly, then I don’t have much time to increase 
accuracy. I need to sacrifice the algorithm's quality a little bit. At least 
we have a minimum threshold for accuracy. So, we negotiate the 
threshold with the business teams to complete the project quickly while 
maintaining the quality.” – DS2. 

 
The quote shows the example of the moment when a data scientist wants to 

prioritise accuracy, but the business teams want the models to be ready 



 
 

96 

quickly. DS2 negotiated the minimum threshold of accuracy to maintain the 

model quality given the limited time from the business teams. Data scientists 

try to reach a win-win solution, so both parties (i.e., the data scientists and the 

business teams) are satisfied. 

 
Negotiating the algorithms' acceptable threshold is a crucial step in aligning 

the data scientists and business teams’ expectations and achieving their 

shared goal.  At the end of the day, data scientists’ goal is to help business 

teams to solve problems and achieve their business goals. One data scientist 

explains:  

“The key metric of the company is to increase revenue. The business 
teams often come to us and say, “we need an algorithm with x% 
accuracy to get a 50% increase of the business value.” Then, it 
becomes the data scientists’ goal. Our goals should be aligned with 
the business team's goals because we are supporting them.” – DS13. 

 
Data scientists are hired by organisations to help them reach their 

organisational goals. Therefore, data scientists need to always communicate 

and align both parties’ expectations to develop the algorithms in a way that is 

accepted by both parties. 

 

4.4.3 Delivering convincing stories from data analysis 
To validate the algorithms, data scientists must ensure the algorithms can 

solve the business teams’ problems as expected. Therefore, data scientists 

must deliver convincing results from their analysis. Data scientists 

communicate this by narrating stories. Just like telling stories, there is an art 

through which data scientists convey meaning through storytelling.  

“We do data storytelling. When we do it, first, we choose simple terms 
and language. Second, we create narratives. We decide the points 
that we want to deliver and the storyline. What did we want to deliver 
at the beginning, and how was the journey? It is like writing an article 
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in a newsletter, but what we show is the data. We have to create the 
story from the start until we get the results.” – DS14. 

 
Data scientists consider the language preferences of their audiences - for 

example, whether the audience understands data visualisation. If they think 

that the audience has limited knowledge to read data visualisation, then they 

will deliver the result using simple and easy-to-read language and charts. 

Using appropriate terminology, the meaning from the data fits into a story plot 

structured around the originally framed problem. The outcomes of the 

algorithmic modelling suggest scripts for the story characters, namely the 

business stakeholders.  

 

In delivering convincing results to business teams, communication is often still 

a challenge for many data scientists. The challenge lies in having a different 

perspective on the data and the business problems. Data scientists and 

business teams have different knowledge backgrounds. What is important for 

data scientists might not be important for the business teams. In order to 

deliver the analysis effectively, data scientists must learn how to communicate 

in a way the business teams can easily understand and see the worthiness of 

deploying the results.  As one of the respondents said:  

“When we are talking about algorithms with other data scientist 
fellows, we talk about the accuracy, sensitivity, precision, and metrics 
of the algorithms. But the business teams don’t care about those 
things. What they want to hear is what the algorithms can do to 
increase business revenue or cut costs. For example, even though the 
accuracy of the algorithm that we build is 3-5% below the target, the 
business teams can accept it as long as the cost is cheaper. Now, we 
understand their expectations. The thing is to translate our technical 
analyses into business language. How our findings can improve 
business. That is what they want to hear.” – DS4. 
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To communicate clearly, data scientists must learn to translate their findings 

into the impact on the business. Data scientists must be aware of the things 

that the audience (i.e., the business teams) need and would like to know. Data 

scientists could translate the findings from the analysis to show how they could 

increase revenue, efficiency, and other business metrics that are deemed 

important for the business teams.  

 

4.4.4 Justifying changes in the algorithms 
After the algorithms are accepted by the business teams, then data scientists 

must maintain the relevance of the algorithms to the ever-changing situation. 

The open-endedness of data means data is generative, extendable, and can 

be broken when the context of their interpretation has changed. Data is very 

fragile to the changes that happen in the problem context. In order to keep the 

results relevant, data scientists must justify any changes needed in the model. 

The Covid-19 pandemic is a great example to show when certain data can be 

no longer relevant. Data scientists work with historical data to provide insights 

into current problems and also predictions for the future. The pandemic has 

created changes in almost every business model, rendering historical data 

irrelevant to today’s condition and future predictions. Data scientists could no 

longer work with historical data in the same way. One of the interviewees 

reflects on how the pandemic affects data. 

“Covid 19 really affects our data analysis. Let me explain the context 
in our bank. All our customers are entrepreneurs and women who 
have micro to small businesses and live in rural areas. We analyse 
data by classifying which customers will be offered lending/financing 
in the future and which ones do not. The classification is done based 
on data on the ability to pay and entrepreneurial spirit. In the pandemic, 
the situation is different. The customers still have a high 
entrepreneurial spirit, but their businesses cannot perform as well as 
before the Covid 19. Their income affects their ability to pay. For 
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example, on average, our customers used to have the ability to pay 
IDR 2 million each year, but now they only can pay IDR 500,000 each 
year. If this data is fed to our current algorithm, then most of our 
customers will be classified as bad customers. We need to make 
modifications by providing a lower amount of lending with longer 
tenure to maintain customers’ ability to pay. We also modify the 
algorithm to match our new policy and data.” – DS13. 

 
Data scientists need to monitor and evaluate regularly to see whether or not 

the data is still relevant. Data scientists must know when and how data 

becomes irrelevant and outdated and make justifications on the algorithms 

accordingly. This shows that data scientists must always make judgments 

about the algorithms even though they have been implemented and deployed 

in the systems.  

 
The open-endedness of data also affects the algorithms’ relevance. When 

there are changes in problems and data, a resilient algorithm should be able 

to automatically adapt. Therefore, data scientists must monitor the relevance 

of the algorithms for a certain period:  

“In the first 30 days after deployment, I monitor the algorithms every 
day. What if there is new data, would the algorithm still be relevant? If 
I see that the algorithm can adapt to new data and problems, then 
when I think it works well. I don’t have to monitor it every day.” – DS13. 

 
By monitoring the algorithm's performance and justifying the changes in the 

algorithms, data scientists maintain the validity of the algorithm’s outputs so 

the algorithms grow and stay relevant over time.  

 

4.5 Summary of the analysis 

In conclusion, to extract valuable insights from harnessing data, data scientists 

take ownership of the ambiguity of data by doing validation as a process. Data 

scientists perform bundles of tasks to validate the problem, the data, and the 
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algorithms continuously and iteratively. Data scientists’ validations produce 

legitimacy to the outputs in each phase of a data science project. In the 

process, data scientists also need to deal with the differences between data 

scientists' and business teams’ interpretations and expectations of the data. 

This tension shows that data scientists’ validation is as open-ended as the 

data because what they have accepted as valid does not stay valid forever. 

Data scientists must keep making a judgement as a continuous and iterative 

process throughout the data science project. Data scientists need to deal with 

this tension by performing discursive work, such as brainstorming and 

negotiating, with the business teams. Doing data science is not only about 

performing robust calculative work. Often, data scientists require subtle 

approaches to harmonise the data scientists’ and the business teams’ 

interpretation of the data.
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CHAPTER 5  

DATA SCIENTISTS’ ESPOUSED AND ENACTED OCCUPATIONAL 

IDENTITY 

 

 
5.1 Introduction 

In the previous chapter (Chapter 4), I analysed the doing of data scientists in 

navigating the process of extracting insights from data. To continue the 

analysis, in this chapter, I am focusing on “the being” of data scientists. This 

chapter is the second part of my analysis that focuses on answering the 

second research question about the influence of data on the data scientists’ 

occupational identity. Based on the empirical evidence, I found a latent identity 

tension that arises in the practices that data scientists enact, which contradict 

the identity which they espouse. Though they did not overtly acknowledge the 

tension, the contradictions between data scientists’ enacted identity – the 

identity based on what they have to do – against their espoused identity – the 

identity based on the projection of what they think they try to do – spark an 

identity tension that becomes evident through the disconnect between their 

doings and who they aim to be. Data scientists espouse objectivity by being 

reliant on data. However, because of the limitless interpretation of data, data 

scientists need to enact subjectivity in extracting insights from data. Thus, to 

enact their roles, they need to put aside the goal of objectivity and make 

ongoing subjective choices.  
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Figure 6 The illustration of data scientists' identity tension 

 
 
In this chapter, I explore the two dimensions of data scientists’ occupational 

identities and how they manage the tension between them. I create an 

illustration of data scientists’ identity tension (Figure 6) which shows the 

ongoing tension between espousing objectivity and enacting subjectivity. I will 

explain the details of the identity tension in the following sections. First, I will 

discuss how data scientists espouse their identity as being objective. Then 

secondly, I will continue to discuss data scientists’ enacted identity as being 

subjective. Lastly, I will explain the ways that data scientists manage latent 

tensions.  

 
5.2   Espousing objectivity 

Objectivity is something important for data scientists. As people who have the 

technical skills and knowledge to extract insights from data, data scientists 

espouse their identity as being objective. Data scientists try to use data as the 

basis of their work, especially data in numerical form. There are several ways 

to present this identity. In this section, I will explain the ways data scientists 

espouse being objective, such as by being the helpers of the decision makers 
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– rather than actually making decisions – and being fully reliant on data to 

direct their insights. 

 

5.2.1 Being the helpers of the decision makers 
Data scientists have their ideal picture of who they are supposed to be. There 

are several pieces of evidence from the interviews that show how data 

scientists try to project their espoused identity. Considering the relational 

aspects of their work, data scientists tend to work for someone else – which 

can be other individuals, groups, or organisations. They analyse data to solve 

problems or achieve the goals of other people. One data scientist indicates 

this in the interview when defining who they are: 

“In my opinion, data scientists are the people who help companies to 
increase business value - for example, efficiency and revenue - based 
on data.” – DS13. 

 
The example shows that data scientists define themselves as people who help 

companies by working with data. This data scientist frames their identity as the 

helpers that contribute to the improvement of economic value. However, other 

data scientists point out that data scientists could contribute to other forms of 

value, depending on the objectives of the decision makers. One data scientist 

explained: 

“My contribution depends on whom I am working with. If I am working 
at an e-commerce company, then the contribution is to help 
customers, sellers, or other people who use the platform. If I am 
working at a taxation office, then my impact is to help governments, 
citizens, or other organisations/parties that involve in the business 
process…In terms of value, I tried to classify value into three: 
resource, social, and experience…All of them depend on the 
organisations or people we are working with” – DS14  
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According to my analysis, the most common phrase that data scientists use to 

define who they are is by saying that they are “the helpers of the decision-

makers.” The decision-makers can be anyone in the organisation who owns 

the problems or has the authority to execute the actions. A data scientist 

explains the examples of who the decision makers are: 

“If you are working for the product team, then the decision maker is 
the product manager. If you are working for the strategic level, then 
the decision makers are the C-level.”- DS16. 

 
Data scientists must know to whom they serve and what things are important 

for the decision-makers. Data scientists inform decisions, not only based on 

their mathematical skills nor their industry experience but also the context of 

the decision makers. It is necessary to ensure that their work is usable for the 

decision-makers as means to help them make decisions. Data scientists 

should align their work with the decision-makers. The decision makers vary 

across contexts which also shapes data scientists’ identity. Data scientists 

position themselves as the people who work with data and use their work to 

help other people, particularly those who own key problems.  

 

To be the helpers of the decision makers, many data scientists emphasise the 

disassociation of their identity with being the decision-makers, which they 

imply requires subjective judgments. They only want to give advice and leave 

the decisions to the decision-makers. One of the data scientists’ statements 

indicates this when they are explaining who data scientists are: 

“I think data scientists should not be the people who make decisions. 
We have to have an objective look at the data. When we are being the 
decision-makers, we have a stake in the decisions, right? Therefore, 
we can’t have that objectivity in the data. So, I would say a data 
scientist is some kind of ‘advisor’. Our position is under the decision-
makers. The decision-makers make decisions based on information 
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and knowledge, don’t they? So, data scientists are the people who 
supply the decision makers with the necessary knowledge in any 
required forms.” - DS16. 

 

This statement shows that by defining their identity as the helpers of the 

decision-makers, data scientists espouse their objectivity, removed from the 

need to exercise soft judgments. The statement emphasises that objectivity is 

important for data scientists’ professional reputation as people who extract 

insights from data. Data scientists thus protect their objectivity in performing 

their work.  

 

As helpers for the decision-makers, data scientists see themselves as deriving 

meanings from data that other people cannot see. Therefore, they try to help 

people to interpret data the way they interpret it. They become a looking glass 

to help people apprehend the data scientist's objective interpretation of data. 

One data scientist vividly explained this: 

“In my opinion, data scientists are the people who can see what is in 
the data that other people cannot see. You have all of these data in 
the world […] Data is generated daily. From this massive and messy 
data, data scientists should be able to generate knowledge or insights, 
and how those knowledge and insights help people to make decisions 
better.” – DS16. 

 

The quote above shows the perspective of data scientists about themselves 

in relation to the open-endedness of data. “See things in data” means that data 

scientists believe they can understand and see the meaning behind the data. 

They acquire the ability to see the connection and pattern of data and thus 

extract the meaning from the pattern. Then, the claim continues by adding that 

data scientists try to see things that “…other people cannot see.” This part of 

the claim shows data scientists’ confidence in the uniqueness of their abilities 
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that other people do not have. With this unique ability, they can help other 

people to understand data the way they understand the data and navigate the 

process of extracting meaningful insights from data to improve the business. 

 
Data scientists think that serving other people helps them to protect their 

objective look at data. They embrace their identity as the helpers of the 

decision-makers because it avoids them from compromising their neutrality in 

making decisions. For data scientists, being objective means trying to make 

decisions that do not only favour data scientists’ biases. Like other 

occupations, biases are inevitable for data scientists when making decisions. 

One data scientist explains one example of the biases the data scientists 

generally have: 

“Usually, data scientists tend to ‘chase for shiny toys.’ We tend to try 
to use sophisticated, complex, trendy, and state-of-the-art models. We 
want to chase a high accuracy. If we only care about the performance 
metrics, we will chase after those kinds of models.” – DS6. 

 
One of data scientists’ biases is the tendency to choose complex models to 

perform their analysis. Being able to use complex models increases their self-

esteem to some extent. It challenges them and satisfies their curiosities. For 

DS6 who worked in a medium sized company whose performances are easily 

seen, using complex models can make DS6 appear to provide more valuable 

advice because they can create an impression that they perform more 

calculations behind the models. DS6 could gain a recognition of their 

mathematical skills. In addition, generally, developing an algorithm that 

produces a high value of performance metrics is of the greatest importance for 

data scientists. A high value of performance metrics indicates data scientists’ 

performance.  
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But by helping other people, data scientists can prevent themselves from bias 

in making decisions since they focus on the business teams’ concerns first. 

For data scientists, the business teams’ concerns precede any other factors in 

their judgement. DS6 continued the explanation: 

“There were sometimes when I developed a complex model. The 
deployment needs a more expensive server to run the model. While 
actually, without having a model that complex, I could already achieve 
the business metrics. So, the external metrics outside the data science 
team protect me from being biased in developing complex models.” – 
DS6. 

 
If data scientists link about their biases to making decisions - for example, to 

chase complex models. When they are working with other people, what 

matters for data scientists is making a positive impact on the people they help.  

 

5.2.2 Being reliant on data 

Data scientists espouse their objective identity by being reliant on data. The 

recommendations that data scientists’ advise to the decision-makers are 

based on numerical data. They also produce recommendations using 

quantitative calculation methods, such as statistical or mathematical methods. 

The identity of being objectively reliant on data defines who they are. A data 

scientist indicates: 

“I think because we work as data scientists, we are expected to see 
everything based on data. When we do something, we automatically 
think about: what do the data say? What data should we see? How to 
get the data? Our job trains us to always conform to data.” – DS2. 

 
The statement above shows an example of other people’s expectations of 

them. They think that other people see them as professionals who always think 

and do based on data. Data scientists are expected to always refer to data in 

performing their work. This expectation is manifested not only in their practice 

(as shown in Chapter 4) but also in their identity.  
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Working with data enables data scientists to be objective because they define 

data as an objective representation of the real world, a reflection of reality. A 

data scientist gave an explanation about this: 

“What is important for us is to show data. We show people that this is 
what the data says […] We can’t change the data because data 
reflects reality. If other people’s data show different things, then maybe 
we have different sources of data.” – DS2. 

 
Data is understood to show what happens in the world as it is. Therefore, being 

reliant on data is important because it enables them to project objectivity. By 

referring to data, data scientists can create a projection of identity around 

making their recommendation based completely on what the data says, and 

thus a mirroring of reality. 

 
The identity of being reliant on data is shown in several quotes throughout the 

interviews. When data scientists are asked to define who they are, commonly, 

they explain that they are people who do everything based on data, with which 

they can perform complex calculations, often beyond the comprehension of 

others. A data scientist gave an example of how they describe who a data 

scientist is: 

“If I can describe who a data scientist is, I guess it is a person who 
analyses the data, creates something valuable from the data that is 
not obvious, and derives some values from it using machine-learning 
algorithms, statistics - any method basically.” – DS12. 

 
This example shows an image that data scientists are supposed to be able to 

work with data and create something valuable from data. They draw on data 

in order to produce rationality for the organisation that is unable to obtain 

objective insight on its own. 
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For data scientists, having phenomena transformed into numbers is very 

important. A data scientist explains the importance of transforming 

phenomena into numbers, rendering these phenomena into rational form:  

“Data scientists work with numbers, so we try to collect numerical data. 
There are several conditions where we need to work with non-
numerical data, for example, text. But, in the process, we transform 
texts into numbers. We can also create categorical data and transform 
them into numbers […] when we need to capture customer-experience 
data, we create ratings in numbers. I think almost everything can be 
transformed into numerical data. We just need to be more creative to 
collect and transform them.” – DS2. 

 
Transforming phenomena into numbers is important for performing 

calculations. Data scientists need data in numerical form to fit them into the 

mathematical and computational approach. In analogy, numerical data is data 

scientists’ raw material that will be processed using mathematics, statistics, 

and computational techniques to produce their end products (e.g., insights or 

systems). To do this, data scientists argue that they need to be creative in 

transforming the data. In their view of reality everything can be transformed 

into numerical data. With this belief, data scientists hink that they need to be 

particularly skilled and even creative in translating phenomena into numbers. 

This example shows that by defining their identity as being reliant on data, they 

project the ideal skills that data scientists should have.  

 
Data scientists also use data as evidence to support their arguments. For 

example, data scientists rely on numerical data to define a classification of a 

phenomenon. Data scientists can build algorithms that can classify something 

as true or false and assign them into categories based on calculating 

numerical data. The algorithms can classify people, animals, things, or 

conditions by presenting them as numbers. The approach accomplished by 
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quantifying phenomena into numerical data and then calculating it using 

mathematical methods allows data scientists to be objective in their attempt to 

apprehend the truth. One example of this is credit scoring. A data scientist who 

worked in a bank gave an example: 

“We developed a credit scoring algorithm to classify our customers. 
We classify them into two categories based on their score: low-risk 
lenders and high risks lenders. We define several variables to 
calculate the score.” – DS13. 

  

The example shows that the data scientist chose variables and assigned 

representations using numerical data. Then, the numerical data is calculated 

to define the score of each customer. Data scientists define a specific number 

as a threshold to classify or categorise the customers. By calculating numerical 

data, data scientists can espouse their identity as being objective in classifying 

customers. They can define the value of each customer through the scoring 

and defining which customers the bank should retain and which ones it should 

not. The scores become evidence to indicate what the bank can accept as the 

truth.  

 

5.3   Enacting subjectivity 

While data scientists espouse their identity of being objective by making data 

a representation of the real world, the process of extracting insights from data 

shows that data scientists enact practices that involve subjectivity and intuition. 

This presents a latent tension between their espoused identity of being 

objective and their enacted identity as being subjective. Data scientists want 

to project their identity as being objective, but paradoxically, they can only 

reach that by being subjective in practice.  
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5.3.1 Being intuitive in making decisions about algorithms 

As explained in section 5.2.1., data scientists disassociate their identity from 

being the decision-makers. However, in practice, they need to make decisions 

to choose the problems, select the data or variables, and decide the thresholds 

to evaluate and accept in the algorithms. Data scientists cannot avoid being 

decision-makers. Their decisions about the algorithms affect the decision-

makers’ decisions. This tension is shown in one of the data scientists’ 

statements in the interview: 

“In my opinion, the decision-making process should not be a part of 
what data scientists do […] Even though, actually, I indirectly poise the 
decisions to a particular direction.” – DS16. 

 
The quote shows the contradiction between the ideal pictures of what data 

scientists should do and what they really do. This person acknowledges that 

data scientists are driving the decisions in a particular direction. In order to be 

the helpers of the decision makers, data scientists must make judgements 

about the algorithm development. Moreover, they need to be intuitive in 

making decisions. 

 
Contrary to data scientists’ attempts to disassociate their identity from being 

the decision makers, data scientists enact intuitive work to make subsequent 

decisions in order to validate data and algorithms. For example, to develop 

algorithms that achieve economic value, data scientists choose which data 

and algorithms will help them achieve the value. A data scientist gives an 

example of how they choose the data by using intuition:  

“For example, there was a time when a product team came to us with 
a question, “how do we increase customer conversion rate?” The 
product teams want to increase the number of people who visit our 
store and then make transactions. They came up with the hypothesis 
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that if we increase the number of store visitors, then the conversion 
rate will increase. They think that the other parameters - apart from the 
number of store visitors - are constant. I think that’s definitely incorrect. 
Their assumption is incorrect, and their analysis will go in the wrong 
direction. So, I explained to them what data they should look at. First, 
they should create a segmentation of the store visitors - for instance, 
which ones take a basket when they enter the store and which ones 
do not. People who do not carry a basket may not have any intention 
of purchasing anything. Maybe they just visit the store while waiting for 
a taxi. We want to increase the number of people who take a basket. 
Then, we can analyse the types of people who carry the basket. For 
example, we can see in that pattern that the majority of those people 
are women within a particular range of age. Most of them do not bring 
kids when they enter the store. And they usually come after 3 pm. This 
is the segment of customers that we should focus on. We should 
increase the number of visits of this segmentation of people, not 
everybody.” – DS17. 

 
This example shows how data scientists direct their analysis by explaining 

what data or variables the business teams should focus on. They are revising 

the business teams’ assumptions, which they consider as incorrect. Yet, data 

scientists subjectively perform an intuitive analysis into selecting the right data. 

Their intuition is developed based on their knowledge of the domain. In the 

example, the data scientist argued that they could not treat other variables 

apart from the number of visitors as constant. This argument can emerge 

because the data scientist understands the problem’s context. They combine 

their intuition with analytical thinking to reveal which data is the most relevant 

and effective to answer the questions, as different data will point to different 

solutions. The intuition drives their analysis to bring out the pattern of the type 

of store visitors that are most likely to make a purchase. Then, they argue that 

the analysis should focus on this type of store visitor. The combination of 

domain knowledge and computation produces a convincing argument that can 

direct the analysis. 
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In practice, intuition is very important in doing data science. As the people who 

develop and build algorithms, data scientists need to use their intuitive 

judgement to make decisions. In a data science podcast, a Human Resource 

Specialist describes that having intuitive thinking is a required skill to be a data 

scientist: 

“Data scientists need to solve problems with data, so technical skills 
are important. But the most important [thing] is having an intuition 
about the problem.” – an HR Specialist (DCP community podcast). 

 
Because data is open to interpretation, data scientists need to be intuitive to 

construct and make sense of data. From all possible data, data scientists 

choose which data are relevant to the problems. In choosing the data, they 

need to be intuitive in gathering the options of relevant data. They also need 

to perform discursive work to reach agreements about their interpretation of 

the data. For example, section 4.2.1 indicates how data scientists are being 

intuitive to scrutinise the narrative problems presented by the business teams 

to identify and frame the real problems. 

 
Making assumptions based on intuition is necessary to guide data scientists 

in being reliant on data - for example, to transform phenomena into numbers. 

Data scientists’ knowledge about a particular domain is often limited. In these 

cases, their assumptions can fill in the knowledge gap to guide their 

interpretation. To understand how data scientists embed their assumptions in 

transforming phenomena into numbers, I will draw on an example given by a 

data team leader in a medium sized company when they label a training 

dataset. The team handled several different product segments and they 

wanted to create an algorithm to classify the target customers for “moms and 

babies” products. Therefore, their main target customers are mothers who 
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have babies. To develop this classification algorithm, they need to create a 

training dataset that contains labelled data of “moms and baby” customers: 

 
“When we want to create a persona for moms that have babies, we 
need to know what kind of people fit this persona. We need to create 
a training dataset by labelling which people fit the persona and which 
ones do not. For example, we label “1” to the former and “0” to the 
latter. The model will learn to classify the people from the training 
dataset. The problem was we didn’t know how to label the training 
dataset […] What we did was create assumptions about the profile and 
behaviour of moms with babies. Making assumptions is difficult. We 
need some experience or knowledge to label the data. So, we tried to 
create assumptions as rigid as possible about what moms with babies 
usually do. If a person does a particular thing, then the person is most 
likely a mom with babies. On some occasions, we verified our 
assumptions by calling and asking a sample of people.” – DS17. 

 
This example shows that labelling data to numbers (e.g., 1 and 0) requires 

data scientists to create assumptions. Making assumptions involves 

subjectivity to define which people fall into the “moms and baby” category. To 

create the right assumptions, data scientists need to have some level of 

expertise or knowledge in a particular domain. Their argument about this 

requirement is shown in their statement which says “we need some experience 

or knowledge to label the data.” To label data by themselves, they rely on their 

knowledge or the relevant teams’ expertise in creating the assumptions. Data 

scientists can perform several kinds of verifications to ensure their 

assumptions are most likely correct. Some of them are aware that making the 

right assumptions is important to perform a correct classification. The example 

above also shows that in order to have data that can be used as the objective 

representation of reality, data scientists must, first, construct the data by 

embedding their subjective assumptions in the process. It shows that to be 

able to rely objectively on data, data scientists must enact subjectivity in 

constructing the data.  
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5.3.2 Being ethical 
In order to make objective decisions, data scientists also need to involve their 

subjectivity in considering the ethical implications of the algorithm’s decisions. 

To be ethical, data scientists cannot disassociate their identity from being the 

decision-makers. They need to decide not only what is right or wrong but also 

what is good and bad. Moreover, to make such decisions, they again need to 

involve their intuition and judgement. They need to ensure that their 

interpretation of data does not bring negative consequences to the affected 

parties. However, the view of the importance of ethics is also contextual. For 

certain projects or problems or industrial contexts, some data scientists think 

that mitigating the risks of bringing unethical consequences is of great 

importance. But, their view might be different when working on different 

problems. A data scientist explained: 

“For scientists, academia, and researchers, to be able to explain an 
algorithm in-depth is important. But for us, data scientists who use 
algorithms to serve decision making in businesses, we only need to 
explain the algorithms at a certain degree. The decision makers – the 
business stakeholders – do not need to know how the algorithms work 
in-depth. Most of the time the explanation is sufficient at the level of: 
what are the variables behind the results? […]But in several cases, 
data scientists need to explain how algorithms work in a deeper level. 
For example, there are several sensitive cases in healthcare, finance, 
and law […] we need to ensure to breakdown how the algorithms work 
to satisfy the decision-makers concerns about ethics." – DS17  

 

As the people who understand data and interpret them for the decision-

makers, data scientists think they are responsible for addressing the risks. To 

help the decision-makers mitigate the ethical implications, data scientists need 

to make decisions that involve assumptions and judgement, and, in fact, in 

doing so, they cannot fully rely on data. To mitigate the ethical risks, data 
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scientists need to perform subjective work. Their assumptions become 

embedded in the algorithm’s rules, which is contrary to their espoused identity 

of being objective.  

 

One data scientist who works in an IT and recruitment service company 

explains an example of the bias in algorithms and where it comes from: 

“I think bias is inevitable. It is embedded in the logic of the developers 
[of the algorithms]. For example, I developed an algorithm to score the 
candidates. We [the data scientists] selected variables to define the 
candidate’s score. We chose skills and position levels. To calculate 
the scoring, we chose to weigh the position level more. So, the higher 
the candidates’ position level, the greater their score. However, I 
realised that every company might have different situations or factors 
that affect promotions. Maybe there are people who have excellent 
skills but have no opportunity to promote to a higher position level. 
Maybe there are people who do not have a clear career path, so they 
are stuck at the same level. So, I think we should have considered 
other variables to be weighed more - for instance, years of experience, 
how long the candidates have the skills or the frequency of applying 
particular skills. We were biased toward people who have higher 
position levels. So, yes, I guess bias depends on who develops the 
algorithms.” – DS2. 

 
Some data scientists are aware that their algorithms contain biases that come 

from themselves (i.e., their assumptions). Their data selection manifests the 

biases of the data scientists. In DS2’s industrial context, ethics are very 

important to match potential candidates with the right job, especially in scoring 

the candidates. The example shows that DS2 was aware that by weighing the 

candidates’ position level more than other variables, the algorithm may put 

some people at a disadvantage. There are a lot of factors that can affect a 

person’s promotional journey. There may be a candidate that is not in a high 

position, but this does not mean that the person is not qualified or talented. 

Failing to recommend a highly qualified candidate to the recruiters is not only 
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a disadvantage for both the candidates and recruiters as the key platform 

users but also for the company for its reputation and the customers’ trust.  

 
 

Being aware of their biases, data scientists need to consider a lot of aspects 

to ensure the correctness of their assumptions. The data scientist continued 

the explanation: 

“Our previous assumptions for the scoring are only from the supply 
side [the candidates]. We also need to align it with the demand side 
[the recruiters]; which variables the recruiters think are more important. 
But in the end, we [data scientists] are the ones that decide the 
weighing.” - DS2. 

 
In this example, the algorithms will be used to help the recruiters find the best 

candidates for them. So, the recruiters’ preferences matter. When the 

recruiters are happy with their preferred candidates, then the algorithms fit the 

recruiters. However, the above quote also shows an interesting statement. The 

data scientist acknowledges that even though their assumptions consider 

other people’s perspectives, the data scientists themselves are still the ones 

who choose the assumptions. The platform users or customers’ biases will 

only influence data scientists’ decisions. They do not define the decisions. In 

the end, data scientists acknowledge that they are the decision-makers who 

decide what will be included and not included in the algorithms.  

 
Another contradiction between data scientists espoused and enacted identity 

is in their view about being reliant on data. With the fact that data scientists 

enact subjectivity in being ethical, data scientists are also aware that they 

cannot be fully reliant on data. Being completely reliant on data can make them 

fall into unethical conduct. One data scientist – who is working at an IT service 
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and transportation company– explains an example of their concerns about the 

ethical consequences because of data:  

“One of our teams’ concerns is the cost of misclassification. We should 
always be careful of what might happen if the algorithms make a wrong 
classification when applied in the real world. In my case, I created an 
algorithm to suggest a ‘quick reply’ on the drivers-customers’ chat 
room. I wanted to add gender-based salutations in the quick reply - for 
example, to reply ‘Okay, Sir’ or ‘Okay, Madam.’ The [data science] 
problem is that we need to predict the gender according to names 
because we can’t access the personal data of the drivers and 
customers. There is a huge risk of misclassification because most 
drivers are male, maybe 95% of them. Our classification might be 
skewed to males. We need to think about what will happen if the 
algorithm suggests an incorrect salutation.” – DS6. 

 
Classifying gender is not a simple task, especially when data scientists do not 

have the data or cannot have access to the data about the preferred gender. 

The data scientist in the example took ‘names’ data to predict the gender and 

classify them. This is where the potential unethical consequences emerge. By 

making the prediction rely only on names, the algorithms will get a higher risk 

of misclassification. Because the majority of the drivers are male, the 

algorithms will be more likely to predict the drivers’ gender as male. The cost 

of misclassification this example mentions will affect not only the driver or 

customers but also the company. Incorrect salutations might give negative 

experiences to drivers or customers, which may affect the company's image - 

for example, in terms of inclusivity. Therefore, data scientists must carefully 

make assumptions to predict the ethical risks if they use certain data. 

 
Data scientists can mitigate against the ethical consequences that may 

happen. They need to use their intuitive thinking to find the best way to mitigate 

the risks. A data scientist explains an example of how he mitigated the risk of 

misclassification: 
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“We mitigate the risk in various ways. First, we determine an 
acceptable threshold to ensure that the probability of our prediction is 
accurate. In that case, we set a threshold of 99% accuracy. If the 
accuracy of the prediction is above 99%, then the algorithm suggests 
a gender-based salutation; otherwise, the salutation is gender-neutral. 
Secondly, we use the second line of defence by double-checking our 
prediction using National Identification data. However, some gender 
data in the National Identification is inaccurate, so we can’t rely on that 
data 100%.”- DS6. 

 
The data scientists use two layers of mitigation. The first layer sets a threshold 

for validating the algorithm, and a second layer is a heuristic approach by 

benchmarking with other data. In this case, the threshold was defined through 

negotiation and discussion with the product team and legal team. The 

threshold was chosen through comparison. The data scientists tried to run the 

algorithms using several thresholds and chose the ones that made them most 

confident. Data scientists subjectively think about the possible consequences 

for the company - for example, the misclassification could make the customers 

or drivers share their unpleasant experiences on social media. That is one of 

the reasons they agreed to use a very strict threshold (e.g., 99% accuracy) to 

avoid the risk. In addition, the data scientists performed a second layer of 

mitigation by benchmarking the algorithms using gender data in the National 

Identification card. They used the National Identification card data only as the 

benchmark data because they think they cannot rely on gender data in that 

card either. The gender data in National Identification might not represent the 

subject’s real gender. Nonetheless, they made a heuristic approach to mitigate 

the potential risks of only relying on ‘names’ data. This example shows a 

contradiction between data scientists’ espoused identity as being reliant on 

data and the way they mitigate ethical risks in practice. Data might not be an 
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accurate representation of reality, so, to be ethical, data scientists aim to 

exercise judgement to assess the ethical implications and mitigate them.  

 

5.4   Managing the inherent identity tension 

The tension between being objective and subjective shows that data scientists 

can only project their identity as being objective by enacting subjectivity. Data 

is supposed to eliminate the problems of subjectivity, but it does not yet solve 

this. In contrast, the nature of data that is open to interpretation requires data 

scientists to be subjective when extracting useful insights. Objectively making 

decisions based on data can be achieved by performing subjective work - for 

example, intuitively choosing the problems, data, and algorithms. According to 

the empirical data, data scientists are not actually aware of this inherent 

tension and the tension is not something that data scientists struggle to solve. 

The tension between their espoused and enacted identity is not explicitly 

stated in the empirical data; rather, it is identified theoretically through my 

analysis.  

 
My analysis also shows that data scientists naturally develop some strategies 

to decouple identity tensions. Their strategies enable them to maintain their 

fragmented identities in a harmonious way. Their strategies enable them to be 

the helpers of the decision-makers while also making decisions. They could 

also be reliant on the data to see it as the representation of the truth while also 

acknowledging and mitigating the ethical consequences of the data selection. 

Those strategies are categorised into two: being metrics-oriented and 

delegating decision-making to algorithms. 
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5.4.1 Being metrics-oriented 
The contradictions between what data scientists espouse – being objective – 

and what they enact – being subjective – show an inherent tension in data 

scientists’ identity. Data scientists need a way to handle the contradictions. My 

analysis found that data scientists naturally handle the tensions by orienting 

their subjective judgement and interpretation toward quantitative indicators of 

measurement, which data scientists often call ‘metrics’. Because of the 

limitless possibility to interpret data, metrics play an important role in 

measuring the value of data scientists’ work quantitatively. For example, data 

scientists think that they should extract value from data. As explained by one 

of the data scientists: 

“To sum it up briefly, I think a good data scientist is one that can extract 
value in many ways. What measures the quality of a data scientist is 
the value that they extract from data.” – DS16. 

 
Creating value is important for data scientists. However, the value itself can 

be defined subjectively, based on who interprets it. Data scientists seek a 

quantitative measurement to define the value. Therefore, the metrics – which 

are defined by the decision makers or by the data scientists themselves - act 

as the measurement of value. The metrics represent not only the value that 

data scientists create but also the data representativeness of the phenomena 

of interest. In this section, I will describe how being metrics-oriented can solve 

data scientists’ inherent identity tensions. 

 
First, I will draw on the contradiction between how data scientists disassociate 

their identity from being the decision-makers against what they enact. As 

described in Subchapter 5.3., although data scientists want to be independent 

of being the decision makers, they acknowledge that they point the decision 
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makers’ decisions in certain directions. Data scientists cannot be fully 

independent of decision-making. However, by referring to metrics, data 

scientists can protect their objectivity in directing decisions. One data scientist 

explained how metrics protect their objectivity: 

“One of the things that protects my objectivity is the business metrics. 
If the data shows that my work can help a business reach their targeted 
metrics, then my duty is fulfilled.” – DS6. 

 
Business metrics become the goals that data scientists use to legitimise their 

work. Every judgement that data scientists perform in their decision-making 

must be made to help organisations achieve the targeted business metrics. 

Moreover, by having the business metrics in numerical form, they can show 

the value of their work objectively. For example, as explained in Chapter 4, 

data scientists try to make decisions based on the potential economic value 

that organisations can gain. They perform hypothesis testing, using data to 

see the potential value and then making decisions based on the results. The 

calculations that they perform in doing hypotheses-testing protect their 

objectivity. The numerical data represents the economic value of data 

scientists’ work and becomes hard evidence that defines data scientists’ 

success.  

 
By showing the metrics, data scientists can stay objective in directing 

decisions. For some data scientists, the numerical value of metrics is seen as 

a fact. This perspective enables data scientists to create convincing arguments 

by referring to the metrics. A data scientist said in the interview: 

“Data is clear evidence for us. For example, we want to improve 
customer satisfaction. With data, we can measure satisfaction in the 
form of numbers. Then, we set the targeted number as a goal. How 
much satisfaction do we want to increase in percentage? It becomes 
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something that we can measure. If we can reach the targeted 
percentage, then we can say that we are successful.” – DS2. 

 
Metrics act as quantitative measurements to produce numerical data that, 

later, data scientists treat as evidence of what happens in the real world. The 

data becomes the hard fact that data scientists use to make decisions - for 

example, to validate their work and make those decisions. As shown in 

Chapter 4, data scientists measure the performance of algorithms to validate 

the algorithms that they will deploy. They make this decision based on the 

performance data. Data scientists adopt a set of statistical metrics to define 

the performance of their algorithms, such as classification accuracy 

(commonly called ‘accuracy’), logarithmic loss, confusion matrix, area under 

the curve, F1 score, mean absolute error, and MSE (Table 7). Metrics 

standardise the definition of value that is expected by data scientists and 

decision-makers. By showing those metrics, data scientists can stay objective 

in giving advice and recommendations.  

 

 
Table 6 The definition of statistical metrics to evaluate algorithms 

Statistical Metrics to 
Evaluate Algorithms 

Short Definition 

Classification Accuracy The ratio of the number of correct predictions to the total number 
of input samples. 

Logarithmic Loss The measurement of error by penalising false classification. 
Confusion Matrix The output matrix that shows the performance of the model by 

classifying cases that fall into true positives, true negatives, false 
positives, and false negatives.  

Area Under Curve 
(AUC) 

The probability that a classifier will rank a randomly chosen 
positive example higher than a randomly chosen negative 
example. 

F1 Score The harmonic mean between precision and recall that tells how 
precise and how robust a classifier is. 

Mean Absolute Error The average of the difference between the original values and 
the predicted values. 

Mean Squared Error 
(MSE) 

The average of the square of the difference between the original 
values and predicted values. 
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The second contradiction that data scientists handle with metrics is their 

espoused identity of being reliant on data against what they must do in practice 

in selecting the data. In section 5.3. I found that to be reliant on data, data 

scientists enact subjectivity in selecting data and weighing the data. Data 

scientists make assumptions to perform those tasks. Enacting subjectivity is 

inevitable to get the work done, even though it does not reflect their view of 

seeing data as an objective representation of reality. However, metrics can 

help data scientists to sustain this view. An example by a data scientist 

illustrates this:  

“In deciding the variables and the weighing, we went back to the 
metrics (e.g., the accuracy). Usually, the business teams will ask us to 
revise the algorithm when they are unsatisfied with the metrics. So, we 
modified the algorithm and tried it with a dataset of hired candidates. 
For example, the accuracy of the old scoring algorithms is 70%, while 
the new algorithm brings 90% accuracy. It means that with the new 
scoring algorithms, the candidates that have a high score are more 
likely to be hired. Then, we decided to apply the new algorithm.”- DS2. 

 
The example shows that data scientists, together with the decision-makers, 

choose data and thresholds that produce the best metrics score – e.g., 

accuracy. The metrics help the negotiation process that data scientists and the 

decision-makers undertake. For example, the C-Level management might 

need performance metrics as proof of the company’s data capability to attract 

investors. Therefore, data scientists must align the thresholds with the C-

Level’s desired metrics. The decisions will depend on the metrics that the 

decision-makers think of as important.  

 
Yet. the quantitative metrics that data scientists achieve from their work hide 

the subjective nature and positions of the findings as objective. A data scientist 
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gives an example of how data scientists’ work is accepted based on 

quantitative metrics: 

“There are several ways to evaluate the output from data scientists’ 
work. For example, the accuracy of the algorithms […] and the 
business metrics. If my algorithms achieve the targeted accuracy or 
help the business teams reach their targeted metrics, then most likely, 
my algorithms will be used.” – DS6. 

 
The quote shows an example of how the end results of algorithms are 

validated and accepted when they reach the targeted metrics. Even though 

the process of extracting insights from data is done through intuitive work, the 

findings are accepted objectively by organisations because they are supported 

by quantitative metrics. The metrics act as an objective measurement of the 

success of their work and put distance between themselves and their findings. 

Through this, data scientists can maintain their position to objectively guide 

the decision-makers by giving them the confidence to speak and make 

decisions based on data.  

 

5.4.2 Delegating decisions to algorithms 

Besides being metrics-oriented, data scientists can maintain the discrepancy 

of their identities harmoniously by delegating decision-making to algorithms. 

The decisions that the algorithms make are computed automatically based on 

numerical data. Data scientists can maintain their objectivity by being 

independent of the decisions that the algorithms make. With more advanced 

machine learning and artificial intelligence methods, data scientists can train 

computers to perform cognitive tasks and, thus, give computers agency to 

make decisions. In this section, I will explain how delegating decisions to 

algorithms helps data scientists stay objective, despite having to enact 

subjectivity in practice.  
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First, I will focus on the tension in disassociating data scientists’ identity as 

decision-makers against the inevitable enactment of subjectivity. In developing 

the algorithms, data scientists inevitably embed their biases (as described in 

section 5.3.2.). For example, data scientists need to decide the data, the 

algorithms, and the weight of variables. Despite this subjective enactment, 

data scientists can stay objective by imputing computer agency and letting 

them make decisions. For example, data scientists can let machines decide 

the classification of data based on the given variables. In the interview, a data 

analyst in an IT service and transportation company gave an example. This 

data analyst had experience working in a team with data scientists. He gave 

an example of a project where they developed an algorithm to automatically 

identify fake orders based on the receipts that the drivers uploaded to the 

application: 

“We developed a ‘receipt detection’ model. This model is used to 
identify fake orders based on the receipts that the drivers uploaded to 
the app. We trained the model to identify the images of valid receipts. 
We created a scoring model to classify which images are valid receipts 
and which ones are not. For example, if the images of the receipts are 
blurry, too dark, or have random objects, then the algorithm will 
classify them as invalid receipts. […] If the algorithms detect that a 
driver uploaded several invalid receipts in a day, they will classify the 
drivers as fraudsters who submitted fake orders and automatically 
suspend the driver’s account.”- DA5. 

 
The example shows the implementation of machine learning to identify fraud 

automatically. The computers are trained by feeding them with labelled data – 

in this case, labelled images. The algorithms are also given the authority to 

classify the drivers as fraudsters if the algorithms detect a certain number of 

invalid receipts from the drivers. The invalid receipts are evidence that 

indicates a fraudulent practice. The logic behind the algorithms creates a 
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condition wherein if there are no images of valid receipts, then the algorithms 

cannot treat the order as valid. So, the algorithms classify the orders as fake. 

Letting the algorithms detect the frauds and classify the drivers enabled data 

scientists, as the developers, to be objective. Classifying drivers as fraudsters 

can bring an emotional impact on the related parties. However, by doing it 

automatically by machines, data scientists could ensure objectivity because 

the classification is done with minimum human interventions.  

 

Seeing the algorithm as a black box helps data scientists maintain their 

objectivity. The limitation to understanding the explainability of the machine to 

produce decisions protects data scientists. However, on some occasions, data 

scientists need to try and explain how the algorithm works. A data scientist 

gave an example: 

“I understand that it will feel weird if, for example, an algorithm predicts 
that I will not be able to pay the debt without knowing how the algorithm 
comes to such a conclusion […] In some cases, explainability is 
important, so what I did is to try and explain the algorithms as much 
as possible. For example, I explain what variables are fed to the 
algorithms. Now, there are also other algorithms that can be used to 
explain how an algorithm works. Sometimes I use them if needed. But 
in the end, the level of explainability that I tried to explain depends on 
what the clients ask.” – DS14. 
 

In the case when data scientists need to explain how the algorithms work, data 

scientists could also use another algorithm to perform this task. By delegating 

this task to another algorithm, data scientists also decrease the human 

intervention in the process of unpacking the algorithm's black box. Thus, data 

scientists can stay objective because they do not provide much intervention. 

Moreover, the quote above describes that the level of explainability data 

scientists need to provide depends on the clients. It shows that, sometimes, 
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the explainability of the algorithms is not necessary for completing their job. 

Thus, data scientists can appear objective in light of the complexity of the 

algorithms.  

 
Another inherent tension is the contradiction between being reliant on data 

and the inevitable subjectivity to judge the ethical risks of data selection and 

weighing. Algorithms can make decisions according to the threshold numbers 

that are defined by data scientists. For example, data scientists can define 

thresholds to assign the data into different categories. A data scientist in a 

ride-hailing company gives an example of how they use quantified thresholds 

to categorise drivers’ genders by predicting the genders based on names: 

“We gathered the data of drivers’ names, and then we developed a 
predictive model. We set a threshold of 99% accuracy. For example, 
if our algorithm predicted that Driver A is 99.99% male, we will accept 
the prediction that Driver A is male because it is higher than the 
threshold. If it falls below the threshold, we will treat Driver A as 
gender-neutral.” – DS6. 

 
By categorising data using the threshold number, data scientists use 

quantified data to decide which data belongs to which category. The threshold 

can define which unit of data is categorised as black or white, right or wrong, 

and class A, B, C or D. The example shows that if the prediction is not 

accepted as true, then they will classify the driver’s gender as “gender-neutral”. 

The decision to set ‘99% accuracy’ as a threshold was made by considering 

the ethical risks of misclassifying the gender. As described in section 5.3.2., 

data scientists cannot rely completely on data because the data (e.g., gender 

data) might not represent reality. Therefore, data scientists need to use their 

subjective judgement to mitigate the risks.  
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However, it does not reflect their view of data as something they can rely on 

to be objective. So, there are other ways to maintain this view - for instance, 

by adding more automation in the process of data labelling. Automating some 

data science processes is more achievable for data scientists working in large 

multinational companies, which are more likely to have access to more variety 

of data across nations and larger volumes of data. For example, they could 

gain more ‘reliable’ data to make computers learn to classify data 

automatically. A data scientist who worked in a large multinational company 

explained how it works: 

“Using the neural network, we can train the algorithms to learn to 
classify data. The more data that we feed to the algorithms, the 
smarter they are.” – a data scientist (from the observation of a 
technology company’s webinar, 2020). 

 
The algorithms can give better performance if they are fed with more data. 

This data scientist could leverage their access to data to automate the process 

of data feeding.  

 

Using machine learning, data scientists could train algorithms to identify 

images and automatically classify them. A member of the AIC community 

explains this in one of their webinars: 

“We could use many features to identify the image of an object. 
Therefore, we could build an automatic way to determine the critical 
features to identify - for example, cats or other objects. We need a way 
to determine the features scalably.” - a data scientist (from the 
observation to the AIC community webinar, 2020). 

 
This example shows how data scientists train machines to automatically 

identify objects and classify them into defined categories - for example, images 

of cats. The example shows evidence that data scientists could reduce human 



 
 

130 

intervention in the process. The greater the portion of tasks being conducted 

by algorithms; the more objective data scientists could espouse to be. 

 
The examples in this section depict how access to more variety of data and a 

larger volume of data could allow data scientists to delegate more tasks to 

algorithms to understand and define what truly happens in the world. For 

example, using numbers, data scientists let the algorithms define a value of a 

thing or a person, decide what or who is right or wrong, and classify them. 

Data scientists could project more objectivity by appearing to have less 

intervention in algorithms’ decisions. 

 
5.5  Summary of the analysis  

The open-endedness of data influences the way data scientists define their 

identity. Data scientists espouse their identity as being objective by means of 

being the helpers of the decision makers and being reliant on data. They can 

project their objectivity by being independent of the interests of the decision-

makers. They also always give recommendations and advice based on what 

the data says. However, the practice they enact shows a contradictive identity. 

Data scientists are being subjective in performing their work. Enacting 

subjectivity behind the scenes is necessary in order to realise their espoused 

identity of being objective. They should be intuitive in making decisions about 

algorithms and be ethical in mitigating the consequences of the algorithms that 

they build. In managing this tension, data scientists naturally develop 

strategies that keep the tension invisible and maintain the fragmented 

identities harmoniously. They become metrics-oriented to measure the value 

of their work numerically and provide pieces of evidence of the validity of their 
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advice. Data scientists also give agency to algorithms to make decisions which 

protect their objectivity.   
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CHAPTER 6  

DISCUSSION 

 
 
6.1 Introduction 

This chapter discusses the findings from my analyses in Chapter 4 and 

Chapter 5. I discuss the findings by tying them together with the literature. I 

examine how the openness of data interpretation influences ‘the doing’ and 

‘the being’ of data scientists. Using this lens, I have brought up two findings in 

the previous chapters: 1) the validating process data scientists do to navigate 

the open-endedness of data and 2) the tensions between data scientists 

espoused and enacted identity. In this chapter, I discuss the two findings to 

answer the research questions more thoroughly and discuss how they relate. 

In the first section, I discuss how the open-endedness of data influences the 

doing of data scientists. I have specifically clarified the conceptualisation of 

data as being open to interpretation (Monteiro and Parmiggiani, 2019; Alaimo 

and Kallinikos, 2020). My research adopts this concept of data and studies it 

in the process of doing data science. According to my empirical analysis, data 

scientists develop practices to address the challenges and seize opportunities 

to extract insights from data. I theorise these insights by drawing on the 

relevant literature.  

 
In the second section, I focus on the being of data scientists. Particularly the 

influence of the open-endedness of data on the data scientists’ occupational 

identity. My research contributes to previous studies (Vaast and Pinsonneault, 

2021) by showing that data creates an occupational identity tension for data 
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scientists. I discovered that the open-endedness of data brings challenges and 

opportunities for data scientists as an emerging occupation to shape what they 

do and who they are. The occupational perspective to study IS has hardly been 

adopted within the IS field. Therefore, my research contributes to the 

understanding of data science phenomena.  

 
Next, in the third section, I explain the relationship between what data 

scientists do and who data scientists are. By discussing the two findings at a 

higher level of analysis, I explain how the validating process that data 

scientists do shape and reflect their espoused and enacted identity. This level 

of analysis produces the theoretical model that illustrates my theorisation. 

 
6.2 The doing: Data scientists perform an open-ended validating 

process. 

Prior studies indicate that the nature of data influences the practice of doing 

data science (Gray, Gerlitz and Bounegru, 2018; Muller et al., 2019; Seidelin, 

Dittrich and Grönvall, 2020). Studies have also discussed how algorithm users 

develop practices to deal with the vagueness of data and algorithms (Monteiro 

and Parmiggiani, 2019; Mikalsen and Monteiro, 2021). They perform ongoing 

negotiations to build trust in their algorithms (Passi and Jackson, 2018). My 

study adds to this conversation by clarifying the process of how data scientists 

deal with the opacity in building and applying algorithms based on their 

perspective – how they tell what they do.  My findings in Chapter 4 enhance 

this conversation by showing that the open-endedness of data puts data 

scientists in a position that requires them to engage in performing ongoing 

“validation”. Data scientists need to make decisions and navigate the process 
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of data production, processing, distribution, and utilisations to make data, and 

consequently, their work, accepted as valid.  

 

As explained in Chapter 2, the construction of data is interpretive thus data is 

non-objective and contentious (Aaltonen and Pentinnen, 2021; Neff et al., 

2017; Lebovitz, Lifshitz-Assaf and Levina, 2021; Waardenburg, Huysman, and 

Sergeeva, 2022). Data undergoes a transformational journey to be used as a 

‘reference for the truth’ (Bates, Lin and Goodale, 2016). By unpacking data 

scientists’ validation process, my research clarifies how data can become the 

reference of truth from the data scientists’ perspective as the experts that 

underpin algorithmic technology. It also contributes to clarifying the 

hiddenness of data scientists’ work process in how they deal with the opacity 

in algorithm building. It becomes important to understand this process because 

there has been an increasing reliance on algorithmic technology for critical 

decision-making (Duan, Edwards and Dwivedi, 2019; Yang, Steinfeld and 

Zimmerman, 2019; Strich, Mayer and Fiedler, 2021). In this section, I 

conceptualise that data scientists’ validation process is as open-ended as data 

and requires their judgement, shaping how people see data and subsequently 

act based on it.  

 

I conceptualise data scientists’ validation as an ongoing act of making 

judgements. Going back to its literal meaning, according to Oxford Dictionary 

(2021), validation is ”the act of proving that something is true or correct”; “the 

act of stating officially that something is useful and of an acceptable standard”. 

Data scientists judge and approve all aspects of the data science process to 
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produce useful and acceptable results according to the defined purposes. 

Data scientists perform ongoing validation to navigate the open-endedness of 

data and gain ongoing insights from data. The open-endedness of data brings 

vagueness to the overall data science process (O’Neil and Schutt, 2014). 

Therefore, data scientists must not only perform validation at one point in time 

(i.e., after selecting the data to ensure its correctness). Instead, they need to 

continuously perform validation to the problems, data, and algorithms to clarify 

the vagueness across a data science process continuum. The validating 

process is how data scientists - as the algorithm developers - deal with the 

opacity of working with data.   

 

Data interpretation is contextual, so the meaning of data never stays the same 

and is not absolute (Pink et al., 2018). Data is constructed, designed 

(Feinberg, 2017; Seidelin, Dittrich and Grönvall, 2018), and validated through 

ongoing validation. Nevertheless, data that has been validated might not 

remain valid permanently. As explained in Chapter 2, we know data is the 

product of cognitive work. Assessing validity of data relevant to the problem is 

also part of cognitive work that constructs the meaning of data. As shown in 

the empirical findings of Chapter 4, in some contexts, data scientists need to 

gather other data in the process because the initially selected data is no longer 

relevant to the current situation. Data scientists need to modify the algorithm's 

thresholds to treat data differently according to the changing problem. For 

example, my empirical finding shows that when Covid-19 occurred, the 

algorithms became less relevant to solving problems. The Covid-19 pandemic 

changes the context of the problems. The meaning of data can become 
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irrelevant, and so do the algorithms. Data scientists must modify the algorithms 

and change the data labelling to fit the shifting context.  

 

The contextuality of data necessarily makes data scientists’ validation open-

ended.  The essence of doing data science is to try to represent the world 

through data and bring the outputs (e.g., insights, predictions, 

recommendations, classifications) back to the world to let users interact with 

them (O’Neil and Schutt, 2014). The interaction between the users and the 

outputs from data science creates new data that could bring new insights. The 

constantly changing context and dynamically growing data being produced 

make data scientists need to modify their judgements.  To construct data as 

the representation of the truth (Lebovitz, Levina and Lifshitz-Assaf, 2021), data 

scientists need to accommodate the endless potential of data interpretation in 

the changing world. In this way, data scientists create and maintain the 

coherence of the new data required to meet evolving and dynamic real-world 

problems.  

 

The contextuality of data (e.g., the organisational context, the industrial 

context, and the methodological context) also creates various ways for data 

scientists to perform the validation. For instance, as shown in the analysis, 

data scientists who work in companies with other various data occupations 

(e.g., data analysts, data engineers, and BI analysts) might classify and frame 

data science problems differently from data scientists in companies with 

limited data occupations. The former might have more specialised problems 

than the latter. The various ways of doing validation based on the contextuality 
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of data show that data scientists’ validation is performed differently depending 

on the data scientists’ judgement on the given context.   

 

From the knowledge generation point of view, making judgements through the 

validation process is vital for creating new knowledge from data for 

organisations. Yet, the validation process shows that there are opacities in the 

process of doing data science that are not easily understood by data scientists, 

as well. In the knowledge generation process, it is common for knowledge 

workers to face uncertain situations, which makes it necessary for them to 

make judgments or inferences using their intuition (Tsoukas, 1996). In the 

context of data scientists, data offers many uncertain situations. Even though 

data science offers a scientific approach to making causal inferences for new 

knowledge, subjective judgements are always needed to complement the 

process. Their judgements make up the hidden elements of their knowledge 

work that are hard to scrutinise. Subjective judgements are necessary for the 

process of knowledge generation to deal with uncertainty (Nonaka and 

Toyama, 2005). The contextual and dynamic interpretations of data constantly 

create uncertainty, leaving scope for data scientists to make judgements.  

 

Data scientists' judgements are used to create a logical consistency through 

stories that validate congruence between the problem, data, and algorithms. 

For example, at the beginning of the project, data scientists define the problem 

statements they can, should or will solve. These formulated problems then 

determine what kind of data will be needed, in what forms, and how the data 

moves (i.e., how to collect and store the data). By validating problems, data 
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scientists also shape their, and those of others, purposes. When data is seen 

as correct, it is because it is being seen from a mindset framed according to 

the problem being validated. To maintain a consistent story, data scientists 

constantly fact-check to see the fitness of data with the story. Data scientists 

need an understanding of the problem to review and guide when the process 

should go back to repurposing, re-selecting the data, or modifying the 

algorithms.  

 

In order to ensure that they work is accepted as valid, data scientists need to 

gain the ‘deliberative accountability’ (Passi and Jackson, 2018). Data scientists 

seek to ensure that the other related actors in the organisation agree that they 

the results from their algorithms bring significant impact to organisation’s 

goals. Data scientists perform the validation process dialogically by involving 

related teams who have knowledge about the problems. Data scientists 

validate knowledge through dialogue with the business teams. The dialogues 

with the related actors or teams shape the agreed perspective and 

understanding of data – which imbue meanings to data – and situate the 

validity of the algorithms according to the defined organisational goals.   

 

In relation to organisations’ common rationality, data scientists’ validation 

process contributes to unpack how data scientists make their work practices 

important while managing to keep any seeming ‘irrationality’ hidden. 

Organisations’ goals approaching rationality are mainly economic goals 

(Simon, 1990). Therefore, in evaluating the performance of algorithms, data 

scientists perform benchmarking to choose the algorithm that brings the 
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highest score on metrics they have agreed upon with the clients. The common 

practice in evaluating algorithms’ performance based on quantitative 

measurement is related to modern organisations’ rationality. The numerical 

value of the metrics can become an indicator of rational progress (Koch et al., 

2021) since making decisions based on quantitative measurements has been 

understood by organisations as a way of making rational decisions (Walker et 

al., 2008). Even though data scientists engage in subjective judgements in 

building algorithms, the quantitative metrics makes their subjective 

judgements unapparent. The metrics also measure their contribution to 

organisations, thus making the significance of their work evident. 

 

Making judgements in the validation process can come with consequential 

ethical concerns. Because the validation phases are interrelated, when the 

process's end-product is validated, it validates the whole process, including all 

the hidden biases and interests ingrained within data scientists’ judgement. 

For example, in terms of the benchmarking practice in choosing algorithms, 

many scholars in critical data studies criticise it as inadequate to be used as 

the only practice to evaluate algorithm performance (Raji et al., 2021). 

Algorithms benchmarking naturalise datasets and models (Miceli, Schuessler 

and Yang, 2020), thus giving them the representational capacity, which 

renders subjectivity and biases invisible. People will then more readily accept 

that data and algorithms represent the truth. Unintended consequences might 

appear if  data scientists prioritise in making decisions merely to optimise the 

metrics. When data scientists are unaware of the ethical consequences of their 
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biases, there are groups of people who might experience unfairness from the 

deployment of the algorithm  (Buolamwini and Gebru, 2018).  

 
Understanding data scientists’ validation as a process gives us an enhanced 

perspective to see that, because validation is continuous and iterative, the 

biases embedded by data scientists’ judgements are leveraged in the whole 

process. Data construction is biased and subjective (boyd and Crawford, 

2012), but in the end, data is often accepted and used as an objective 

representation of truth because it has been validated. The logical storylines 

that data scientists deliver can validate the biases embedded in the process 

(Paullada et al., 2021, p. 3). Consequently, data scientists need to pay 

attention to the biases hidden by the validation process.  

 
6.3 The being: Data scientists’ two-fold identity as a way to gain 

authority. 

Chapter 2 shows that many studies show that data scientists face ambiguities 

in defining their identity. The ambiguities create various identity tensions 

(Avnoon, 2021; Vaast and Pinsonneault, 2021). In Chapter 2, I also made a 

point that the way data scientists manage to gain authority to work despite 

having ambiguous identity remains unclear. In this section, I explain how 

considering the influence of data - in particular, the fact that data lend 

themselves to multiple interpretations - brings another perspective about the 

ambiguity of their identity and how they respond to the ambiguity to gain a 

sense of control over their work. 
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Previous studies about data scientists’ occupational identity have shown that 

data scientists face several identity tensions. Vaast and Pinsonneault (2021) 

have explained how digital technology influences data scientists’ identity 

tensions. The ever-changing digital technology creates an ambiguity in the 

persistence of data scientists’ occupation. Data scientists are threatened by 

the development of digital technology that requires newer skills. The ambiguity 

creates an identity tension between ‘obsolescence against persistence’ (Vaast 

and Pinsonneault, 2021). By focusing on digital data that plays a central role 

to data scientists’ work, my research brings another perspective to the study 

of data scientists’ identity. My study finds the open-endedness of data brings 

the ambiguity to data scientists’ work. The multiple interpretation of data 

makes data scientists need to navigate the interpretation in order to achieve 

the desired goals. Because of this ambiguity, data scientists gain an identity 

tension. Data scientists espouse their identity as being objective, while 

enacting their identity as being subjective, in constructing data and algorithms. 

The interpretation of data is the product of humans’ sensemaking that involves 

subjective judgements. The dynamic interpretation of data requires data 

scientists to rely on their knowledge and intuition to interpret data creatively.  

 

To espouse their identity, data scientists rely on the common perceptions that 

view data, especially quantitative data, as objective and reliable (Kemper and 

Kolkman, 2019). Identity is shaped through self-narratives (Christiansen, 

1999). Data scientists use this common perception of data to create consistent 

narratives, promoting an objective identity. Data scientists portray themselves 

as being reliant on data and acting based on it; they create recommendations 
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based on data. By being reliant on data, data scientists could mirror the 

narrative of data objectivity to their identity. Even though data is constructed 

by humans’ interpretation, once data is validated, the meaning embedded is 

seen as facts. Therefore, validated data feigns the objectivity of data scientists, 

making data scientists' objectivity appears unchallenged.  

 

My findings contribute to the growing conversation about data open-

endedness.  As explained in Chapter 2, apart from having digital material 

characteristics (e.g. mutable, editable, recombinable), digital data has a 

distinct material nature as cognitive elements (Alaimo and Kallinikos, 2020). 

Data can be seen as signs or tokens representing facts or reality and 

containing ideologies (Alaimo and Kallinikos, 2020). Data is constructed and 

produced by humans’ interpretation and sensemaking. As cognitive elements, 

data shape data scientists’ occupational identity differently from other digital 

material. Data has no specific ends in terms of interpretation because its 

meaning or interpretation is dynamic to the ever-changing context. This nature 

of data brings opportunity for data scientists to construct meaning of data while 

also challenging data scientists to make judgements in making sense of and 

validating data constantly. The material nature of data as products of cognitive 

work requires data scientists to be intuitive in responding to unfamiliar 

problems or contexts. The fluidity of data as cognitive elements challenges the 

common perspective that sees data as objective. It makes enacting subjective 

work inevitable for data scientists to make subsequent decisions to make 

inferences from data to gain knowledge and solve their problems. 
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Although, in general, data scientists face a tension between objectivity and 

subjectivity, the way data scientists define who they are and what they do is 

contextual. For instance, the analysis shows that the decision-makers’ context 

matters in defining data scientists’ identity. For example, in business 

organisations, data scientists define themselves as people who help decision-

makers improve economic value. However, the forms of value vary depending 

on the context. Another example is ethics. In certain contexts, ethics are seen 

as more important. Acknowledging how data scientists define who they are 

and what they do is important to understand that there are many ways of 

explaining data scientists’ subjectivity and how they project their objectivity. 

 

It is important to highlight that human interpretation of data is not a 

contaminant to data; rather, it is necessary to make sense of data (Neff et al., 

2017). The material nature of data shows that data is a product of cognitive 

interpretation. Therefore, data scientists need to make a judgement and use 

their intuition to make sense of data to make data meaningful. Especially in 

the era where data is produced in a much larger volume, the challenge for 

organisations is also finding meaningful knowledge (Manesh et al., 2020). 

Data scientists’ subjective interpretation is necessary to extract meaningful 

knowledge for organisations. Their subjective judgements are also important 

in mitigating the ethical consequences that may follow from deploying the 

outcomes of their work back to the world. However, the subjectivity that data 

scientists enact is kept hidden. They must fit with the organisations’ 

expectations of how organisations could gain knowledge.  
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My study adds to the study about organisational rationality by showing how it 

has a slight effect in shaping data scientists’ identity. I build on this point by 

emphasising that the commonly adopted scientific management in 

organisations’ rationality in decision-making (Nonaka and Toyama, 2005), 

creates scope for data science to help them make decisions with larger and 

more varied data using computational and statistical methods. When 

organisation rationality is limited, for example, in solving new or complex 

problems, organisations tend to rely on rules (Agrawal, Gans and Goldfarb, 

2019). Data scientists offer the improvement of organisational rationality to 

solve problems by embedding rules in machines. This view indicates that 

objectivity is more valued in organisations. Organisations avoid dealing with 

subjectivity and aim to achieve objectivity using science to connect facts 

(Nonaka and Toyama, 2005). The algorithms that work based on rules help 

organisations think they achieve objectivity. With this expectation, data 

scientists must conform to the rationality accepted by organisations.  

 

With this rationality, organisations are comfortable when they can 

quantitatively measure their performance and productivity, especially 

regarding financial results (Maister, 2000). What organisations want to see is 

the quantified value of the algorithms. Data scientists satisfy the organisations’ 

desires by presenting the quantified metrics of the algorithms’ performance 

(e.g., the accuracy, precisions, etc.) and how the algorithms can contribute to 

the economic values. The subjective judgements that are made in the process 

are taken-for-granted and remain hidden because they are not acknowledged 

to the organisations. Data scientists must show that they are being objective 
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to present a face of rationality, so the organisations have the confidence that 

they are being objective in making decisions based on quantifiable 

measurements.  

 

The findings about data scientists’ espoused and enacted identity adds to the 

studies about authority. The unclarity of ones’ occupational identity makes the 

authority to perform work hard to gain (Brown et al., 2010). Studies have 

indicated that the discrepancy between the espoused image and enacted 

practices is quite prevalent among organisations as the result of the interaction 

of micro and macro factors (Bromley and Powell, 2012; Leroy et al., 2022). 

The discrepancy between them acts as a mechanism to secure legitimacy 

(Bromley and Powell, 2012). My study builds on this point at the individual level 

to argue that the shaping of data scientists’ twofold identity is a response to 

manage the ambiguity of data open-endedness. Data scientists align with the 

organisations' rationality to secure the authority in their work.  The discrepancy 

between data scientists’ espoused and enacted identity makes certain parts 

of their tasks ‘de-coupled’ - the parts in which they are making subjective 

judgements in their choices. They make judgements, but it is hard to trace the 

connection between these judgements and the ‘objective’ algorithms they 

build. Thus, they could claim authority by maintaining this disconnect.  

 

Consequently, data scientists could gain authority as the ‘rulers’ whose rules 

are embedded in the algorithms. In Chapter 5, I have shown that data 

scientists tend to distance themselves from being the decision-makers when 

describing their identity. Just like other professions, data scientists have their 
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own scope in making decisions, therefore it is important to unpack what 

decision-maker means according to data scientists. My findings show data 

scientists tend to describe decision-makers as the people who make the 

ultimate decisions of the organisational strategies and actions. However, 

consciously or unconsciously, the influence of data scientists’ decisions 

become more prevalent and powerful in driving the organisations’ decision-

makers because it is embedded as rules that are deemed rigorous and 

objective. 

 

The discussion about how the open-endedness of data shapes data scientists’ 

occupational identity provides an insight about their authority in creating 

influential rules. Understanding how their authority is put into practice can be 

done by connecting data scientists’ identity to their validation process, which 

is discussed in the following section.  

 

6.4 The rulers in the shadows: Data scientists’ twofold identity enables 

data scientists to make decisions in the validation process. 

In the previous sections, I have discussed two main findings of my research. 

First, data open-endedness influences data scientists’ doing by making data 

scientists perform an open-ended validation process. Second, in terms of 

being, data scientists keep their subjectivity hidden and present themselves 

as objective instead. This section will discuss how the two main findings are 

related. Anteby (2010) highlights that work practice is intertwined with 

occupational identity. Work practices can shape occupational identity, and 

identity can be enacted or realised through work practices (Ashcraft, 2007). 
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By drawing on those arguments, this study shows that what data scientists do 

and who data scientists are, are related to each other and are both affected 

by the open-endedness of data.  

 

I created a figure of the model that illustrates how data scientists’ doing and 

being are connected with each other (Figure 7). Because my research analysis 

is mainly based on what data scientists say, my analysis could identify that 

data scientists mostly think they need to make decisions in developing 

algorithms. In contrast, they think, ideally, they need to distance their identity 

from being the decision-makers to protect their objectivity. Therefore their 

validation process is tied to their identity tension. 

 

I have illustrated the data scientists’ identity tension in a model, as shown in 

Figure 6 in Chapter 5. Data scientists’ identity tension creates a spiralling 

relationship with each other because data scientists can only espouse 

objectivity by enacting subjectivity. By adding the validating process from 

Figure 5 in Chapter 4, Figure 7 shows that identity tension happens along the 

validation process. The spiralling relationship between the espoused and 

enacted identity occurs continuously during data scientists' activities to 

validate the problems, data, and algorithms. The model shows that each phase 

in the validating process is iterative and goes back and forth. When this 

iterative process is mapped to the model of data scientists espoused and 

enacted identity, the model in Figure 7 reveals how the two-fold identity is 

continually produced throughout the validating process. 
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Figure 7 Data scientists’ two-fold identity is intertwined with the validation process. 

 

Data scientists’ identity becomes justified during the validation process. The 

open-endedness of data brings ambiguity to data scientists’ work practices 

and occupational identity. Therefore, just like how they want data to be 

accepted as valid, data scientists need to get the work done while justifying 

their rational, objective identity to continue rendering their work acceptable or 

valid. Espousing objectivity is necessary for data scientists to fulfil the 

organisation's expectations and achieve their professional goals as helpers of 

decision-makers. However, despite wanting to espouse their identity as 

objective through their judgements, data scientists will always fall into enacting 

subjectivity. They will appear to be subjective over time because their 

judgements are never static. It is contextually bound and the context constantly 

changes. Consequently, data scientists’ twofold identity is formed through a 

tension of remaining objective toward the data and being subjective in their 

interpretation.  
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The necessity to appear objective shrouds the enacted subjectivity, and I 

suggest this can be linked to shadow work (Beane, 2019; Bharatan, Swan and 

Oborn, 2022). Literature indicates that technology implementation creates 

grey areas where practitioners need to enact certain practices in shadows to 

be able to escape notice and thus be freer to make mistakes when 

experimenting with technology to achieve their goals (Beane, 2019). In the 

data scientists’ context, the subjective judgements are left in a shadow, where 

subjectivity is enacted hidden, often shrouded in the complex and vast data 

produced and mathematical precision which attracts attention, even 

admiration. Much of data scientists’ subjective work remains opaque, 

particularly to non-data scientists like business owners. The production of facts 

as the result of data scientists’ work relies on this shadow so that the latent 

tension of ongoing subjectivity remains hidden. Organisations hope to become 

increasingly rational through the work of data scientists that produces the 

narratives of science, logics, and facts to approach the “truth”. The hiddenness 

of their subjectivity enables data scientists to gain a reputation for being 

objective, as expected by organisations. Data scientists make their work useful 

to organisations’ decision-making; as a result, they claim the legitimacy to 

influence organisations’ decisions.  

 

As such, I suggest data scientists become the rulers in the shadows; they 

could make decisions and impose their subjective judgements in the shadow 

of the conception that sees data and algorithms as objective. As explained in 

Section 6.3, data scientists gain authority as the rulers whose decisions are 

influential and embedded in the algorithms. But their authority as the rulers 



 
 

150 

remains unapparent due to the hiddenness of their subjective judgements (As 

explained in section 6.2). They could have soft power in driving the decision-

makers’ decisions by subtly telling them what to do based on what the data 

says. The dominant perspective that sees data as an objective representation 

of reality enables data scientists to have this decision-making power without 

challenging their objectivity. As shown in empirical findings in Chapter 5, data 

scientists delegate power to the algorithms they build to make decisions. Data 

scientists tend to create more automation for algorithms to reduce human 

intervention, thus giving more “objectivity” to algorithms to appear accountable 

for making fair decisions.  

 

Data, which is central to data scientists’ identity, gives a strong entitlement 

(Amo et al., 2022) to data scientists to make decisions. Data scientists’ 

decisions on data are influential in guiding organisations to extract meaningful 

knowledge. Even though data scientists distance themselves from being seen 

as people with the power to make decisions, in the end, data scientists’ 

judgements influence the decision-makers’ approval. This hidden decision-

making authority enables data scientists to validate what is worth knowing from 

the openness of how data can be interpreted, for example, what problems are 

worth solving and what data should be selected. Data scientists also can 

decide what actions they and the organisations need to take to acquire their 

desired knowledge, for example, brainstorming the possible relevant data and 

creating a coherent data story.  
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Data scientists’ decision-making authority impacts the wider society. I argue 

that data scientists emerge as a new power elite among knowledge workers. 

Knowledge workers are generally expected to use their knowledge to navigate 

vagueness in solving problems. Other knowledge workers, e.g., management 

consultants, also exercise decision-making power using their knowledge (Gill, 

2015). However, data scientists have a bigger influence because of the 

conception of data as the objective representation of reality. They shape what 

people believe as reality through the data and algorithms they construct. Their 

judgements are ingrained in the algorithms, which are pervasively used to 

shape the ideas and behaviour of society (Faraj, Pachidi and Sayegh, 2018). 

Conforming to the belief that data is objective empowers data scientists to 

wield extensive influence in society. Identity shaping enables data scientists’ 

decision-making power to grow and establish the organisation and society’s 

trust. Data scientists are given the authority to manipulate and modify data, 

creating a new power in the digital age of capitalism in shaping how people 

feel, think, and create meaning through algorithms that help companies reach 

their economic goals (Zuboff, 2019). 

 

The discussion indicates the implication of my study to study the hidden power 

exercises in doing data science. There is a need to pay more attention to the 

exercise of power in data science (Miceli, Schuessler and Yang, 2020; Denton 

et al., 2021; Ehsan et al., 2021). There has been a conversation about the 

relationship between identity and power. Identity can show how individuals 

exercise power in organisations (Foldy, 2002; Alvesson, Ashcraft and 

Thomas, 2008). My study contributes to this literature by explaining how 
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studying occupational identity could explain how data scientists gain their 

hidden decision-making power. Moreover, my study also connects this topic 

to the open-endedness of data that enables data scientists to gain decision-

making power. 

 

The emergence of data scientists’ hidden decision-making powers through 

their identity raises questions about other data occupations. Data might 

influence the identity of other professionals who work similarly to data 

scientists. Previous studies have examined the occupational identities of 

various knowledge workers, such as advertising agents (Alvesson, 1994), 

management consultants (Gill, 2015), and accountants (Goto, 2021). 

However, they have not yet touched on data occupations, which are the 

primary knowledge workers in the age of AI. The insights from my research 

can also be the stepping-stone to extending the study of data scientists to 

understand data occupations better. 

 
6.5 Summary of the discussion 

This chapter discusses the empirical findings I have provided in Chapter 4 and 

Chapter 5 by explaining how my study answers the research questions. The 

discussion is done by explicating the findings with theories to identify how my 

research contributes to the existing theories.  

 

First, my research theorises that data scientists perform an open-ended 

validation process. Open-ended validation implies that the act of making 

judgements throughout the validation process embeds the biases in the 

algorithms that are validated. The biases embedded in the algorithms might 
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bring unintended ethical consequences when the algorithms are deployed in 

the real world - which warrants attention for data scientists to mitigate the 

consequences.  

 

Second, I theorise that data scientists acquire a two-fold identity which is 

shown by how they espouse objectivity and enact subjectivity. The discussion 

of this theorisation identifies the influence of the nature of data as cognitive 

elements that require data scientists to enact subjectivity in interpreting data 

and the organisations’ rationality that naturally makes data scientists’ 

subjectivity hidden. Also, how data scientists gain the authority as the ‘rulers’. 

 

Then, I also discuss the relationship between data scientists’ validation 

process and their identity tension by creating a model to illustrate that their 

identity tensions constantly emerge because their identity is attached to the 

activities in the validation process. The discussion of this theorisation identifies 

an indication of the hidden decision-making power exercise based on their 

identity. Data scientists enact subjectivity in making decisions about the 

interpretation of data, then their espoused objectivity hides their decision-

making power through numbers and automation. Data scientists could be the 

rulers in the shadows, enabling them to make decisions in validating problems, 

data, and algorithms without challenging their objectivity. Data scientists’ two-

fold identity is not only a necessary consequence of data scientists’ practice 

but also the enabler for them in gaining the authority to make decisions in the 

validation practices.  
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My theorisation then implies future research by opening up the conversation 

about data scientists’ profession to a broader topic. My findings offer insights 

into the implications of data scientists’ doing and being for other issues, which 

is further discussed in the next chapter. 
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CHAPTER 7  

CONCLUSION 

 
7.1 Introduction 

In this chapter, I will summarise the contribution of my research. First, I will 

start by summarising the overview of what I have done in conducting the 

research. Then, I will explain my research contribution according to the 

theoretical and the practical contribution. Next, I will also point out the 

limitations of my research. I will reflect on how my research is designed and 

how it is conducted. Lastly, I will explain the directions for future research to 

expand and improve the study of the data scientist profession. 

 
7.2 Summary of the research  

As the main worker in the big data and AI age, data scientists encounter 

vagueness and ambiguity regarding their profession (Saltz and Grady, 2017). 

There is no single standardised definition of what data scientists do and who 

data scientists are. Organisations hire data scientists and develop the job 

descriptions according to their understanding - i.e., all activities related to 

extracting insights from data. Data scientists are also figuring out their 

profession - they often feel their job does not match their expectations.  

 

The vagueness and ambiguity of the data scientists’ profession call for 

research that examines the work and occupational identity of data scientists. 

Several studies have started to examine data scientists’ occupational identity 

(Avnoon, 2021; Vaast and Pinsonneault, 2021). The increasing influence of 
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data scientists and algorithms they develop indicate a stronger imperative to 

understand how they work, define their identity, and how they gain authority. 

Drawing on the assumption that data is open-ended (Monteiro and 

Parmiggiani, 2019), this study examines data scientists’ work and 

occupational identity by focusing on two things: first, how data scientists 

navigate the open-endedness of data to extract valuable insights, and second, 

how the open-endedness of data shapes data scientists’ occupational 

identity.  

 
I adopted two lenses to study data scientists’ work and identity. The first lens 

is about “doing”, which helps me to theorise what data scientists do to navigate 

data. Second, the lens about “being” helps understand the data scientists' 

identity. Previous studies about doing data science indicate that the nature of 

data creates ambiguities in doing data science (Tanweer, Fiore-Gartland and 

Aragon, 2016; Passi and Jackson, 2017; Pink et al., 2018). Therefore, using 

the doing lens, my study adds to the conversation to examine how data 

scientists develop practices to overcome ambiguities. Then, my study also 

connects what data scientists do with their occupational identity. I draw on the 

current study about data scientists’ identities (Avnoon, 2021; Vaast and 

Pinsonneault, 2021) to examine how working with data influences their 

identities.  

 
To conduct the study, I used a qualitative research approach by conducting 

semi-structured interviews with data scientists and several other occupations 

that work alongside them. I also did an online participant observation of some 

data science communities. I focus on learning how they explain what data 
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scientists do and how they perceive who they are. I analysed the data using a 

grounded theory approach (Charmaz, 2014). I analysed the data by doing two 

layers of coding - initial coding and focused coding (Saldaña, 2016), writing 

analytic memos (Birks, Chapman and Francis, 2008), and performing a 

thematic analysis (Boyatzis, 1998) iteratively. I analysed the empirical data by 

making a constant comparison with the theories. Therefore, while analysing 

the data, I also did a theoretical sampling by gathering other empirical data to 

confirm the sensitivity of the theories to the empirical data. Lastly, by adopting 

the Gioia method for data structuring (Gioia, Corley and Hamilton, 2013), I 

produced two data structures that represent my findings of data scientists’ 

doing and data scientists’ being.  

 
In the first chapter of my analysis (Chapter 4), I focus on examining what data 

scientists’ do to navigate the open-endedness of data. I have built a process 

model to show that data scientists’ engage with a validation process 

throughout a data science project. The validation process consists of three 

phases: 1) validating problems, 2) validating data, and 3) validating algorithms. 

I label the process as the “validation” process because data scientists need to 

make a judgement to decide what is accepted and not accepted in the process. 

They decide what problems to solve, the data selected, how it is interpreted, 

and what algorithms fit. In doing the validation, data scientists need to 

intuitively use their judgement to make decisions because the open-

endedness of data offers ambiguities and uncertainties. Then, to make their 

judgement valid, data scientists complement it with the metrics they treat as 

the numerical evidence that measures their success. Data scientists need to 

engage with the validation process iteratively and continuously because the 
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interpretation of data is never fixed. Data scientists need to constantly validate 

to ensure that the problems, data, and algorithms are still valid to be deployed 

in a constantly changing world. 

 
Then, in Chapter 5, I analysed the data scientists’ being. I found that data 

scientists experience an identity tension between the identity they try to 

present to other people - their espoused identity - and the identity shown 

through how they act - their enacted identity. Data scientists want to show that 

they are objective beings. They are being objective by distancing their identity 

from being the decision-makers by saying that they are the helpers of the 

decision-makers. They also appear to act and argue by relying on data. 

However, my findings show that because data is open to interpretation, data 

scientists perform intuitive and subjective work, thus enacting their identity as 

subjective beings. They can also achieve the goals of being objective by being 

subjective in performing their work. The open-endedness of data makes data 

scientists gain a two-fold identity which consists of their espoused and enacted 

identity. I clarify how the empirical findings answer both of my research 

questions by conceptualising data scientists’ doing and being regarding how 

data scientists navigate the data open-endedness. 

 

Regarding the first research question, my research conceptualises that data 

scientists navigate data by constantly engaging with the validating process 

recursively.  I conceptualise data scientists’ validation as an act of making 

judgements. The open-endedness of data makes the validating process as 

open-ended as data, thus making data scientists constantly make judgements. 
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The validation process is needed to make logical narratives that represent 

rationality as organisations desire.  

 

Then, in terms of the data scientists’ being. Open-endedness of data shapes 

data scientists’ two-fold identity, namely the espoused identity and enacted 

identity. In performing their work, data scientists experience an ongoing 

identity tension between espousing objectivity and enacting subjectivity 

because data is always open to interpretation. To fit with organisational 

rationality, data scientists’ subjectivity remains hidden. It allows data scientists 

to gain authority in performing their work.  

 

I also conceptualise the relationship between data scientists’ validation 

process and identity tension. Data scientists’ enacted identity as being 

subjective is attached to the activities of the validation process, and so is their 

espoused identity. The hiddenness of their subjective judgments and the 

conception that sees data as an objective representation of reality makes data 

scientists become the ‘rulers in the shadows.’ My research makes several 

contributions theoretically and practically. I will explain the contribution of my 

research in further detail in the next section.  

 
7.3 Contributions 

In this section, I will explain my research contributions to the theories and 

practices. I will divide this section into two subsections. First, I will describe 

what my research contributes to the theory. From a theoretical perspective, I 

hope to contribute to the IS field by enhancing the understanding of the data 

scientist’s profession as the main knowledge workers in the age of big data 
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and AI. Second, I will explain the practical contribution of my research. I expect 

my research to bring insights to the practitioners who work as data scientists - 

or other people who do data science - and the organisations who hire data 

scientists and utilise their work to solve real-world problems.  

 

7.3.1 Theorising data scientists’ doing and being 

I study data science, which is a topical research theme with a growing interest 

in the IS field, using the occupational point of view. My study responds to the 

call (Provost and Fawcett, 2013) that emphasises the need to study data 

science by connecting it to other essential concepts to make data science work 

to serve businesses. Current studies about data science have been focusing 

on how data science can be implemented to solve problems in various 

contexts (Han, Liu and Zhang, 2016; Spruit and Lytras, 2018; Tung, 2019). 

Studying data science using an occupational lens is relatively new among IS 

scholars.  

 

Therefore, my study adds to the growing conversation about data scientists’ 

occupational identity in the IS field (Vaast and Pinsonneault, 2021). It aims to 

enhance the understanding of the social aspect of doing data science. My 

study brings another perspective in connecting the concept of “data open-

endedness” with the concepts of work and occupational identity. By 

connecting those concepts from different knowledge domains, I can provide 

an alternative theoretical perspective to studying data scientists’ profession 

from the lens of the theories of “data”. My research enhances the theories 

about identity in the IS field by considering the study of work as a response to 

the call by previous studies (Barley and Kunda, 2001; Ashcraft, 2007). 
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Based on the discussion (Chapter 6), there are three main contributions from 

my study. The first contribution contributes to answering the first research 

question which is about the influence of data open-endedness on the doing of 

data scientists. My study has shown that, in dealing with the open-endedness 

of data, data scientists are engaging with continuous and open-ended 

validation in which they involve making subjective judgements. Data scientists 

are working in an environment that is constantly changing and fluid. Working 

with data makes data scientists need to deal with vagueness and ambiguities 

constantly. Thus, they constantly justify the data's relevance to the problems 

they are solving. My study highlights the increasing insight into how subjectivity 

remains hidden because the focus of doing data science is on the data and 

what the complex algorithms produce. The outputs and the technologies grab 

the attention given their novelty and immensity. Contributing to the studies that 

increasingly put attention on the subjective nature of doing data science, this 

research could provide a new or different lens to study transparency in 

producing algorithms.  

 

The second contribution answers the second research question which asks 

about how data open-endedness shapes data scientists’ being. This study has 

focused on the ways that the openness of data makes data scientists gain a 

twofold occupational identity. Data scientists enact subjectivity while 

espousing objectivity consistently along with the journey of data that is 

constantly being shaped and reshaped to stay relevant to the problem. Their 

twofold occupational identity is imperative in managing the ambiguities of data 

interpretation while also fitting with the organisational rationality. By having 
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their twofold occupational identity, data scientists could gain authority in 

making rules - that are embedded in the algorithms - which are deemed 

objective, despite involving subjective judgements in making the design 

choices.  

 
Third, my research also contributes in explaining the relationship between data 

scientists’ doing and being. This research has provided further evidence that 

occupational identity is co-constituted through the enactment of work 

practices. The discussion shows that data scientists’ identity tensions 

constantly emerge as both the consequence and enabler of data scientists’ 

validation process. With the hiddenness of data scientists’ subjective work and 

the authority gained to create the rule of algorithms, data scientists become 

the ‘rulers in the shadows’. 

 
To clarify my research contribution and the future research directions, I created 

a table (Table 8) that summarises the theoretical concepts I contribute, what 

prior literature has explained about it, my research contribution, and the future 

research directions. To explore further, in this section, I will discuss the 

implications of the theorisation of my findings and how they can open up new 

questions for future research directions on several aspects as examples. I 

develop the connection to those aspects based on the insights from my 

findings and the current conversation among researchers that I consider 

relevant.  Those aspects are not exhaustive, but they provide examples of how 

my study opens the link and connection to other concepts for future research 

about data scientists’ professions. 
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Table 8 Summary of theoretical research contribution and future research directions 

Concept Prior Literature My Research 
Contribution   

Future Research 
Directions 

Data 
scientists’ 
validation as 
a process. 
 

Social science 
studies have a 
growing 
conversation about 
the non-objectivity 
of data science 
practices. Studies 
show that data 
science 
practitioners and 
users need to 
develop practices 
as workarounds in 
applying data 
science (Passi and 
Jackson, 2018; 
Aaltonen and 
Penttinen, 2021; 
Neff et al., 2017; 
Lebovitz et al., 
2021; Waardenburg 
et al., 2022). 

Adding to the 
conversation, my 
research draws on what 
data scientists say 
about their work. I 
identified that data 
scientists engage in 
doing validation process 
throughout the data 
science project, which 
includes: 1) validating 
problems; 2) validating 
data; 3) validating 
algorithms. The 
validation process is as 
open-ended as data as 
a process because it is 
punctuated with the data 
journey. Data scientists 
need to recursively 
perform validation to 
produce and maintain a 
valid result of their work. 
 

 
● Studying the 

validating process 
from the team or 
organisational unit of 
analysis.  
 

● How do data 
scientists and 
organisations 
exercise power in 
doing data science? 
 

● How is the trust from 
the algorithm users 
built towards data 
scientists’ validating 
process? 
 

● Can data be the 
representation of the 
truth?  
 

● Studying data 
scientists doing and 
being using 
longitudinal 
approach and case 
studies. 
 

● Considering a wide 
variety of data 
scientists.  

Data 
scientists’ 
twofold 
occupational 
identity  

Studies about data 
scientists’ identity 
have focused on the 
influence of the 
characteristics of 
digital technology 
on occupational 
identity (Vaast and 
Pinsonneault, 2021; 
Avnoon, 2021). 

My research takes 
another lens to study 
the influence of data on 
identity. By seeing data 
as a process, my 
research found another 
data scientists’ inherent 
identity tension: 
espousing objectivity 
versus enacting 
subjectivity. Data 
scientists need to 
constantly espouse 
objectivity while 
enacting subjectivity. 
Data scientists’ identity 
is tied to data that is 
constantly being shaped 
and reshaped. 
 

Data 
scientists’ 
twofold 
identity as 
the enabler 
of the 
validation 
process. 

Work practices can 
shape occupational 
identity and identity 
can be enacted or 
realised through 
work practices 
(Ashcraft, 2007; 
Anteby, 2010). 

Data scientists’ identity 
tension emerges 
because data scientists 
continuously engage 
with the act of making 
judgements in the 
validating process that 
requires data scientists 
to espouse objectivity 
while enacting 
subjectivity constantly. 
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7.3.2 Practical contributions to data science 
My research also has practical implications. The data scientist profession is 

one of the most in-demand professions. However, this high demand for data 

scientists does not come with a clear understanding of who data scientists are 

and what they do. Therefore, my research aims to clarify both points to help 

practitioners understand the data scientist profession and be aware of what it 

means to do data science for data scientists, other professionals who do data 

science, and organisations.  

 
From my findings, practitioners could take some insights into ethics in doing 

data science. Data science is not a purely objective practice. It involves 

subjective judgements in response to the vagueness and uncertainty of 

working with data. When data scientists engage in validation, they embed their 

biases in making decisions about the problems, data, and algorithms. The end 

products of data science reflect the judgement of the human that builds them. 

However, the subjectivity embedded in algorithms and where it comes from 

remains hidden. It creates a challenge to see who are responsible for the 

ethical challenges or the impacts of algorithms. Practitioners could consider 

acknowledging the subjectivity in the choices in designing the algorithms to 

make the process of doing data science more transparent. 

 

Data scientists and organisations could also be aware of the authority they 

hold in shaping how people see the world and behave based on it. Because 

data is open-ended, data scientists can decide what kind of data they need to 

collect and how to use it, including biases in making the decisions. Data 

scientists and organisations come with a responsibility to use the power for 
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good purposes and to be ethical. With the authority to navigate the openness 

of data interpretation, it is up to data scientists and organisations about what 

kind of subjectivity the algorithms reflect on. Data scientists and organisational 

leaders could pay more attention to the accountability processes of building 

algorithms. For example, they could question more about why they use and 

collect certain data and the potential implications of their choices. 

 
My research can also be a hint for organisations to build the strategy of 

incorporating data scientists into organisations in a better way. Understanding 

the issue related to occupational identity is important for organisations to 

develop a human resource strategy to improve employee well-being and work 

satisfaction (Ennals et al., 2016). Understanding what data scientists do and 

who they think they are may give organisations a clue to allocate the optimum 

tasks and job placement to leverage the data scientists’ potential. For 

example, by knowing the data scientists’ identity tension, organisations can 

understand data scientists’ expectations about who people think they are. It 

can be the basis for designing tasks suitable for data scientists and create a 

more precise occupational boundary for data scientists. 

 
7.4 Research limitations 

Reflecting on how I conducted this study, there are several limitations that I 

identified in this study. I found many of the limitations related to my research 

methods and the scoping of my research.  

 
The first limitation is related to the data collection. As explained in Chapter 3, 

I collected the empirical data by doing semi-structured interviews and online 

participant observation in data science communities. Doing semi-structured 
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interviews gave me access to the narratives from data scientists about what 

they perceive about what they do and who they are. By doing the online 

participant observations of the communities, I could also gain access to the 

conversations, discussions, and activities among data scientists and other 

data workers. However, those are not the only data collection methods that I 

planned. I was planning to do a participant observation to observe how a data 

scientist team completes a project. Participant observation is needed to 

understand better what data scientists do. I could not perform it due to the 

Covid-19 restrictions. Many organisations were implementing the work-from-

home schema, so it was hard to observe individuals in the teamwork because 

they do that in their home offices.  Conducting a study in data science 

communities was my best option because they mainly do their activities online 

(i.e., in their group chats and webinars). Another limitation of this research is 

the unit of analysis. The access that I got was only to individual data scientists. 

My research did not conduct a study in a specific organisation. Therefore, I 

could not get the perspective from the organisational unit of analysis. This unit 

of analysis can provide a more strategic perspective that can enrich our 

understanding of the organising data scientist profession to achieve 

organisational purposes.  

 
The second point of limitation is the scope. My study only focused on data 

scientists working in business organisations - or as (Ramzan et al., 2021) call 

them, the business data scientists. There is a wide variety of data scientists 

who can be differentiated based on the contexts of where they work and the 

skill specialisation they possess (as explained in Chapter 2). Because my 

research focuses on business data scientists, I could gain insights into how 
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economic value (such as profit and cost efficiency) becomes a shared goal for 

data scientists. There could be other insights into the research being done to 

data scientists who work in other contexts, for example, government or 

policymakers, non-profit organisations, and healthcare. The research could 

also gather insights from various data scientists, for example, specialising in 

computer vision, natural language processing, and prescriptive analytics. I 

could not perform it in this research because extending the scope to study a 

wide variety of data scientists might need more time and effort that are limited 

for a PhD project. 

 
7.5 Future research 

Understanding data scientists’ nature of work raises implications for other 

aspects of doing data science that researchers might need to pay attention to. 

My study covers a new area of research within the IS field. The topic of data 

scientists’ work practice and occupational identity has not yet been well-

theorised in the IS field. In general, my research brings a new perspective on 

the social aspect of data science regarding the professionals that do data 

science. The theorisation raises further questions and opens the conversation 

about data scientists to a broader perspective. By understanding what data 

scientists do and who they are, researchers can connect to various concepts 

to study different dimensions and perspectives in studying data scientists to 

develop new research questions. As shown in Table 8, the findings of this 

research can be expanded to create new ontological, epistemological, and 

methodological questions. 
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Future studies could study data scientists’ doing and being from the 

organisational unit of analysis. A higher level of the unit of analysis allows 

researchers to study the other factors that influence data scientists’ decisions 

in doing validation and the shaping of their identity. Also, there may be 

distinctions in the validating process between data scientists who engage in 

project work individually or as a team outside of organisational structures and 

those who are integrated into those organisations as members of existing 

functional units. The difference between the validation process performed by 

data scientists within and across organisations could be studied in more detail 

in future studies. 

 

Future studies could take an institutional view in understanding how power 

between data scientists and the organisations are exercised. For example, 

studies could take the institutional view and use the ‘decoupling’ theory 

(Bromley and Powell, 2012) to understand how data scientists and 

organisations manage the discrepancies between the means and ends of 

doing data science. This lens of study could help researchers in identifying the 

environmental factors that affect the discrepancies and how data-driven 

organisations gain and maintain their authority.  

 

 
The topic about algorithms users' trust is also worth exploring. The hiddenness 

of data scientists’ work might indicate an issue in building clients’ trust. Data 

scientists must appear professional in giving their recommendations. 

Therefore, they try to espouse themselves as being objective to gain users’ 

trust because working with data makes them do subjective work. Current 
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studies have examined trust from the users’ side. For example, some studies 

discuss how algorithms users develop their own way of seeing and utilising 

algorithms (Waardenburg, Sergeeva and Huysman, 2018; Mikalsen and 

Monteiro, 2021). It is important to study the topic of trust from the data 

scientists’ side as the developer of the algorithms.  

 

Future research can also ask an ontological question about data as the 

representation of the truth, i.e. “With the bias embedded in the process, can 

data be the representation of truth?” Studies could draw on previous studies 

that examine how the “ground truth” in algorithms are defined (Lebovitz, Levina 

and Lifshitz-Assaf, 2021).  

 
Future research can also address my research limitation by doing a 

longitudinal participant observation by using other data collection and analysis 

methods. For example, future research can do a case study or multiple case 

studies in organisations. Doing case studies can help researchers to 

understand the process of creating algorithms. Researchers could also 

examine the interaction between data scientists and other roles in teams or 

organisations in building the algorithms. The case studies research can be 

used to examine various concepts in doing data science, for example, data-

driven decision making (Provost and Fawcett, 2013), AI-assisted learning (Lai, 

2021), and how the algorithm's product is deployed to the real world. Doing a 

case study can also help to extend the research to touch on other data 

workers, such as data analysts and data engineers, that often work together 

with data scientists and have interchangeable tasks and roles within 

organisations.  
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Another recommendation is to research a wide variety of data scientists. As I 

explained in the previous section, my research limitation is the scope of only 

studying business data scientists. Future research can explore a broader type 

of data scientists and include them in the scope. For example, the genomics 

data in drug development and citizen’s personal data for policy making. The 

wide variety of data scientists can give the researchers other perspectives 

about the value (Fayard, Stigliani and Bechky, 2017) that other types of data 

scientists think are important for their professional goals. Different data 

contexts may create different tensions both for the validation process (i.e., their 

doing) and data scientists’ occupational identity (i.e., their being). Also, 

researchers can explore the similarities or differences between different types 

of data scientists regarding the control to make decisions in building 

algorithms, their effort and approaches to being ethical, and their ways to gain 

the required skills and accountability. 



APPENDICES 

APPENDIX A: An Example of The Interview Guideline 

This is an open-ended interview. The aim of this interview is to understand what data scientists 

do, what the tools and technologies that are related to their work, and how they make use of 

the learning resources in their work. The respondent is asked to answer the questions by 

reflecting on a project they have done. The general questions are: 
 

Part I. Day-to-day responsibility 

1. What do you do as a data scientist? What is your day-to-day job/responsibilities? 

2. What is the term ‘data scientist’ based on your understanding? 

3. What are the tools and technologies you use daily? 

 

Part II. Reflection on a project (in this part, the respondent is asked to reflect on a project) 

1. What kind of project was it? How long did you finish the project? 
2. What was your role as a data scientist in the project? 

3. Who did you work with and talk to in the project? 

4. How did you coordinate with each of them? 

5. What kind of tools and technologies did you use to complete the project? How did 

you use each of them? 

6. How did you search for the data? 

7. Did you use any learning resources to help you complete the project? What were 
they? 

 

Part III. Occupational Identity and Boundary 

1. Do you ever feel your job is redundant with the job of other occupations, such as 

data analyst, data engineer, ML engineer, etc.? 

2. What makes the job of data scientist different from the other similar occupations 

(data analyst and data engineer)? 

3. Do you feel the need to have a clear occupational boundary between you, as a data 
scientist, and other colleagues? 

 

Part IV. Learning 

1. Do you feel the need to constantly learn? And, why? (Update skills, sharpen tools, 

etc.) 

 

Part V. Community 

1. Do you join any professional community to support your work? And, why?  
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APPENDIX B: Participant Information Leaflet 

 

Project information sheet: Understanding How Data Scientists’ Work Practices Shape 
Their Occupational Identity 

Researcher:  

Supervisor:  

Date:  

You are invited to act as a research participant for the above project. Your participation in this 

project is entirely voluntary. You may withdraw from participating in this project at any time, 

with no negative consequence to yourself or the organisation for which you work. 

This research aims to understand how data scientists’ work practices, as they work with data 

and algorithms, shape their occupational identity. 

The project involves interviewing participants virtually through video conference.  

Your involvement in this project will help the researcher to study the phenomena and complete 

the PhD project. 

Participation in this project will involve being interviewed by the researcher named above on 

the theme of what it means for individuals to be data scientists and how data scientists shape 

their occupational identity. 

It is not expected that you will experience any risks through participating in this project. Data 

will be anonymised from the start, with no names or specific positions recorded as part of the 
interview material. Your consent form will be stored in a locked office at the University of 

Warwick, and transcripts of interview data will be anonymised before being printed and stored 

in the same place. The transcripts will also be stored electronically on the lead researcher’s 

password-locked laptop. All material may be destroyed after ten years from the completion of 

the research. The material from this research may be published. You can request a copy of 

the publication from the researcher named above. 

Should you have any further questions about this research, please contact Febriana 

Wisnuwardani (email address). 

You may also contact the University of Warwick Research and Impact Services, University 

House, University of Warwick, Coventry, CV4 8UW, UK. 02476575732 should you have the 
wish to make a complaint about the conduct of the researcher.   

 

 



 
 

173 

APPENDIX C: Consent Form 

 
CONSENT FORM  

Title of Project: Understanding How Data Scientists’ Work Practices Shape Their 
Occupational Identity 
 
 
Name of Researcher:  

Name of Lead Supervisor:  

Date:                             

Please initial box 

1. I confirm I have read and understand the 
information sheet dated (insert date) for the above 
study. I have had the opportunity to consider the 
information, ask questions of a member of the research 
team and have had these answered satisfactorily.   

 

2. I understand that my participation is voluntary 
and that I am free to withdraw at any time without giving 
any reason. 

 

3. I understand that my information will be held and 
processed for the following purposes: to be analysed by 
the researcher for the purpose of completing the PhD 
research. 

 

4. I agree to take part in the above-named study, 
and I am willing to be interviewed and have my interview 
audio recorded. 

 

 

 

 
_____________ ________________ _______________ 

Name of 
participant 

Date Signature 

 
 

____________ 

 
 

_______________ 

 
 

______________ 
Name of 
Researcher 

Date Signature 
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