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Abstract—In ophthalmic surgery, particularly in procedures
involving the posterior segment, clinicians face significant chal-
lenges in maintaining precise control of hand-held instruments
without damaging the fundus tissue. Typical targets of this type
of surgery are the internal limiting membrane (ILM) and the
epiretinal membrane (ERM) which have an average thickness
of only 60µm and 2µm, respectively, making it challenging,
even for experienced clinicians utilising dedicated ophthalmic
surgical robots, to peel these delicate membranes successfully
without damaging the healthy tissue. Minimal intra-operative
motion errors when driving both hand-held and robotic-assisted
surgical tools may result in significant stress on the delicate tissue
of the fundus, potentially causing irreversible damage to the eye.
To address these issues, this work proposes an intra-operative
vision-and-force-based compliance control method for a posterior
segment ophthalmic surgical robot. This method aims to achieve
compliance control of the surgical instrument in contact with
the tissue to minimise the risk of tissue damage. In this work we
demonstrate that we can achieve a maximum motion error for the
end effector (EE) of our ophthalmic robot of just 8µm, resulting
in a 64% increase in motion accuracy compared to our previous
work where the system was firstly introduced. The results of the
proposed compliance control demonstrate consistent performance
in the force range of 40mN during membrane tearing.

Index Terms—Ophthalmic Surgery Robot, Compliance Con-
trol, Image-based Measurement, Force Feedback

I. INTRODUCTION

ACcording to [1], approximately 2 billion individuals glob-
ally are affected by some forms of vision impairment,

with nearly 200 million of them suffering from age-related
macular degeneration. Retinal disorders are among the most
common causes of permanent blindness in developed countries

and, following cataracts, are the leading cause of blindness in
developing countries. The challenges associated with fundus
retina surgery are numerous, including the limited operating
space (average eyeball diameter is 22mm [2]), the inherent
natural jitter of the arm of the clinician (magnitude is around
100 µm, frequency is about 10 Hz [3]), and the insufficient
contact force between the surgical instrument and the fundus
tissue to be accurately perceived by hand [4]. Due to these
factors, the accuracy and the success rate of fundus surgery,
particularly in ILM and ERM peeling surgery (see Fig.1(a)),
have yet to reach the desired level. Research shows that up to
50% of patients experience micro-injuries in the layer around
the macula after peeling [5]. To overcome these limitations
a number of robotic solutions have been explored [6] in
the past few years. Although the handheld Micron system
developed at Carnegie Mellon University [7] can reduce the
natural jitter of the arm of the surgeon and provide feedback
on the contact force during the operation, it increases the
volume and mass of the tool, leading to lower ergonomics
and a higher likelihood of fatigue. Furthermore, as shown in
[7], its embedded auditory feedback exhibits a certain level of
lag, which may lead to an inadequate level of protection for
the fundus tissue. To address these limitations, the research
community has focused on teleoperated solutions, such as the
Preceyes Surgical system (Preceyes B.V., Eindhoven, NL),
which was first used to evaluate the viability and safety of
clinical intra-ocular robotic-assisted surgery at the University
of Oxford [8]. Given the aim of reducing the uncertainty in
surgeon judgement and automate repetitive surgical actions to
minimise fatigue, the automated control of ophthalmic surgical
robots has become a subject of intense research [9]. Both
teleoperated control and automatic control methods have been
developed, capable of meeting the requirements of follow-
ing preset motion trajectories or the commands of a master
controller [10]. However, mechanical errors resulting from
structural processing and assembly and control errors arising
from sensor measurement errors are inherent limitations in
robot systems that cannot be fully mitigated. As highlighted
in prior studies (e.g., [11]), even a small motion error in the
surgical instrument at the EE can generate a significant force
when the tool gets in contact with the fundus tissue, potentially
causing local tissue deformation and damage. This is due to the
structure of ophthalmic surgical robots that typically exhibits
high structural stiffness to enhance movement accuracy while
lacking the ability to adjust the EE position to compensate
for sudden increases in contact force during surgical oper-
ations. Hardware-level improvements to meet the precision
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requirements of ophthalmic surgery are often expensive to
achieve. As a result, research efforts have shifted toward
improving motion accuracy through image-based guidance
or force feedback compensation. For instance, Mach et al.
[12] and the research group at Duke University [9] proposed
a robot-assisted ophthalmic surgery method using Optical
Coherence Tomography (OCT) for image-guided instrument
control. This approach enhances motion accuracy compared
to open-loop control but is challenged by the large noise
interference and slow image processing speed of OCT images.
He et al. from Johns Hopkins University [13] introduced
an active interventional control framework based on contact
force to predict excessive-force instances and avoid tissue
damage by providing reminders to the surgeon. Li et al. [11]
proposed an admittance-controlled amplified force tracking
scheme for lumbar puncture surgical robots, enabling a desir-
able interaction force profile to be perceived by the operator.
Admittance control [14] is a real-time, effective method for
active compliance control that does not require sophisticated
model-based control strategies. Nevertheless, the assumption
underlying these methods is that the motion of the surgical
robot is perfectly accurate and without any motion error. In
the presence of motion errors, the contact force used to adjust
the instrument position would result in superimposed errors,
compromising the ability to reach the desired position.

In this work a vision-and-force-based compliance control
method that relies on admittance control for a posterior
segment surgical system is proposed. The method aims at
emulating the sensory information perceived by surgeons
during surgery to achieve high precision and safe tool-tissue
interaction in fundus surgery. The main contributions of this
work is a double-loop admittance controller which enables
the dynamical adjustment of the Tip of the Surgical Forceps
(ToSF) based on the magnitude of the contact force between
the ToSF and the fundus tissue, achieving variable stiffness
compliance control; this also embeds a nested position control
loop to provide position feedback and compensate for the
movement errors of the EE of the Ophthalmic micro-Surgery
Robot (OmSR) during clinical surgery. To overcome the lack
of proximity sensors that can be integrated on the EE of such
a small tool, the position measurement is purely based on
visual feedback. We address the problem of estimation of the
relative position between the microscope coordinate system
and the robot coordinate system at software level using the
Efficient-Perspective-n-Point (EPnP), feature matching, and
error optimisation methods based on Lie group algebra. The
OmSR is shown in Fig.1(b).

This work is structured as follows: in Section II, the
proposed admittance control is presented, followed by a dis-
cussion on interaction force measurement and the relative posi-
tional relationship between the microscope and the OmSR. The
motion compensation error of the ToSF based on visual depth
estimation is also explained. In Section III, the setup of the
OmSR is described, along with the experimental results and
performance of the proposed method. Finally, the conclusions
of this work are presented in Section IV.

Fig. 1. Figure (a) presents an overview of the configuration of the surgical
forceps, illumination source and microscope during ILM peeling. Figure (b)
is the design of the OmSR system and its joint parameters. Please refer to our
previous work [15] where the system has been introduced and its joint-link
chain defined.

II. VISION-AND-FORCE-BASED COMPLIANCE CONTROL

A. Admittance Control Mathematical Method

The proposed admittance control method implements a
virtual mass-spring-damper model of the EE and the OmSR
joint to regulate the contact force between the ToSF and
the fundus tissue ensuring that the damage threshold for the
tissue is not exceeded by adjusting accordingly the position
of the ToSF. As detailed in the next section, the proposed
model is benchmarked using the force feedback from a force
sensor installed underneath the target phantom. While this
is obviously not a clinically realistic scenario, it is a use-
ful approach to evaluate the performance of the proposed
controller. Clinical integration will be enabled by embedded
sensors in future iterations of the OmSR system. A transfer
function between the expected and the measured contact forces
and the position adjustments of the ToSF is defined. The
proposed control method adjusts the position of the ToSF
based on the changes in the magnitude of the interaction
force, enabling compliance control. As highlighted in Section
I, relying solely on the contact force as the input of the OmSR
could result in the superimposition of motion errors of the
ToSF onto the admittance control method and pose potential
safety hazards due to sensor inaccuracy or excessive transient
noise. To compensate for these errors and improve movement
accuracy and surgical safety, the proposed admittance control
also utilises the real-time position of the ToSF, as measured
by the microscope, as input for motion error compensation.

The OmSR can be modelled as following:

F − Fd = Md

(
P̈− P̈d

)
+Bd

(
Ṗ− Ṗd

)
+Kd (P−Pd)

(1)
Based on this model we can define the proposed admittance
controller as detailed in the next paragraphs. Please refer to
Fig.2 where the control scheme is presented. Here F and
Fd represent the sensor-measured and desired contact forces
between the fundus lesion and the ToSF respectively. The
model of the system includes the inertia matrix (Md), the
damping matrix (Bd), and the stiffness matrix (Kd). P̈, Ṗ,
and P are the acceleration, velocity, and position defining the
real trajectory of the ToSF, while P̈d, Ṗd, and Pd represent
the desired acceleration, velocity, and position of the ToSF,
respectively. The deviation between F and Fd is represented
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by ∆F = F − Fd, and the deviation between P and Pd of
the ToSF is represented by ∆P = P−Pd. Thus, the desired
acceleration of the ToSF can be calculated as:

P̈d = P̈+Md
−1

(
Bd ·∆Ṗ+Kd ·∆P−∆F

)
(2)

In order to better express the actual physical meaning of
P̈, Ṗ in OmSR, the differential forms of them (dPdt , d2P

dt2 )
will be used for derivation and interpretation in the following
sections. The Cartesian position of ToSF directly depends on
the configuration of the joints, in specific as shown in Fig.1(b),
on the Degrees of Freedoms (DOFs) Ψ, Φ, R, Θ and γ
according to the forward kinematics of OmSR we proposed
in [15].

P = Ff (Q) = R

 − cosΨ
sinΦ

− sinΨ cosΦ

 (3)

Q = [Ψ,Φ, R,Θ, γ]T are the joint coordinates of the OmSR
system. Φ, Ψ and Θ represent the rotational DOFs around
the X-axis, Y-axis, and the axis of rotation of the forceps
respectively, while R represents the translational DOF along
the rod EF. γ represents the opening and closing DOF of the
forceps.

Given the small size of the forceps and the low speed
imposed to them during the opening and closing process, it
is assumed that their motion will not significantly affect the
velocity of the ToSF. Thus, the first and second derivatives of
Θ and γ with respect to time are considered to be zero. As
a result, the desired velocity dP

dt and desired acceleration d2P
dt2

of the ToSF are only dependent on Ψ, Φ, and R. Thus, these
quantities can be expressed as:

dPd

dt
= J · dQ

dt
,

d2Pd

dt2
=

dJ

dt
· dQ
dt

+ J · d
2Q

dt2
(4)

Where dQ/dt is the velocity of OmSR joints, and dQ/dt =
[dΨ/dt, dΦ/dt, dR/dt]T . d2Q/dt2 is the acceleration of the
OmSR joints, d2Q/dt2 = [d2Ψ/dt2, d2Φ/dt2, d2R/dt2]T . J
is the Jacobian matrix (see in Eq.6) of the OmSR, which
describes the relationship between the movement of the ToSF
in the Cartesian space and the joint space of the robot.
Consequently, the acceleration of the OmSR joints can be
determined as follows:

d2Q

dt2
= J−1

(
d2Pd

dt2
− dJ

dt
· dQ
dt

)
(5)

J =

dpx/dΨ dpx/dΦ dpx/dR
dpy/dΨ dpy/dΦ dpy/dR
dpz/dΨ dpz/dΦ dpz/dR

 (6)

The rotational DOF, Ψ, is driven by the linear push rod
motor installed between the AD linkage and the BC rod.
Hence, the change in Ψ is represented by the elongation, ∆ld,
of the linear motor. The relationship between Ψ and ∆ld can
be established by considering the length of the links of our
system and their positional relationship, as shown in Fig.1(b).

Ψ = asin
l5 sinα

l12
+ π − acos

l212 + l27 − (∆ld + l11)
2

2l7l12
(7)

Where l12 =
√
l24 + 2l4l5 cosα+ l25.

Let β = (l212 + l27 − (∆ld + l11)
2
)/(2l7l12). The dpx/dΨ and dpz/dΨ

represented by ∆ld and other elements in J can be shown as:

dpx
dΨ

= −
2R (∆ld + l11) sin

(
acosβ − asin l5 sinα

l12

)
l7l12

√
4− β2

(8)

dpy
dΨ

= 0 (9)

dpz
dΨ

= −
2R (∆ld + l11) cos

(
acosβ − asin l5 sinα

l12

)
l7l12

√
4− β2

(10)

dpx
dΦ

= 0,
dpy
dΦ

= R cosΦ,
dpz
dΦ

= R sinΨ sinΦ (11)

dpx
dR

= − cosΨ,
dpy
dR

= sinΦ,
dpz
dR

= − sinΨ cosϕ (12)

The Jacobian matrix J and the inverse of the Jacobian
matrix J−1 can be expressed using the above formulas from
Eq.8 to Eq.12. The differentiation of the Jacobian matrix with
respect to time (dJdt ) can be expressed as:

dJ

dt
=

dPd

dQ · dt
(13)

Therefore, by means of sequential derivation of these for-
mulas, the complete expression of the functional relationship
between the motion parameters of the ToSF and of the
OmSR joints can be calculated using Eq.2. Furthermore, the
implementation of compliance control for the OmSR can be
achieved.

B. Double-loop Admittance Controller

The proposed admittance control scheme is depicted in
Fig.2(a). When no forces are detected by the sensor, the
ToSF is driven by the joint position controllers purely based
on the real-time image-based position feedback. In this case
the force control loop is not activated. If a force is detected
and its magnitude is less than the maximum desired contact
force, the ToSF is controlled to the desired position while
maintaining the interaction force under the maximum desired
force threshold through a combination of force position control
and position feedback (as illustrated by the blue line in
Fig.2(a)). The admittance controller continuously calculates
and adjusts the desired velocity and acceleration and inputs
these parameters into the joint controllers of each joint. The
joint controllers of the OmSR use a PID control mode and
comprise three sub-control modules: position control, speed
control, and torque control. Position feedback for each joint is
obtained from a sensor/encoder installed on the output shaft
of each motor and the first-order and second-order derivatives
are calculated and fed back to the speed control module and
torque control module, respectively.

C. Interaction Force Measurement

The measurement of the contact force between the ToSF
and fundus tissue in the clinical application of this system
will be facilitated by a three-dimensional force sensor based
on Fiber Bragg Gratings (FBGs) as the one presented in [16].
Research from this group on the optimisation of the parameters

This article has been accepted for publication in IEEE Robotics and Automation Letters. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/LRA.2023.3313065

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED AUGUST, 20234

Fig. 2. The proposed admittance control scheme is depicted in figure (a). Ff and Fi represent the forward and inverse kinematics of the OmSR, respectively.
Pm is the position measured by microscope. When 0 < F ≤ Fd, the control loop involving the interaction force is activated, as shown by the blue line.
The internal sub-module framework of every joint position controller module is presented in figure (b). The joint drive motors are represented by M, and
the S and C represent encoders and electric current respectively. Figure (c) depicts the F/T Sensor phantom integration to measure the contact force between
the ToSF and the fundus tissue. The purple arrow represents the contact force F, which is decomposed in Fx, Fy , along Fz on the i, j, k axes, which are
parallel to Xf , Y f , and Zf axes of the F/T sensor coordinate system OfXfY fZf .

of the FBG-based force sensor for this application is still
ongoing. A dedicated publication on this research topic is
currently under preparation. Nonetheless, the focus of this
work is not on the design and performance optimisation of
the FBG sensor as its main role is to serve as an input for
the admittance control method, to enable compliant control of
OmSR; instead we focus on the control method regardless
of how the force is measured. In light of this, a state-of-
art industrial Six-axis Force/Torque (F/T) Sensor mini40 (ATI
Industrial Automation, Inc., Apex, NC, US) with high signal-
to-noise ratio and resolution is utilised to measure the contact
force indirectly by pairing it with the targeted phantom eye
used in the experiments described in the following sections.
Doing so we can overcome the challenges associated with
the lack of space to apply the F/T sensor on the EE as
well as its load limitations. Specifically, the base of the F/T
Sensor is fixed on the experimental platform and the eyeball
phantom is placed on the top sensing surface, allowing for
indirect measurement of the contact force values. The relative
positioning between the eyeball and the sensor is depicted in
Fig.2(c). It is worth noticing that the sensitivity of the FBGs
force sensor used in [17] i.e. 0.35 mN is higher than the one
of the F/T sensor used in our test rig.

The F/T Sensor is capable of measuring forces and torques
in the three Cartesian coordinates, allowing for measurement
of the contact force components - Fx, Fy, Fz along the i-axis,
j-axis, k-axis. The magnitude of the contact force F can be
calculated as:

F =
√
F 2
x + F 2

x + F 2
y (14)

Where F is the module of the force F.

D. Relative Position between Microscope and OmSR

As stated in Section.II-C, the highly integrated nature of
the EE installed on the OmSR, with a diameter of 0.5mm
for the 25 Gauge intra-ocular surgical forceps and the small
volume of the eyeball, typically less than 6 cm3, precludes the
installation of a proximity sensor on the EE to measure the
position of the ToSF and give the position feedback for the
admittance control loop in clinical surgery. To overcome this

challenge, in this work we propose a microscope image-based
measurement method to accurately estimate the position of the
ToSF in the Cartesian space. The coordinate of the ToSF in the
pixel coordinate system is obtained through target recognition
and image processing techniques. Subsequently, the Eq.15 is
used to transform the coordinate of the ToSF from the pixel
coordinate system to the Cartesian coordinate system of the
OmSR, thus facilitating the measurement of the depth of ToSF
with respect to the reference frame of the microscope. It is
important to note that the microscope images being monocular,
lack depth information. Even in advanced commercial digital
systems the user can only get a rough estimation of the depth
of surgical tools in the field of view of the microscope [18].
As usual in robotic applications, the vectorial position of point
P = [px, py, pz]

T of the ToSF in the Cartesian space is
expressed as a homogeneous vector Phc = [px, py, pz, 1]

T and
the pixel coordinates of P is rewritten as u = [u, v, 1]T . The
relationship between Phc and u can be expressed as follows:

h

uv
1

 = K exp(ξ ∧)


px
py
pz
1

 (15)

Where K is the microscope intrinsic transformation matrix,
which can be obtained from the microscope datasheet. h is
the image depth between point P and the microscope. ξ, a
six-dimensional vector, is the element of the Lie algebra se(3)
[19] which can be expressed as:

se(3) =
{
ξ = [ρ, ϕ]T ∈ R6, ϕ ∈ so(3), exp(ξ ∧)

}
(16)

ρ ∈ R3 is the three-dimensional translation vector. ϕ is the
element of the Lie algebra so(3). ∧ is the skew-symmetric ma-
trix and converts a 6-dimensional vector into a 4-dimensional
vector. exp() is called the exponential map in Lie groups and

Lie algebras. exp(ξ ∧) =

[
R t
0T 1

]
∈ R4×4, which represents

the extrinsic transformation matrix. R ∈ R3×3 and t ∈ R3

are the rotation and translation matrix of the microscope in
OmSR coordinate system, respectively.

In clinical settings we envision the OmSR to be installed
on the side of the headrest in the operating room (OR)
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Fig. 3. Figure (a) displays a schematic representation of the process used to
obtain the pixel coordinates of the ToSF via image processing. The rectangular
box, shown in blue in the target image, is generated by the CSR-DCF
algorithm, and the green line represents the connection of feature points
matched using the SIFT method. In figure (b), the e is the pixel error. The pixel
coordinate system is represented by Opuv, while the microscope coordinate
system is represented by Ocxy, with the u axis being parallel to the x axis
and the v axis being parallel to the y axis.

and positioned near the head of the patient prior to the
surgical procedure. To obtain clear intra-operative imaging
the objective lens of the microscope is adjusted before the
operation. As a result, the relative position of the microscope
and the OmSR in the OR is not fixed, making it difficult to
manually measure their relative position with high precision.
Hence, in this paper, we employ the EPnP method [20] to
estimate the extrinsic transformation matrix exp(ξ ∧) between
the microscope and OmSR at software level, thus obtaining the
rotation (R) and translation matrix (t).

We estimate exp(ξ ∧) by using the coordinates of n non-
coplanar points of ToSF in Cartesian space and the corre-
sponding pixel coordinates of n points in the pixel coordinate
system, as described in Eq.15 based on EPnP method. To
perform this task, the forward and inverse kinematics of
OmSR are calculated, enabling the controller of the OmSR
to accurately output the Cartesian coordinates of the ToSF.
At the same time, the pixel coordinates of ToSF in the field
of view of the microscope can be obtained through feature
processing methods. As shown in Fig.3(a), a set of feature
points is generated by extracting the features of the ToSF from
a reference frame, using the Scale Invariant Feature Transform
(SIFT) method proposed in [21]. The Channel and Spatial
Reliability of the Discriminative Correlation Filter (CSR-DCF)
algorithm [22] is then used to identify and track the position
of ToSF in the target image, framing it within a rectangular
box. The same SIFT method is applied to the region framed
by the rectangular box in the target image to extract all the
feature points. The pixel coordinates of the ToSF in the target
image can be obtained by performing feature point matching
and correction on the set of feature points extracted from the
rectangular box and the reference frame. Here, all the frames
in the time series considered, including the reference one,
are acquired by the clinical microscope. The reference frame
contains all the characteristic features of the ToSF, e.g. the
tips of the two flips and the centre of rotation of flips, and it
works as a reference template to extract such features in the
frame acquired at time (ti).

As depicted in Fig.3(b), an error e between the theoretical
pixel coordinate ûi and the actual pixel matched to it in the

coordinate ui will be typically present, due to the occurrence
of noise in the feature matching and in the ToSF tracking
processes. To determine the optimal exp(ξ ∧), a least squares
problem is devised to minimise the sum of errors associated
with the pixel coordinates of n non-coplanar points, as ex-
pressed by:

ξ∗ = arg min
1

2

n∑
i

∥∥∥∥ui −
1

hi
K exp(ξ∧)Pi

∥∥∥∥2
2

(17)

Where Pi, hi and ui represents the i−th point P in Cartesian
space, the depth of i− th point P and the pixel coordinate of
i− th point P respectively.

For the optimisation of the total errors ξ∗, it is necessary
to consider the relationships between multiple pairs of P and
u. This leads to the construction of a least squares problem
as a Lie algebra unconstrained optimisation problem [23].
The derivative of the matching error e with respect to the
optimisation variable ξ is then computed, and the solution is
obtained through the Levenberg-Marquardt (LM) optimisation
algorithm [24]. The computational process for the derivative
can be linearised as:

e(ξ + δξ) ≈ e(ξ) + Jc · δξ (18)

Where e is the pixel coordinate error. Jc ∈ R2×6 is Jacobian
matrix.

The derivative of Lie algebra in the above Eq.18 can be
solved by the perturbation model [25]. ξ is left multiplied by
perturbation quantity δξ. The derivative of e with respect to
the perturbation quantity δξ can be expressed as:

∂e

∂δξ
= lim

δξ→0

e(δξ ⊕ ξ)

δξ
=

∂e

∂Pc

∂Pc

∂δξ
(19)

Where ⊕ represents the left multiplication associated with
the perturbation in the Lie algebra. Pc = (exp(ξ∧)P)1:3 =
[xc, yc, Zc]T is the coordinate of the point P in the microscope
coordinate system. 1 : 3 extracts the first three dimension
values. The microscope camera model can be expressed as:

h

uv
1

 =

fx 0 cx
0 fy cy
0 0 1

xc

yc

zc

 (20)

Here fx and fy are the differentials of microscope focal length
f on the x-axis and y-axis respectively. [cx, cy] is the pixel
coordinate of the origin Oc of the microscope coordinate
system Ocxy.

Thus, ∂e
∂Pc and ∂Pc

∂δξ are specifically expressed as:

∂e

∂Pc
= −

[
fx
zc 0 − fxx

c

zc2

0
fy
zc − fyy

c

zc2

]
,
∂Pc

∂δξ
=

∂ exp(ξ∧)P

∂δξ 1:3

(21)

The Jc in Eq.17 is equal to
∂e

∂δξ
which can be expressed

as:[
fx
zc 0 − fxx

c

zc2 − fxx
cyc

zc2 fx + fxx
2

zc2 − fxy
c

zc

0
fy
zc − fyy

c

zc2 −fy − fyy
c2

zc2

fyx
cyc

zc2

fyx
c

zc

]
(22)

The Jacobian matrix Jc represents the first-order derivative
of the error e with respect to the Lie algebra of the relative
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position between the microscope and the OmSR. The relative
position between the microscope and the OmSR can be opti-
mised using the LM algorithm based on Eq.22. The position
coordinates of the ToSF calculated by Eq.3 in the Cartesian
space should also be optimised through the LM algorithm for
the reason of movement error of OmSR. The derivative of e
with respect to P can be expressed as follows:

∂e

∂P
= −

[
fx
zc 0 − fxx

c

zc2

0
fy
zc − fyy

c

zc2

]
R (23)

For the OmSR system, a commercially available 3-axis
Cartesian stage (X-LSQ150B, Zaber Technologies Inc., BC,
Canada) is utilised to position the Remote Centre of Motion
(RCM) point (O) to coincide with the insertion point on the
sclera during the preoperative stage and point (O) is fixed
during the intraoperative stage as the 5-DOFs of the OmSR
are used to perform the necessary surgical tasks. As a result,
the extrinsic matrix exp(ξ ∧) obtained preoperatively remains
applicable during the intraoperative stage.

E. Movement Error Compensation Based on Image Depth
To obtain the Cartesian coordinate of the ToSF through im-

age measurement, the following steps are taken: (1) assuming
no error in the movement of the ToSF, the distance h between
the ToSF and the microscope in Cartesian space can be directly
calculated according to relative position exp(ξ ∧) and the
known forward kinematic relation (Eq.3) in real time; (2) the
ToSF is tracked in using the CSR-DCF method to obtain the
pixel coordinates u = [u, v], and (3) the Cartesian coordinates
of the ToSF are calculated by substituting both the distance h
(depth information) and the pixel coordinates [u, v] into Eq.20.

However, the actual movement of the ToSF installed on the
OmSR is not completely free of errors, and these potential
errors result in a deviation ∆h in the estimated distance h,
leading to inaccurate measurements of the Cartesian coor-
dinates of the ToSF. Based on this, the measurement error
associated with ∆h in the microscope image results in a
motion error of the ToSF. On the imaging side, the pixel
resolution of the microscope in posterior segment ophthalmic
surgery is typically within the clinical acceptable range of
2.4µm−3.3µm. As such it can be ignored, thus the deviation
is solely to be attributed to the motion error. By comparing
the position of the ToSF estimated based on the microscope
images with the desired position Pd that is used as input into
the OmSR admittance control, it can be determined if the ToSF
has arrived at the desired position in Cartesian space. If not,
the ToSF is controlled to move in the direction of decreasing
P∆h

towards [0, 0, 0]T . The motion error of the OmSR can
be represented as follows:

P∆h
= ∆h · exp(ξ ∧)−1K−1u (24)

This is because the updated value of the change in focal
length f can be obtained from the microscope in real-time
and communicated to the OmSR to update the controller
accordingly. Thus, the proposed method can be seamlessly
applied to the entirety of the surgical procedure, even in the
cases when the focal length of the microscope is adjusted intra-
operatively.

III. EXPERIMENTAL VALIDATION & RESULTS

A. System Configuration and Setup

As shown in Fig.4, the complete robot system comprises
the OmSR robot, a commercial 3-Axis Cartesian stage, the
OmSR controller, the joint motor controllers, a microscope, a
commercial F/T sensor, a computer and a Force Dimension
Sigma.7 haptic interface (Nyon, Switzerland) used as master
device for teleoperation of the system by clinical users. In the
experiments, the eyeball phantom (VR eye PS-010, Phillips
Studio, Bristol, UK) for clinical training is used. This phantom
accurately mimics the intricate details of the tissue of the
eyeball, including pathologies of the posterior segment. The
OmSR controller and the drive motor controllers of each
joint communicate using EtherCAT and RS485 protocols,
as indicated by the green arrow, and the communication
frequency is kept at a minimum of 1kHz. The F/T sensor
connects to the F/T Sensor Netbox through the CAN Bus
communication protocol, as shown by the orange arrow. The
Ethernet switch device facilitates direct communication be-
tween the OmSR controller and F/T Sensor Netbox and the
computer through Ethernet, as indicated by the blue arrow.
During the teleoperated control stage, the haptic interface
Sigma.7 is connected to the computer via USB interface at a
frequency of approximately 3kHz, as indicated by the yellow
arrow. The highly precise (50 µm) 3-Axis Cartesian stage can
be manually controlled using a knob or automatically through
an RS232 communication protocol to ensure the RCM point
of the OmSR coincides with the insertion point on the sclera,
thus preventing damage. The control programs for the entire
robot system in the experiments described in this paper were
implemented using Python 3.9 in Windows 11 x64 operating
system.

B. Evaluation of Movement Error Compensation Based on
Image Measurement

In order to evaluate the accuracy of the position control
loop when the admittance controller is active as well as the
performance of the motion error compensation, 50 points in
the volume defined by {px ∈ [−3, 3], py ∈ [−3, 3], pz ∈
[10, 12]} inside the eyeball and in the field of view of
the microscope were randomly selected and the ToSF was
controlled to reach them. The exp(ξ ∧) was calculated and
optimised using the methods outlined in Section II-D. To
minimise matching errors, the ToSF was moved to twenty non-
coplanar points to obtain exp(ξ ∧), as depicted in Fig.3(a).
The resulting computation produced both the rotation matrix
R and translation matrix t of the microscope relative to the
OmSR.

R =

 0. 0265 .4668 −0.8436
−0. 01549 . 0884 .4406
0. 0952 . 00138 .3068

 , t =

 7.986
−6.1209
6.791


(25)

During motion, the ToSF was not in contact with the fundus
tissue, with no interaction forces occurring. The position of
ToSF was tracked and its pixel coordinates were calculated
using the CSR-DCF method. These pixel coordinates were
then substituted into Eq.15 to obtain the Cartesian coordinates
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Fig. 4. The setup of the OmSR system. 1⃝ 2⃝ 3⃝ 4⃝ 5⃝ are the controllers of
each joint motor.

of the ToSF. The motion error of ToSF was computed by
comparing the measured position coordinates with the desired
position coordinates. To provide a comparison and assess
the performance of the proposed admittance controller, the
ToSF was moved through 50 points using both the open-
loop and the admittance controller. The distribution of these
points in Cartesian space is shown in Fig.5(a) and Fig.5(b),
respectively. The green dots represent the desired positions of
ToSF, and the red ∗ points represent the positions measured
by the microscope. As seen in Fig.5(b), the red ∗ points are
closer to the green dots in Cartesian space, indicating that the
motion error of ToSF is significantly smaller with the proposed
admittance controller.

To facilitate the analysis of the motion error of ToSF along
the three axes (X , Y , Z) of the OmSR coordinate system,
the desired coordinate values of the 50 random points were
ordered from large to small. The trend curve of the desired
coordinates on each axis and the distribution of the motion
error bars of the ToSF were then plotted as shown in Fig.5(d),
(e), and (f). The average motion error of the ToSF along the
X-axis, Y -axis, and Z-axis using the open-loop controller was
22µm, 2µm, and 14µm , respectively. After compensating for
the movement error using the admittance controller based on
image feedback, the average error of ToSF along the X-axis,
Y -axis, and Z-axis was reduced to 8µm, 1.1µm, and 8µm,
respectively. This represents an increase in motion accuracy
of 64%, 4.21%, and 43% respectively, thus ensuring that the
clinical requirements of posterior surgical procedures in terms
of position accuracy of the ToSF are met.

C. Evaluation of Compliance Control Method

To evaluate the efficacy of the proposed compliance control
in membrane peeling and in general needle insertion applica-
tion, e.g. retinal blood vessel cannulation, the test rig shown
in Fig.4 was used. The output signal of the F/T sensor was
filtered using a 73Hz low-pass filter to reduce the impact
of high-frequency noise on the force measurement. The F/T
sensor was tared by computing the average of the first 100
measurement data read. In the set of experiments presented the
ToSF was controlled by a specialist clinician with no specific

Fig. 5. Figures (a) and (b) shows the results of the application of open-loop
control and admittance control, respectively. The motion errors of the ToSF
in the X,Y, Z directions under the admittance control (”With AC”) and the
open-loop control (”Without AC”) are depicted in figures (d-f) using error bars
and polylines. The trajectory of the ToSF in Sec.III-C is presented in figure
(c), where the yellow-green curve represents the proximity of the contact force
between ToSF and the fundus tissue to the defined threshold, with a lighter
colour indicating closer proximity.

training on the OmSR system. The system was teleoperated
using the haptic interface Sigma.7 with the goal of peeling
off the membrane and inserting the needle into fundus tissue.
The trajectory of the ToSF in Cartesian space was obtained
in Fig.5(c). In the compliance control framework, the desired
force and threshold force was set to 40 mN and 60 mN
according to the tool-tissue force thresholds proposed in [4]
for posterior segment surgical procedures. The experimental
results of the application of the compliance control to the
OmSR are displayed in Fig.6. The mean, mode, median and
STD of forces are 25.9mN , 11.58mN , 14.2mN and 24.6mN
respectively. Here, the contact forces are collected in the
ILM peeling procedure. A comparison between the desired
trajectory input from Sigma.7 and the real trajectory followed
by the OmSR reveals good consistency both in terms of
time and position of the ToSF in the Cartesian space. In the
procedure the ToSF makes contact with the tissue without
exceeding the threshold; the maximum dynamic adjustment
distance of the ToSF is controlled by the admittance controller,
and it can reach 35.2µm ±motion error. This ensures that
the tissue is well protected from potential damage caused by
the stiffness of OmSR.

These results demonstrate that the proposed compliance
controller can effectively adjust the position of the ToSF
towards the desired position in real-time ensuring the threshold
for the interaction force is not exceeded, thereby safeguarding
the tissue from potential harm. If the contact force exceeds
the preset threshold, the Sigma.7 haptic controller provides
a reaction force of approximately 1.5N to the hands of the
surgeon to alert them of the threshold being reached. The
movement of the hand of the surgeon is thereby prevented
from continuing in a direction that would increase the force.
Additionally, the control system disconnects the command
signal from Sigma.7 to OmSR, ensuring that the OmSR
continues to move in a direction that reduces the increasing
force. This double-layered approach ensures patient safety
during the procedure.
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Fig. 6. Figures (a), (b) and (c) show the projections of the trajectory of
ToSF along the X-axis, Y -axis and Z-axis of the OmSR coordinate system,
respectively. The label Points on the horizontal axis represents the number of
collected data on the position of ToSF, and thus the duration of the movement.
Figures (a.1) and (a.2) provide a magnified view of the curve inside the number
(1) and (2) green ellipses in figure (a). The same naming conventions are
used for figures (b.1), (b.2), (c.1), and (c.2). Figure (d) depicts the changes in
contact force. In figure (e) ILM peeling and needle insertion procedures are
presented.

IV. CONCLUSION

In this study, we proposed a vision-and-force-based com-
pliance control method for a posterior segment ophthalmic
surgical robot. This method allows for precise motion control
of the ToSF by incorporating contact force measurements
between the ToSF and the fundus tissue, thereby ensuring
accuracy while avoiding damage to the targeted tissue. Motion
accuracy is improved through visual feedback from a micro-
scope to measure the position of the ToSF in Cartesian space
and feedback of the motion error to the position control loop
of the admittance controller. The challenges associated with
the inaccuracies occurring in the evaluation of the relative
position between the microscope and the OmSR are solved at
software level through the EPnP, feature matching and error
optimisation methods. The experimental results showed that
the proposed compliance control method limits the maximum
motion error of the EE of the system to 8µm, representing a
substantial improvement of up to 64% compared to the open-
loop control proposed in our previous work. The compliance
control can effectively adjust the position of the ToSF while
having good consistency both in terms of time and space when
contact force exists between forceps and tissue.
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