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Abstract

Cloud computing, adopted by major providers like Amazon and Google, offers
on-demand, pay-as-you-go services and resources through shared pools. Users
submit workloads comprising multiple jobs, each containing tasks, including
a specific genetic algorithm (GA) workload detailed in this thesis. This GA
workload contains independent tasks from real-time multiprocessor allocation
and Sudoku puzzle case studies, each with fixed deadlines and fitness require-
ments. Effective resource management is critical to enhance the Quality of
Service (QoS) for cloud users. It involves resource allocation and adhering to
QoS standards, guided by workload specifics. Container orchestration emerges
as an essential deployment and management approach.

This thesis focuses on managing multiple instances of genetic algorithms (GAs)
in a cloud environment to achieve user-defined fitness levels within specified
deadlines. It presents various approaches to allocate GAs to cloud nodes and
control their execution iteratively. Initially, it introduces approaches such as
fitness tracking (FT), fitness prediction (FP), fitness-prediction-based linear
regression (FPLR), and fitness prediction based on weighted least square (FP-
WLS) for managing the workload. To enhance resource efficiency, the thesis
also addresses node interference, allowing multiple tasks to share resources while
minimizing their impact on each other. It proposes a weighted-based node inter-
ference approach, considering fitness levels and response times during iterations
to optimize task allocation.

The performance of these approaches was experimentally evaluated by testing
two GA applications and comparing them against state-of-the-art container-
based orchestration approaches. Thus, different approaches were compared con-
sidering the number of successful tasks which can be defined by the number of
tasks executed on time and achieved the fitness required. Comparison was also
made between different approaches by taking iteration analysis into consider-
ation. In situations where performance prediction was used, prediction errors
like Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) were
used to evaluate and compare the performance of the prediction approaches.
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Chapter 1

Introduction

Cloud computing is defined as an internet-based service that provides on-demand
and pay-as-you-go resources [7]. These resources are based on different models,
such as infrastructure as a Service (IaaS), Platform as a Service (PaaS) and
Software as a Service (SaaS). These models can provide resources, including
applications, platforms, and physical machines. Once the resources are avail-
able, a user can request to use them from a cloud provider [8]. The release
of the resources is based on a service level agreement (SLA), which is a con-
tract between the user, the provider, and quality of service (QoS), which is a
performance measurement that needs to be met to fulfil the SLA requirements
[9].

Application domains, such as healthcare and engineering, often need a computa-
tional workload to be executed within specified QoS requirements [10][11]. The
outcome of the application typically bears financial value for the organisation
or is a prerequisite of another activity that does. Such applications are typically
executed on high-performance computing infrastructures or are costly resources
concerning computer infrastructure, staff, and energy consumption. Therefore,
effective resource management is necessary to make decisions about allocating
computational resources that meet user-driven QoS requirements [12].

One specific type of load that often appears in engineering applications is op-
timisation. In many cases, optimisation software uses meta-heuristics such as
genetic algorithms (GA) [13]. GAs are known for optimising solutions in various
domains, such as smart factories [14] and embedded multiprocessors [15]. Ex-
ample parameters that can be input into a GA are, the number of generations,
the initial population, and the set of application-specific parameters used by its
fitness evaluation function. We often need to achieve the desired fitness solution
for a specific problem, with this fitness fulfilled by a given QoS requirement [5].

1
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The resources are made available from the cloud provider where they are placed
in a shared pool of resources, thus allowing users to select the most suitable
resources to fulfil their requirements. As the demand for particular resources
changes, a resource manager handles the change to fulfil the user’s demand [16].
Resource management is therefore defined as the procedure for allocating re-
sources, such as a physical machine, storage, and networking. Resource manage-
ment is achieved by providing the user with ways to meet the QoS requirements.
Resource management involves several important steps such as, monitoring the
infrastructure resources, performance prediction, and value estimation of the
resource [17].

Resource management plays an essential role in allocating resources in cloud
computing. Therefore, a considerable amount of research looks at different
areas within resource management and presents different ways of allocating
resources [18]. One way of addressing resource management in different areas is
the technology stack, which is a resource management example procedure that
already exists in cloud computing (shown in Figure 1.1). The technology stack
shown in the figure consists of several layers which includes a cloud or grid
as the infrastructure layer, cloud monitoring, performance prediction, energy
estimation, value estimation, and the resource allocation approach as the other
layers. The information from the lower level is needed to allocate resources and
meet user demands.

The benefit of having a technology stack is in the allocation of the right resources
for executing the application. For example, if there is a slot of time available in
the resources, the resource manager can use the slot to execute a task that can
fit in the available space. Using the technology stack also assists in estimating
when the task is most likely to finish and determining the required CPU and
memory to execute the task. The technology stack can also help to control
whether the task can have a financial value or not while the task is being
executed. As the providers receive a request from the user, the financial value
they get from executing the tasks starts at a maximum value. However, as the
task reaches the deadline, its value decreases which results in a lower financial
value in executing the task and or sometimes ends up paying more than needed.
To help understand the motivation of the research presented in this thesis, it is
needed to explain each layer of the technology stack. In the literature review
chapter, each of these layers will be explained in more detail.

2
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Cloud/Grid

Cloud monitoring

Performance 
prediction

Energy 
estimation

Value estimation

Resource allocation

Figure 1.1: Technology stack

- Cloud monitoring:

While resources are provided by the cloud provider and change over time, the
technology stack’s monitoring layer helps with decision-making during resource
management. As the cloud platform is large and complex, monitoring differ-
ent layers of cloud computing is challenging due to the large amount of data
collected and analysed, which can cause overhead in the system. Thus, in or-
der to reduce the overhead caused by monitoring the resources, it is useful to
determine the right monitoring metrics such as CPU and memory [19].

Studies considered monitoring resource use in their research to track the be-
haviour of the resources. Studies, such as [2], have tackled one of the issues
within the monitoring area. Du and Li [2] used information collected from re-
sources to detect any abnormal behaviour that could cause changes in resource
usage and result in poor QoS. They considered CPU use as a metric. How-
ever, they also added additional metrics to help detect abnormal behaviour in
the resources such as reading and writing operations per second and networkIn
and networkOut in bytes (i.e., measure of amount of data moving across the
network).

As the monitoring layer of the technology stack is responsible for collecting
data from the infrastructure, the next layers which are performance prediction
and energy estimation layers, use the information collected from the monitoring
component. These layers help to determine whether the allocated resource is
able to meet the user expectations based on the predicted value and the energy
consumption [20].

3
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- Performance prediction:

As mentioned earlier, the cloud user and the cloud provider are the two main
actors in cloud computing. They both can benefit from performance prediction.
Performance prediction is able to provide optimised solutions on cloud usage to
maintain the QoS requirement. On the other hand, the cloud provider can also
benefit from performance prediction layer as it prevents the resource manager
from using extra resources or allocates fewer resources to the user.

Several related studies addressed performance prediction issues, including [6]
and [3]. Both tried to predict application execution times but for different
targets. Kim et al. [6] aimed to improve the response time and cost of resources.
The input parameters of their model were job deadline and application workflow.
Their approach was to use the past executed tasks to predict the execution time
of new tasks using k-nearest neighbours (kNN) with similar samples. Mariani
et al. [3] aimed to help the user to select the best cloud configuration for their
application using the random forests (RFs) machine-learning approach. The RF
approach is a collection of several regression trees where each tree is generated
to fit the behaviour of the target performance metric using a randomly selected
training data subset.

- Energy estimation:

Cloud computing involve large data centres requiring a high amount of energy
to operate them. This problem increases the potential of carbon emission. Esti-
mating energy consumption can help resource management to allocate resources
by determining the right amount of resources without over-provisioning (pro-
viding more resources than needed) [21]. Both [22] and [23] estimated the
energy value, and used an approach to reduce the energy use by merging VMs
into one or using Dynamic Voltage and Frequency Scaling (DVFS) to reduce
the amount of energy that a VM uses.

- Value estimation:

Value estimation from the technology stack will benefit from performance pre-
diction and energy estimation since it can decide if the current task has value.
Therefore, it can determine whether the process should continue to allocate re-
sources to the task, as described in [23]. The value of a task tends to decrease
towards zero as time increases. The more time it takes to allocate a task, the
less is the value of the task to the user. Additionally, if the value is zero, the
task should be rejected since there is no benefit from executing it.

4
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- Resource allocation:

Once resource allocation has enough information from the lower level, it can
allocate the new task to a suitable resource, considering the QoS and SLA.
It is the cloud provider’s responsibility to ensure that the right resources are
allocated to the submitted task from the user.

Many researchers have considered QoS-based approaches in their work to deter-
mine whether a new task is schedulable which means that worst case response
time of the task must be less than its deadline. Singh et al. highlighted several
dynamic resource allocations [5]. One dynamic resource allocation is the guar-
anteed admission control approach, which considers two factors when allowing
a task to be scheduled: task execution time and task deadline. Additionally,
this approach ensures that all applications admitted into a system will meet
their respective deadlines without interrupting other running applications. The
worst-case execution time (WCET) of the application and its tasks must be less
than the deadline for it to be schedulable using admission control. If so, then
the application can be admitted for execution. Otherwise, the application is
not schedulable, and the allocation will not proceed [5].

1.1 Motivation

The previous section introduces and explains the technology stack as an exam-
ple of a resource management process in cloud computing. There remain areas
of the technology stack that need further investigation. As data centres provide
a large number of resources, managing these resources can be challenging. Thus,
the benefit of using monitoring, is the ability to track and analyse the infras-
tructure to provide a good understanding of the resource status. Monitoring
can also help detect abnormal behaviour, which may cause some resources to
become unavailable [24]. Further, from the performance prediction perspective,
different resource types and the complexity of the application pose a challenge
to meet user expectations [25]. Additionally, the resource manager can provide
a more accurate result during resource allocation by predicting the performance
measurement. More so in the case of a change in resource demand. In that case,
performance prediction can detect it and scale resources to the right amount
to prevent any SLA violations, leading to a decrease in profits as providers lose
their users [26].

As previously mentioned, resource management is responsible for executing the

5
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application sent from the cloud user. In a situation where a container orches-
trator (Docker Swarm or Kubernetes) has been used to deploy and manage
the execution of the application, the resource scheduling process is part of the
orchestrator. It decides where to allocate the task. Thus, container-based or-
chestration systems allow applications to be executed in shared resources with
fast and flexible deployment. One platform that can be used to deploy work-
loads is Docker. This platform is an abstraction to help organise the workload,
hide the details, and deploy the application in an isolated environment [27].
Docker Swarm and Kubernetes are considered state-of-the-art container-based
orchestration systems [28].

Providing resources for an incoming application is essential in obtaining the
desired results based on QoS metrics. Therefore, providers use virtual ma-
chines (VMs) to execute user applications. Similar to VMs, container-based
orchestration systems can be used for workload deployment. One feature of
container-based systems is that the container uses the operating system’s ker-
nel and runs as an isolated process instead of using a hypervisor. This also is
the case in VMs. Another feature is that the application is packed in an image
for the user to execute. They can have as many versions of that application as
needed. Further, container-based systems do not require fixed resources, such
as CPU and memory. Instead, the container can adjust the resources as needed
[29].

As we consider a container-based orchestration system for managing the GA
load in this thesis, the typical way that a baseline such as Docker Swarm or
Kubernetes manages the load, is by using a spread strategy to allocate the task
to an existing node. An application can be deployed on a shared cluster of
virtual or physical machines connected to the swarm master node using Docker
Swarm. The swarm master node acts as the manager of the cluster, allocating
an incoming job, while also executing jobs [30].

Docker Swarm uses several strategies to allocate incoming jobs to nodes, one
of which is the spread strategy. The spread strategy selects the node with the
minimum number of containers deployed on it [30]. Figure 1.2 illustrates a
Docker Swarm cluster with four nodes. The first node has been set as a Swarm
master, responsible for receiving and allocating the incoming task based on the
current scheduling strategy.

6
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Client

Docker Swarm
Master (node-1)

Node-2 Node-3 Node-n

task request

Orchestrator

Figure 1.2: Docker Swarm architecture.

Kubernetes has a similar structure to Docker Swarm with respect to the master
node and worker nodes, except that the master node does not execute any of
the tasks. Additionally, the configuration of the cluster is more complex than
the Docker Swarm. Further, an incoming task is placed in a pod, where one or
more containers can be created to execute that task [31]. There are no other
approaches to deal specifically with the GA load since most methods use the
basic strategy.

1.2 Use-cases for managing GA workload

The work presented in this thesis considers the specific nature of the workload
posed by GAs when used as optimisation engines. GAs are population-based
metaheuristics that emulate the natural selection process to gradually improve
the fitness of potential solutions to a specific problem [32].

GAs can be configured to guarantee that the maximum fitness within a popula-
tion in a given generation will never be worse than the maximum fitness in the
previous generations (e.g., passing the best individuals to the next generation
unaltered). Such a GA configuration is called elitism. This thesis assumes we
are always dealing with elitist GAs.

We identified two specific optimisation problems as case studies to provide com-
pelling experimental work and validate our approach. One considered the prob-
lem of allocating real-time tasks to a multiprocessor system. In an application
with a given number of real-time tasks and a multiprocessor system with a
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given number of cores, the GA will try to optimise allocating tasks to cores to
meet their real-time requirements (using the fitness function developed in [15]).
Therefore, the fitness metric is the number of real-time tasks that the GA has
successfully allocated.

The other case study considered the problem of solving a Sudoku puzzle. In
addition to the number of generations and the population size as input param-
eters, the GA will receive a level of puzzle difficulty. Based on the level of
difficulty, the GA will then generate this puzzle that it will try to solve. After
executing the GA, the output of the GA contains the best-achieved fitness and
the best chromosome (appearing as a sequence of symbols).

1.3 Research Problems

This section’s purpose is to provide an overview of the primary scientific research
problems addressed in this thesis. It will also highlight some research works
related to these problems. As this section provides a general overview, Chapter
3 will provide a comprehensive literature survey of the existing work.

As previously mentioned, Docker Swarm can be used by a cloud provider to
execute the incoming workload from the user. In a high-level illustration of the
research problem investigated, a workload which consists of multiple indepen-
dent tasks that need to be executed is an important step to improve the resource
manager. In this work, a specific workload is considered with real-time tasks
described in the previous section. This research mainly evaluates how resource
management handles the GA workload consisting of specific QoS constraints,
such as a hard deadline and required fitness. In this case, resource management
must execute the GA task and meet the user-defined deadline and user-defined
fitness level.

1.3.1 The problem of managing the GA workload in container-

based technologies

There exists a clear gap between container-based orchestration systems and
GA. Many works have considered container-based orchestration systems, such
as Docker Swarm and Kubernetes, for performance improvement (e.g., [33]).
Although they can provide some improvements, they have limitations, like han-
dling tasks with a specific QoS, such as a deadline. On the other hand, GAs are
known for optimising solutions in various domains, such as smart factories [14]
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and embedded multiprocessors [15]. Example parameters that can be input
into a GA are the number of generations, the initial population, and the set
of application-specific parameters. We often must achieve the desired fitness
solution for a specific problem and have this fitness fulfilled by a given deadline.
Thus, container-based orchestration systems are unable to handle tasks with a
deadline and desired fitness.

1.3.2 The problem of node interference in container-based

technologies

The workload consists of numerous of independent tasks. Sharing the resources
between multiple tasks are challenging as they can have a negative effect on
meeting the required QoS. As mentioned previously, a container-based orches-
tration system can be used to deploy and execute the incoming task from the
user. However, executing multiple tasks in one node can be challenging. When
two or more tasks have been executed in the same node, one task can utilise
more resources than others, affecting other tasks from achieving the desired
QoS. Docker Swarm is considered a container-based orchestration system. It
uses several strategies to allocate incoming tasks to the nodes, one of which is
the spread strategy. The spread strategy selects the node with the minimum
number of containers deployed on it [28]. Figure 1.2 illustrates a Docker Swarm
cluster with four nodes. The first node has been set as a Swarm master, re-
sponsible for receiving and allocating the incoming task based on the current
scheduling strategy. In this scenario, executing two or more GA tasks at the
same time can affect achieving the desired fitness on time.

1.4 Research hypothesis

The previous section introduced the challenges and limitations of existing work
related to container-based orchestration systems. Therefore, the main objec-
tive of this research is to explore and design resource management techniques
for handling a GA workload at specific QoS constraints. Along these lines,
the below thesis hypotheses determine the central focus of this research. We
formulated our hypotheses based on Section 1.3 as:

• QoS-based resource management can handle GA tasks to meet the ap-
plication’s hard real-time timing and user-defined fitness requirements.
This resource management considers executing only one task at a time
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per cloud node and ensures tasks achieve the user-defined fitness level on
time.

• Using a situation that is representative of a real scenario, the node inter-
ference used in the resource management can lessen the effect when we
execute multiple tasks per cloud node. The node interference considers
the tasks’ information like response time and fitness achieved to deter-
mine which cloud node can execute the incoming task from the user with
negative impact on other tasks in the same cloud node.

1.5 Thesis contributions

This thesis contributions section outlines the novel contributions made in this
thesis addressing the research problems identified in Section 1.3 based on the
hypothesis set in Section 1.4:

• Management of container-based GA workload: The proposed re-
source management uses one GA feature: the number of generations to
control the execution of the tasks. As mentioned in Section 1.2, additional
features are, such as getting a result similar or better than the previous
one. Thus, resource management can execute tasks iteratively to meet the
user-defined fitness level by the deadline. This way, resource management
can increase the number of successful tasks that meet the user-defined
fitness level by the deadline.

• Handling node interference in managing GA workloads: This
thesis presents a weight-based node interference approach to overcome
the limitation of resource management. This approach allows multiple
tasks to be executed in the same node with less effect on the running
tasks. The approach considers the tasks’ information during its execution
to determine which node is suitable to execute the incoming task.

1.6 Thesis outline

The remaining chapters of this thesis are organised in the following structure.
Chapter 2 provides an overview of the main areas that this thesis addresses. It
will introduce each area before providing more details. An overview of cloud
computing is provided in Section 2.1, including its characteristics, service mod-
els, and deployment models. Further, Section 2.2 will provide an overview of
resource management in cloud computing. Some of the key points in resource
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management are highlighted, and the section introduces resource allocation,
scheduling, monitoring, and elasticity. Since this thesis considered container-
based technologies to deploy and execute the workload, an overview of the area
is provided in Section 2.3. Section 2.4 regards optimisation methods, more
specifically GA which is considered to be a meta-heuristics algorithm. The last
section of this chapter summarises the important points.

Chapter 3 provides a literature review of various areas within resource man-
agement. Section 3.1 shows a system model of key concepts, such as workload,
static and dynamic allocation. The workload is discussed in Section 3.2 to un-
derstand some characteristics and different ways of modelling the concepts, such
as DAGs. It also shows the importance of generating a workload that follows
the same pattern as industrial examples to get a sufficient result without af-
fecting any sensitive information. Section 3.3 discusses workload deployment,
which describes the platform that can execute the tasks such as Docker Swarm
and Kubernetes. Section 3.4 explains the demands of workload profiling since
the resource manager can use it in allocation. It also looks at a number of stud-
ies that used profiling with different parameters. Section 3.5 explains the use
of cloud monitoring and other concepts in monitoring the resources provided
and passing information about the performance to check the measurements and
predict future behaviours, as further explained in Section 3.6. Further, addi-
tional sub-sections highlight the demands on prediction and ways to evaluate
performance prediction. Section 3.7 highlights different approaches to resource
allocation and scheduling that can be used in the process. The last section is the
summary, which explains the key points of chapter 3 and introduces Chapter 4.

Chapter 4, defines the experimental platforms, metrics, and methods. It ex-
plains an overview of the encapsulation of the GA approach that are used in
this thesis. Section 4.2 discussed the application model that the system needs to
handle and explains the GA case studies and their application specific param-
eters. In Section 4.3 the proposed orchestrator that is used in the experiments
is explained. Section 4.4 relates to the metrics and how these metrics are used
during the evaluation. This is followed by Section 4.5 which describe the ex-
perimental method of the work presented in this thesis. The last section is the
summary, which explains the key points of chapter 4.

Chapter 5, provides different approaches for managing the container-based GA
workload over cloud infrastructure. The chapter starts with an introduction
to the work followed by section 5.1 which compares different allocation tech-
niques, including FT, FP, FPLR. Section 5.2, provides details of evaluation of
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the approaches which include experimental setup and results. Finally, section
5.3 provides a summary of the key points that are discussed in the chapter.

At the beginning of chapter 6, the key concepts used in the chapter including
node interference are introduced. Section 6.1 will explain the weight-based
node interference approach, how different features used in the approach are
calculated, and how these features are normalized. These features represent the
slack time which is calculated as the difference between the response time and
the deadline. The other feature is the difference in the fitness of the task. Section
6.2 presents the evaluation of the approach which includes the experimental
setup and discusses the experimental results. The last section is summary
which provides a summary of the key points that are discussed in the chapter.

The last chapter (chapter 7) presents the conclusions of the research presented
in this thesis and the identified future works. This chapter will review the
main contribution of the thesis as well as the findings in order to determine
how well the research problems have been addressed and whether or not the
hypotheses presented in this research were valid. This chapter also includes
some recommendations for future research.

1.7 Summary

To summarize, this chapter introduces the process of resource management in
cloud computing and the benefit of having a resource management that can
efficiently allocate the available resources to a workload that is submitted from
the user. In this thesis a GA workload is considered which consists of numerous
of independent tasks. Thus, one of the benefits of using resource management is
using resources in a reasonable way without over or under provision. A further
benefit is the availability which provides an additional resource to an incoming
workload by scaling the infrastructure and adding more resources.

This chapter also introduced a technology stack which is an example procedure
of the resource management that already exists in cloud computing. The ad-
vantages of the technology stack is in assisting the resource management for
determining when the task is most likely to finish and will allow other tasks to
use the resources. The aim of explaining the technology stack in this chapter
is to understand the motivation of the research and each of the layer will be
explained in more details in the next chapter.
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As the resource management in cloud computing is important, this thesis pro-
vides several approaches to manage the multiple instances of the GAs running as
containers over cloud environment which are: fitness tracking, fitness prediction
and fitness-prediction-based linear regression. These approaches only assume
one task will be executed at a time per cloud node. Thus, allowing tasks to
share resources is frequently beneficial for resource efficiency. For this reason, a
node interference is considered to share the same resource and prevents having
a negative impact on the running tasks.
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Background

Resource management is needed to allocate and free the resources, keep track,
and manage the resources and services, for different providers and users. Thus,
this chapter offers an overview of resource management in cloud computing,
including resource allocation, scheduling, monitoring, and elasticity.

Since a cloud environment is used in this research, this chapter also provides an
overview of cloud computing, which covers its characteristics, service models,
and deployment models. A key characteristic of cloud computing is looking at
on-demand self-service as both user and provider are able share and request
resources or services without interacting with each other. Further, cloud com-
puting uses different service models, such as SaaS, PaaS, and IaaS, to interact
and choose a service. These different service models can be deployed either in
public, private, or hybrid clouds.

In order to provide suitable resources for the incoming task, cloud providers use
VM to handle the execution of the task. However, one of the drawbacks of using
VMs is the overhead that can be caused since each VM needs an additional op-
erating system. Thus, providers have taken advantage of container-based tech-
nologies to execute the tasks because this technology provides fast and flexible
execution. Therefore, the following section is about container-based technolo-
gies. This includes the difference between virtual machines and containers and
key points of Docker containers. The last section of this chapter will overview
optimisation methods, including GA, since it is a meta-heuristics algorithm.

2.1 Cloud computing

Cloud computing is an advancement of Information Technology (IT) and a
dominant business model for distributing IT resources. As mentioned before,
users and providers can get on-demand access to a shared pool and scalable IT
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resources managed by the cloud provider. Over the years, different domains
have utilised cloud computing within their fields to overcome challenges such
as healthcare and engineering. One of the challenges is that of security and
data privacy, which can be expressed as an unauthorised user accessing the
network. A challenge related to the engineering domain is allocation of reliable
and flexible resources with fewer costs [34, 35, 36]. Additionally, public health
seeks solutions for managing and analysing their data due to the demand for
more resources during the COVID-19 (coronavirus) pandemic. Thus, cloud
computing is known for providing an IT solution for numerous domains [37, 38].

In the cloud computing section, we provide an overview of the characteristics of
cloud computing with different service and deployment models, as illustrated in
Figure 2.1. The first column from the right shows the main structure of cloud
computing, which include its seven characteristics, four deployment models and
three service models. Detailed information is provided in the following sections.

Cloud computing

Infrastructure 
as a 

service(IaaS)

Community 
cloud

Multi-
tenancy

Resource 
pooling

Platform as a 
service(PaaS)

Hybrid cloud

Fast 
Elasticity

Network 
access

software as a 
service(SaaS)

Private 
cloud

Measured 
Services

Public cloud

On-
demand 

self-service
Scalability

Service models

Deployment Models

Characteristics

Figure 2.1: Characteristics of cloud computing and its models.

Having a cloud environment in this thesis has many advantages, and one of them
is low cost. In our work, we rely on several resources to handle the proposed ap-
proaches and the execution of the workloads. Providing such physical resources
is expensive and not reliable for many reasons. In case hardware resources are
used, these resources might run into some issues which lead to permanent loss
of resources. Another advantage of using cloud computing is scalability which
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can resolve the previous issue of using local hardware resources. The same sit-
uation can happen to cloud-based resources. However, in cloud computing, the
damaged resources can be removed and replaced with new ones to meet the
required QoS. Furthermore, security concerns can play a key role in cloud com-
puting as well as local resources. Thus, cloud providers often provide security
from outside traffic and prevent any attack on the resources that can reduce
the performance of the resources. From the above observations, having cloud
environment in this research plays an essential role in achieving a reliable and
secure environment.

2.1.1 Cloud computing characteristics

Cloud computing has been used by many users and organisations. Therefore,
cloud computing systems provide many attractive characteristics that make
future IT applications and services positive [39, 40].

• On-demand self-service: Once providers place their resources and ser-
vice as available, users can choose and select the resources or service they
need without interacting with a human.

• Network access: This characteristic makes cloud computing unique
since it allows users to access cloud resources over the internet at all
times and from any device (e.g., smartphones, laptops).

• Resource pooling: The resources and the services from the providers
are places in shared pools to assist multiple users. Based on the user
demand, the resources can be dynamically assigned.

• Fast elasticity: Resources and services can be provided to users quickly
and flexibly.

• Measured services: Resources and services that users currently use are
monitored, controlled, and optimised by cloud providers. Cloud comput-
ing is a pay-as-you-go model. Therefore, this characteristic ensures the
user will pay only for the services used.

• Scalability: Providers can add new nodes or remove nodes with minor
changes to the infrastructure or the software based on the demand of
resources by the providers.

• Multi-tenancy: Cloud providers provide service to users. Therefore,
multiple users can access the same service simultaneously. Even though
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users access the same service; each user is isolated within their customised
virtual application instance.

2.1.2 Cloud computing service models

There are several models based on which cloud computing provides its services.
Some examples of common cloud computing service models are SaaS, PaaS, and
IaaS [41].

The SaaS model allows cloud users to use applications from any cloud provider.
The applications are available through a web interface without the need for
installing these applications locally. At this stage, the users have no control
and cannot manage the cloud’s infrastructure or platform. While there are
applications available through a web interface, applications such as Gmail and
Google Docs can be available on different devices and smartphones. There are
several benefits of using SaaS. One of them is that applications are accessible
from any device that has access to the internet. Further, users do not need to
worry about the infrastructure requirement or using any of the services [39].

The PaaS offers an opportunity for developers to use one of the runtime envi-
ronments or one of the providers’ tools to assist in their development. There
are many developers engaged in building a cloud application. Therefore, the
developer community is considered strong and able to support the new devel-
opers in their application development. Further, the developers do not have to
handle the updates and the upgrades related to the infrastructure as it is taken
care by the cloud provider [39].

In the IaaS model, cloud providers provide resources like CPU, memory, and
operating system to users. IaaS uses virtualisation technology to make it easier
to provision and release the resource from the users. The benefit of using IaaS
is that users pay for the demand resources only. Also, the user can easily scale
the resources up and down based on their requirements [39].

2.1.3 Cloud computing deployment models

Cloud computing must have several models to deploy its resources and services
for the cloud users to use them. Each of the deployment models have some
restrictions (e.g., public v. private). These models are public cloud, private
cloud, hybrid cloud, and community cloud. The first deployment model, the
public cloud, is available for general use. Therefore, any user can use any of
the resources and services provided by the public cloud. The next deployment
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model is the private cloud. Private cloud is made accessible for only a single
organisation. Therefore anyone within the organisation can access the cloud
and use any of its resources. The community model considers multiple organi-
sations that share the same concern to share the cloud infrastructure. The last
deployment model, the hybrid model, comprises two or more cloud models [41].

2.2 Resource management in cloud computing

A cloud computing infrastructure is a large distributed system with many pro-
cessing resources. These resources deal with inconsistent user requests and the
consequences of other external factors that are beyond the control of the user
and system administrator. The performance, functionality, and computational
cost of system evaluation are all influenced by cloud resource management.
Also, resource management requires complicated decisions and rules for multi-
objective optimization. Several factors make the process of resource manage-
ment difficult to attain exact information state, such as the complexity of the
system, constant and unpredictable interactions [16].

Resource management methods linked to the delivery models of cloud comput-
ing differ from one to another. The cloud providers deal with unpredictable
and huge workloads in all cases, forcing the concept of cloud elasticity into
challenge. Thus, the workload fluctuation in cloud computing is still an issue
that researchers are attempting to solve. Therefore, when the cloud providers
can forecast an increase in workload, they can reserve resources ahead of time
such as in seasonal web applications that might cause fluctuations [42].

The fluctuation of the cloud workload can cause either over-provisioning or
under-provisioning of resources. The under-provisioning of resources happens
when providing fewer resources for the user than needed. It is the other way
around in the over-provisioning case. One of the solutions for such a problem
is auto-scaling. Auto-scaling is a mechanism for dynamically adjusting the
resources given to elastic applications based on workloads that are received.
The goal of the approach is to adjust the resource and assists in making a
decision by either allocating, reallocating or releasing the resources to meet the
fluctuated workload [43].

As the resources provided by the cloud provider are trying to cope with the
fluctuated workload, the resource management can face another challenge when
considering efficiency, namely energy efficient, cost minimization, performance
optimization, etc. Thus, when the resources are running either at 10% of the
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CPU utilization, which considered to be idle, or when they reach around 90%
which consider to be closer to the saturation point. In all cases, the power
consumption is affected by the use of the power. Therefore, one of the solutions
for such an issue is using Dynamic Voltage and Frequency Scaling (DVFS) for
efficient use of the resources and can assist in reducing the energy consumption.
This technique used to control the frequency and the voltage of the resources
to achieve reduce the power consumption while maintaining the QoS require-
ment [44].

The following subsections of resource management will discuss the key stages of
resource management: resource allocation and scheduling, resource monitoring
and elasticity.

2.2.1 Resource allocation and scheduling

Resource allocation and scheduling occur when workload consisting of one or
more jobs where each job consists of one or more tasks arrive at resource allo-
cation and the scheduling is to be processed. Thus, Manvi and Shyam in [18]
have clarified the overlapping concepts between resource allocation and resource
scheduling. Resource allocation is defined as assigning incoming tasks to the
available resources. Once a new task arrives, one of the resource allocation
techniques will handle the allocation process. In contrast, resource scheduling
is a timetable of tasks and resources that must be executed at specific times for
a specific duration. Also, processing the tasks depends on the dependency of
the tasks.

Resource allocation can be either static or dynamic. In static allocation, in-
formation about the workload is known in advance, whereas the workload may
change during dynamic allocation [5]. One of the disadvantages of static al-
location is that it can lead to the over-provisioning or under-provisioning of
resources. Thus, having an effective static allocation technique is challenging.
Further, the process of resource allocation and scheduling can be based on dif-
ferent objectives. For example, one can allocate the resources to maximise their
utilisation and minimise their costs or maximise their profit.

Cloud providers provide users with assured QoS in order to meet their users’
needs. SLAs are used to formally manage these QoS contracts. The resources
are provisioned forcefully from the cloud data centers to meet the users’ SLA
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needs. This method of resource allocation may result in inefficient resource al-
location, which will have a negative influence on resource utilization. Further-
more, it will result in a workload imbalance among the data centres, resulting
in some under utilization or over utilization of the resources. Moreover, some
of the jobs will have to wait longer than expected to be executed. Thus, one of
the solutions for such problems is resource migration. There are several benefits
of using resource migration such as scheduling optimization and energy-aware
resource scheduling [45].

2.2.2 Resource monitoring

Once the demand for resources increases, efficient cloud monitoring is required
to provide accurate and fast information. The benefit of having such monitor-
ing is to distinguish the working resources from the ones turned off. The other
benefit is to detect abnormal behaviour that can slow the managing the re-
sources or services. Another benefit of cloud monitoring is that the monitoring
information can help provide a good understanding of the required resources
during the scaling process, so resource management can either add or remove
resources to fulfil the requirement [46].

Not only can resource management take the positive features of cloud moni-
toring, but cloud users can monitor their usage for different purposes, such as
the cost of the resources or a fault in one of the resources. As illustrated in
Figure 2.2, there are different components of the monitoring architecture. The
monitoring process starts with the monitoring agent that can monitor differ-
ent resources and services. Once the information is collected, the monitoring
agent will report back to the monitoring server, which will issue an alert, such
as reaching the threshold of the cost. Another way is when the information
is stored in a database such that the front-end system can show reports and
graphs related to the resource and services used.

20



Chapter 2. Background

CPUMemoryServices …

Monitoring Agent

Monitoring Server Alert

Database

Front end 
with reports  

and graph

Figure 2.2: Example monitoring architecture.

2.2.3 Elasticity

As the amount of workload changes over time, more resources can be requested
or released from the users. Also, some of the current jobs might need more
or fewer resources. These situations can be handled via elasticity within cloud
computing. The general definition of elasticity in cloud computing is the ability
to reconfigure the computing resources of an application based on real-time
requests. Moreover, a system must be scalable for it to be elastic. Which means
that the system is able to adapt to a sudden workload increase. Thus, there are
two kinds of scalabilities. One is vertical scaling, which is the ability to scale
up or scale down, such as add more CPU or memory within a node. The other
kind is horizontal scaling, which concerns adding or removing computational
resources (e.g., node or instances). Figure 2.3 shows the difference between
vertical scaling and horizontal scaling [47].
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Vertical Scaling
Increase size of instance
(CPU, Storage, memory) 

Horizontal Scaling
Add or remove instances

Figure 2.3: Vertical scaling VS horizontal scaling.

2.3 Container-based technologies

This section provides the background of container-based technologies and their
usage within cloud computing. Traditionally, cloud computing used virtual
machines (VMs) as virtualisation techniques, allowing multiple users and appli-
cations to use the same resources of a single node at the same time. Figure 2.4
illustrates the architecture of the VMs versus container-based technologies. Dif-
ferent VMs have independent operating systems (OS) on top of the hypervisor.
The hypervisor layer is for monitoring different VMs since they all use the same
infrastructure and OS. In contrast, container-based technologies do not have
the guest OS for each container since they use a container daemon to build,
run, and distribute the containers. One of the platforms that can be used to
deploy the workload is Docker containers, which use the same architecture of
container-based technologies, as illustrated in Figure 2.4.
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Figure 2.4: Virtual machines VS Container-based technologies.

Docker containers are an abstraction to help organise the workload, hide the
details, and deploy the application in an isolated environment. Docker con-
tainers can be installed on a physical machine. Following this, containers can
be added and managed to fulfil the application requirements [48]. There are
several components in Docker containers, as described below:

• The Docker engine is placed on the host operating system, and several
Docker containers can be built on top of the Docker engine.

• The Dockerfile is a file that contains instructions needed to allow the
application to be executed on containers.

• Once the Dockerfile is built successfully, a read-only Docker image is cre-
ated containing the application to be executed.

• The Docker container is the running component of the Docker image.

• The Docker Hub is the repository where Docker images are stored.

A key factor in the need for Docker containers is to add intelligence to resource
allocation. For illustration, assume that there is an existing image that contains
a web application. A container can be created to run the application, and
additional containers can be created if there is a database service that needs
to be run with the application. Each container works in isolation. Therefore,
the only way that containers can communicate is by creating a network channel
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that is specified during the process. As another example, Figure 2.5 shows a
Dockerfile used to build a simple image that prints a statement. The image that
needs to be built is based on the OpenJDK image version 8 and must specify
the working directory and additional commands to run that image. Therefore,
building an image can be based on an existing image or from scratch. One
benefit of using container-based technologies over VMs is less overhead since the
containers do not include the guest OS. Another benefit is increased portability.
The application is built inside an image, which can be used and deployed in
Linux and Windows systems.

Figure 2.5: Example of a Dockerfile

Containers have the advantage of introducing less virtualization overhead than
VMs because there is no additional virtualization layer. Instead, they are im-
mediately executed on the host OS’s kernel. Containers are more efficient and
allow for better scalability as a result. However, because containers were not
built as a security tool to isolate between untrusted and potentially malicious
containers, the lack of a virtualization layer poses new security vulnerabilities
due to the lower level of isolation. Containers placed on the same host share
a common operating system, making them vulnerable to attacks on shared re-
sources such as the file system, network, and kernel. Another limitation of
Docker container is providing a cross-platform compatibility. One important
difficulty is that if an application is built to run in a Docker container on Win-
dows, it will not run on Linux, and the other way around. Virtual machines,
on the other hand, are not bound by this limitation [49].

24



Chapter 2. Background

2.4 Optimisation methods

There has been increasing demand for cloud computing in various domains, such
as engineering, industrial, and business computing. Many of those domains use
optimisation tools to improve solutions to their domain-specific problems. The
goal of using optimisation is to maximise the result with limited resources.
Further, only the best solution is selected from a set of solutions that the op-
timisation method provides. As previously mentioned in the introduction that
this thesis uses a GA-based workload. Thus, this section provides an overview
of meta-heuristics and GA, which is considered one of the methods of meta-
heuristics [50].

A meta-heuristic is a higher-level heuristic intended to discover, generate, or
select a heuristic. It may provide an effective solution to an optimisation prob-
lem. Enough information on the problem and computation capacity are needed
to achieve such an effective solution. Meta-heuristics provide a set of solutions
for an optimisation problem. There are few assumptions that meta-heuristics
may assume about the problem they are trying to solve [51].

Most meta-heuristics are either classified as a local search, global search, or
a hybrid meta-heuristic. Generally, local search optimisation is considered a
more exploitative method by collecting search experience to provide high-quality
solutions, such as an iterated local search (ILS) algorithm. On the other hand,
the global search is a more explorative method and can extend the search in a
wide domain, such as ant colony optimisation (ACO) and GAs [51].

Meta-heuristics are also classified as either single- or population-based heuris-
tics. Numerous solutions are provided in the search process, which decide
whether the meta-heuristic is a single solution or a population-based algo-
rithm. A single solution or population-based algorithm must be selected to
choose a meta-heuristic for a specific optimisation problem. Single solution
meta-heuristics are more exploitation-oriented, whereas population-based meta-
heuristics are more explorative-oriented. One of the population-based meta-
heuristics is the evolutionary algorithm [32].
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Figure 2.6: GA process.

The evolutionary algorithm is a set of algorithms in a global search. It is a
population-based meta-heuristic and naturally inspired. One of the algorithms
within the evolutionary algorithm is GA. As illustrated in Figure 2.6, the pro-
cess of the evolutionary algorithm is started initially by generating a set of so-
lutions (population initialisation). Each population has multiple chromosomes
and within each chromosome includes multiple genes with representative val-
ues as either (0 or 1) or different representation based on the specific type of
problem [52].

A fitness calculation (fitness function) decides how suitable a chromosome, or an
individual, is compared to others within the population. Thus, a fitness score is
given for each chromosome which represents the probability of being selected for
reproduction. After that, a selection step selects the most suitable individuals
and uses their genes for the next generation. In the crossover step, each of
the chosen individuals is a parent. A crossover point is selected at random
within the genes. After that, the process reaches a mutation step. Some of the
parent genes face mutation at random. This process is repeated until a stopping
criterion is met [52].

One strategy that can be applied in the selection stage is elitism. Using this
strategy allows the best individuals from the current population to be carried
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over to the new population. This way, the elitism strategy guarantees the best
solution in every iteration until the process reaches the stopping criteria [32].

2.5 Summary

This chapter has provided an overview of the related areas this thesis considered.
This chapter started with an overview of cloud computing and its different
models and characteristics, followed by an overview of resource management of
cloud computing as it is the key area in managing the GA workload. Container-
based technology is used to deploy and execute the GA workload. Therefore,
an overview of the area is given. The last area is the optimisation method used,
particularly GA.
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3.1 System model

As businesses and industries migrate to cloud-based systems, more issues are
being addressed at every layer of the technology stack (Figure 1.1). One reason
that businesses migrate to cloud computing is to take advantage of the three
models, IaaS, PaaS, and SaaS. The main actors in cloud computing are the users
and providers. A user is one who submits a task to be executed. A provider
provides resources such as a Virtual Machine (VM) to handle the execution.

Two factors need to be considered when submitting a task or providing re-
sources. These are Quality of Service (QoS) and Service Level Agreement
(SLA). An SLA is a legal contract between the user and the provider based on
the user’s expectations and requirements. The user can specify several SLA
requirements, for example CPU capacity, memory size, availability, and price.
QoS is a performance measurement, which needs to be met in order to fulfil the
SLA requirements. Examples of QoS are, response time, and throughput [53].

A cloud user can send a workload which consists of several jobs to be processed.
Each job consists of multiple tasks with their dependencies. Thus, a task is
a unit of work to be done that is indivisible. Figure 3.1 shows the process
of allocating the workload. Knowing the availability of the resource can be
challenging, so monitoring the infrastructure provides information regarding
the resource status and its capacity.

Resource allocation is defined as assigning incoming tasks to the available
resources. Once a new task arrives, one of the resource allocation techniques
will handle the allocation process, based on workload profiles, which execute
the job in advance on multiple configurations to determine the right resource to
execute the job. Resource allocation can be either static or dynamic. In static

28



Chapter 3. Literature Survey

allocation, information about the workload is known in advance, whereas in
dynamic allocation, the workload may change during the process. Admis-
sion control is an example of resource allocation which uses information from
the workload like worst-case response time to determine whether to admit the
workload or not based on its deadline [5].

workloaduser

Resource allocation

VM-1 VM-2 VM-3

Task 1

Task 2 Task 3

Task 4

Figure 3.1: Allocate the workload to a VM

3.2 Workload model

In order to assist the resource manager in making the right decision when al-
locating resources, it is essential to understand the GA workload and its be-
haviour. By understanding the behaviour of the GA workload, different areas
can be optimised such as performance, cost, and energy.

Understanding the application behaviour involves several characteristics includ-
ing, parallelism and scaling, dependencies between tasks, execution time anal-
ysis, affinity and value. One of the issues within the workload is the change of
application structure over time including the number of tasks and its depen-
dencies. Another issue is related to the different types of resources that are
available to run the application which result in unfair allocation of the tasks.
Therefore, heterogeneous resources and workload complexity can be considered
to be a challenge within a workload model [54] [55]. Based on the measurement
of an existing system which can be obtained from an entity such as a log file, it
is possible to model a workload that can then be used to generate a synthetic
workload. The main goal of workload modelling is to offer performance anal-
ysis, simulation of cloud resource management approaches, and allowing cloud
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providers to improve their systems’ QoS without having to create costly large-
scale environments [56]. Some researchers, such as work done by Burkimsher
et al. in [57], have developed a synthetic workload generator which has the key
features of the real workload. The benefit of the workload generator is hav-
ing better control of the workload and its behaviour. Several aspects need to
be considered when generating a realistic workload, for example, inter-arrival
times, job size, and the dependency structure of the job.

3.2.1 Application characteristics

One of the key features of an application is parallelism which happens when the
task runs on multiple cores and is executed simultaneously to solve the compu-
tational issue. Parallelism can improve performance as it uses extra resources
to complete the tasks. A parallel application may contain several parts with
dependency constraints between them. Thus, the current part will wait for the
previous part to finish executing prior to executing the current task. Also, each
part can have one or multiple tasks which can be executed on numerous VMs
for fast execution and reduce the amount of time that the job can take to finish
all the tasks [58]. In order to control the level of parallelism, an auto-scaling
approach can be used which will be covered later.

Along with parallelisms, an application might contain some dependencies among
the tasks that need to be considered. For example, if task B depends on task A,
it means that task B cannot be performed until task A is finished executing. It
is important to know whether an application has dependencies or not, because
it can affect the overall execution time. Task dependencies can be represented
as Directed Acyclic Graph (DAG) structures [59]. There are different shapes
of DAG, such as linear, independent chain, and diamond. Figure 3.2 illustrates
the different shapes of DAG. The left shape represents linear dependencies, the
middle shape represents an independent chain, and the right shape represents
diamond dependencies, where nodes are tasks and edges are dependencies be-
tween the tasks [60].
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Figure 3.2: DAG shapes.

When an existing application contains parallelism and dependencies between
tasks, a real-time analysis is a one-way process to determine the amount of time
it takes to execute the application and then allocate suitable resources to process
it. The benefit of real-time analysis is that it informs about the the upper and
lower bounds of the application which can help improve the responsiveness of
an application. There are several concepts which are helpful to understand
when analysing the time a task takes including the worst, best, and average
case execution time [5]. The execution time of a given task is dependant upon
the input value of the application, which is why the worst, best, and average
are not equal. Worst-case execution time (WCET) is the longest execution of
a task, and the best case is the fastest execution time of a task [58]. Figure 3.3
illustrates how important real-time analysis is when executing a task as it can
minimise the time it takes during execution [1].

Figure 3.3: Timing Analysis. Extracted from [1].
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An example application that considers these characteristics is a weather appli-
cation that is illustrated in Figure 3.4. In this application, 7 tasks are used in
order to visualise weather information. Task one is the collecting phase from
other sources of information such as radar data. Then, tasks 2, 3, and 4 can
be executed in parallel, as the main goal is to calculate the different values
including visibility, turbulence, and cloudiness. It is important to complete the
execution of the previous tasks in order to start execution of task 5, as it de-
pends on tasks 2, 3, and 4. Task 5 will collect the numerical values and analyse
them to predict the weather. The last two tasks represent dynamic modelling
and visualising the weather information. The execution time of this application
depends on two factors which are, dependencies and parallelism. An example
of dependencies is seen in task 7 which depends on task 6, whereas tasks 2, 3,
and 4 represent parallel tasks [59].

Figure 3.4: weather application as an example

3.2.2 Workload generator

Given the importance of understanding the workload and its characteristics, it is
essential to generate a workload that performs similar to a real workload. There
are several reasons to support the importance of generating a workload. The
first of those reasons for using a generated workload is to avoid seeing any sen-
sitive information. The second reason is the possibility of running hundreds or
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thousands of experiments and reproducing those experiments whenever needed.
Therefore, when the experiment is carried out in a real-world environment, the
result will be similar to that achieved before [56]. Curiel and Pont [61] explore
different workload generations and describe various design options in order to
generate a workload. Two approaches can be considered for providing input
to the workload generator. One using the trace log of an existing system, and
second using a statistical model. Furthermore, several parameters can be tuned
when generating a workload, such as, the arrival time of the job, the size of the
job, and dependencies between tasks.

Galindo et al. [62] generate a workload for different load intensities such as
memory intensive which require to meet memory capacity for the load to be
executed. Although, they generate a workload based on probability distribution,
they do not cover dependencies between tasks as demonstrated in the work done
by Burkimsher et al. [57]. The aim of their work is to characterise the grid
workload of an engineering design department by analysing log files spanning
a period of 30 months. Several workload characterisations are covered, such as
dependency between tasks, execution time, and variation of arrival times. They
observe that the highest rate of task submission is during working hours. One of
their workload generation approaches generates a workload with task execution
times which is similar to their observations from analysing the log files.

3.3 Workload deployment

Workload deployment is an important stage of resource management since
the technology used to deploy and execute the workload may affect the QoS
achieved. Thus, a Docker container can be used to deploy and execute the
workload to overcome this issue. Docker containers are classified as lightweight
because they have a low overhead in comparison to VMs. Docker containers
do not require a virtualization layer to run the workload. Instead, they are
deployed directly on OS [48].

Within the container-based technologies that handle the workload deployment
are Docker Swarm and Kubernetes approaches which are considered state-of-
the-art container orchestration systems. These orchestrators are open-source
platforms and are able to handle the deployment of the workload as they have a
resource management within the orchestrator to decide which virtual or physical
machines (node) can execute the workload. Using Docker swarm, an application
can be deployed on a shared cluster of nodes that are connected to the swarm
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master node. The swarm master node acts as the manager of the cluster which
handles the allocation of incoming job. The swarm master node can also execute
the jobs by itself [28].

Docker swarm uses the following three strategies to allocate an incoming job to
the nodes: spread, binpack, and random strategies. The spread strategy selects
the node with minimum number of containers deployed on it, whereas binpack
selects the node with minimum amount of CPU and RAM available. Figure 3.5
illustrates a Docker Swarm cluster with four nodes. The first node has been set
to be a Swarm master which is responsible for receiving the incoming task and
based on the current scheduling strategy allocates the task [28].

Figure 3.5: Docker Swarm architecture.

Docker Swarm uses a two-step process to execute the task. The first step is
using filter feature which can be either node filtering like constraint, health,
and container slots; or configuration filtering like dependency and port. Then,
using one of the strategies, the task is allocated to the right node [63].

Kubernetes has a similar structure to Docker Swarm with regard to the master
node and worker nodes. Except that, the master node will not execute any
of the tasks. In addition, the configuration of the cluster is more complex
than that of Docker Swarm. Furthermore, each node in Kubernetes cluster
can run pods where each pod consists of one or multiple Docker containers.
As pods are considered to be the smallest unit, Kubernetes can only control
the pods [27]. The scheduling process of Kubernetes is based on filtering the
nodes in the cluster by taking into consideration the pod requirements. After
filtering, the node with the highest score is selected to execute the task. One
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way of computing the scoring is in finding the node utilization and then the
scheduler places the pod to the node with the highest score [64].

A number of studies explore how Docker containers assist the resource man-
agement process. Docker containers allow multiple deployment of the same
application to provide availability for the service and reduce the waiting time.
For example, using the existing cluster configuration to deploy, the Apache Cas-
sandra application needs to run one instance of Cassandra per server. Apache
Cassandra is a database that handles large data providing scalability which
leads to high availability. Therefore, each server needs to be connected with
at least one other server to support availability for the service. In real-world
environments, the server has high-end components which could cause under-use
of resources as the demand is less than the provided resources. Therefore, de-
ploying Cassandra on Docker containers can solve this issue as Docker allows
deployment of an application on multiple instances as shown in Figure 3.6 [33].

Figure 3.6: Use Docker to deploy multiple instances of appli-
cation

As the application is being deployed on the Docker, the user needs to use the
infrastructure in an efficient way to avoid any waste of resources. Thus, a per-
formance measurement can determine when to assist the process of allocating
services to users by knowing when an existing resource will become available
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[65]. Shirinbab et al. [66] evaluate the performance of the Cassandra applica-
tion when deployed on Docker versus other VMs. They selected several per-
formance metrics for their comparison between Docker and other VMs such as
CPU utilisation, throughput, and mean latency. Their results show that Docker
containers have lower overheads compared to VMs.

As Docker Swarm contains a resource manager to handle the execution of the
tasks, the scheduling strategies may not serve some businesses as they might
focus on specific requirement such as increasing their profits. Liu et al. in [63]
propose a new scheduling strategy based on a multi-objective optimization con-
tainer to improve the QoS performance. Their work takes into account several
factors like CPU usage, memory usage, and the time spent transmitting images
over the network. The authors develop a measuring technique for each critical
component to establish a scoring function for each one and then integrate them
into a composite function to determine the most suitable node to deploy the
containers needed to be assigned in the scheduling process [63].

3.4 Workload profiling

Understanding resource characteristics including storage, memory, and network
capability, during resource management can assist in providing the right amount
of resources needed for the given requirements. Using workload profiling during
resource allocation can assist resource management as a profile can provide
good understanding of the workload characteristics such as dependencies and
parallelism [67]. Workload profiling is the process of analysing changes in the
workload that was previously executed. Given a metric such as execution time,
workload profiling needs to be optimised when executing on different platform
configurations. Workload profiling thus can be used to estimate job execution
times and the amount of resources needed when a job becomes available [68].

According to [69], there are several stages in profiling such as, data granularity,
monitoring, storing, and processing. At the data granularity stage, the main
goal is to define the metrics that need to be profiled. In addition, resource
management can benefit from this data and provide a better QoS with better
response time, throughput, and cost for users.

There are a number of studies in the literature using a profile-based approach
within resource management, for example [23] and [70]. The goal of Singh
et al. [23] is to allocate resources in a way that optimises energy and value
using profiling and non-profiling approaches. The data used during the profiling
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approach was from previously executed applications. This data was collected
for each task, such as voltage/frequency level, value curve, arrival time, and
energy consumption. During resource allocation using a profiling method, this
data, along with the High Performance Computing (HPC) platform, was input
into the algorithm to perform the allocation. Their algorithm uses the input
parameters explained above and the result allocates incoming tasks as having a
positive value. The algorithm consists of several parts which are listed below.

• It monitors the execution of tasks, once there is an change, it updates the
resources.

• It monitors incoming tasks to place them into a queue.

• It collects all the bids from the users to choose the maximum bid.

• It computes the value and energy of unscheduled tasks when using re-
sources.

• Based on the profiling result, the algorithm can select the maximum
value per energy consumption and its value, energy, allocation, and volt-
age/frequency levels.

• It schedules the task and updates the resources.

Profiling the resource utilisation can be useful in order to determine the effec-
tiveness of the resource allocation when executing a workload. There are some
utilisation parameters that can be considered such as CPU and memory. Pro-
filing the resource utilisation can be used when migrating a VM or powering
a new one [17]. Dezhabad et al. [71] developed a new classification scheme
for workloads based on resource consumption. The researchers employed a
hierarchical clustering approach to generate three workloads and resource de-
mand profiles for low, moderate, and high-demand applications. The presented
technique assists cloud providers in resource allocation optimization and profit
improvement.

3.5 Cloud monitoring

Cloud monitoring is the process of collecting data about resources and man-
aging them. Several studies have considered cloud monitoring to be a crucial
step in resource management as it monitors the infrastructure layer for different
metrics such as resource use, the amount of energy used, and availability. This
checks if there are any faults in the resources or the physical VM is off and
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needs to be turned on [72]. Several monitoring tools are currently used for dif-
ferent monitoring purposes, such as Amazon cloud watch, which is used only for
Amazon resources. As reported in [72] this tool has some limitations including
the model being designed for centralised models not ensuring the availability of
resources.

In terms of usage, there are some usage parameters that can be monitored
such as CPU and memory. These parameters can assist resource management
during the process including VM migration and powering on of new physical
machines. Two scenarios can happen during resource management, under-use,
or over-use of resources. Over-use happens by allocating more resources than
needed. Whereas under-use happens by allocating less resources than actually
needed [17].

An example paper on monitoring resources is Du and Li [2] which presents an
automated tracking, orchestration, and monitoring (ATOM) framework to mon-
itor resource usage in an IaaS system. They also use a novel tracking method
to continuously track important system usage metrics with low overheads. Re-
ducing overheads is done by collecting data from each Virtual Machine (VM)
every minute and then reporting it to the Cloud Controller (CLC) through a
Cluster Controller (CC). Furthermore, ATOM tracks several metrics from each
VM user such as CPU use and network I/O [2].

As Figure 3.7 shows, there are several components in the ATOM framework,
one of which is a tracking component. In this component ATOM adapts the
optimal online tracking algorithm for one-dimensional online tracking inside
the monitoring service on NCs. Another component is Monitoring (anomaly
detection). ATOM adds this component in CLC to analyse tracking results
by the tracking component which provides continuous resource usage data in
real-time. It uses a modified PCA method to continuously track the divided
subspace and automatically detects anomalies by identifying notable shifts in
the subspace. Also, this component adjusts the tracking threshold from the
tracking component dynamically based on data trends and false alarm rates.
The last component is Orchestration (introspection and debugging). When
a potential anomaly is identified by the monitoring component an introspect
request along with anomaly information is sent to the orchestration component
on NC to raise an alarm to cloud users for further analysis [2].
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Figure 3.7: ATOM framework. Extracted from [2].

Moreover, Docker swarm [73] was used as a container-based technology to exe-
cute the workload. It consists of several nodes one of which acts as the master
node. Within the master node, a monitoring component collects information
from the existing nodes. This information can be the number of containers
in each node, CPU utilization, or memory utilization. Monitoring these nodes
helps the resource manager within the master node to allocate the task to a
suitable node based on the resource allocation policy currently used.

The other use of the monitoring within the resource management is in moni-
toring the resources in terms of energy consumption. Enes et al. [74] develop
a platform that controls a power budget to limit the amount of energy spent
by users, apps, and individual instances. Their power budget platform was
built by combining and extending numerous tools such that the CPU shares
of containers can be scaled down or scaled up to minimise or increase energy
consumption accordingly. One of the tools that is used in their platform is
POWERAPI which is a tool that monitors the infrastructure and reports back
to the platform about the existing energy consumption.

3.6 Performance prediction

The idea behind prediction is in forecasting the future behaviour of specific ap-
plications based on the given information in order to provide the right resources
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during the resource management process. The goal of using performance pre-
diction is to facilitate the QoS that the user expects. There are several issues
that can be avoided by predicting performance, such as over-provisioning or
under-provisioning [75].

There are several scenarios that can be improved through the use of performance
prediction. One of them is assuming the application needs of another VM.
Therefore, the process of turning on a VM is time consuming, and the user
will notice the time it takes to run the new VM. Likewise, in cases where a
prediction model has not been used, providing the right amount of resources
can be challenging and may result in under-provisioning or over-provisioning
[26].

3.6.1 Why do we need performance prediction?

As mentioned previously, performance prediction is a crucial step in resource
management for a number of reasons. One reason is for optimising the cost of
resource usage. Users and providers can obtain this benefit by estimating future
usage and ways to reduce cost. There are several ways to reduce the cost when
using prediction, such as the cost of energy, networking, and maintenance. One
of the studies that uses performance prediction to optimise the cost is by Kim
et al. [6] whopropose an end-to-end elastic resource management system for
scientific application on a public IaaS cloud.

As there are different costs for every VM from cloud providers such as Amazon,
one of the strategies Kim et al. use is related to calculating the performance
and cost ratio to determine the value of the task (which can be calculated as -
minute cost * execution time). Resource evaluation of the performance and cost
ratio aims to satisfy the deadline for each task and reduce the total execution
cost for all tasks. As the prediction model for task execution time produces
several VM options, the approach evaluates VMs in order to select the most
cost efficient approach which meets the deadline. For instance, if there is a task
(task A) with a one-hour deadline, the prediction results for task execution time
on four different types of VMs are as shown in Table 3.1. Using the cheapest
VM (m1.medium) of the three (m1.medium, m1.large, and m1.xlarge) is the
best in terms of cost efficiency because m1.medium has the lowest (best) value
for the performance-cost ratio [6].
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Table 3.1: Prediction results of task execution time for three
different tasks. Extracted from [6].

VM info Prediction result
Type Min. Price task A task B task C
m1.small $0.00125 80 min. 80 min. 80 min.
m1.medium $0.00248 50 min 55 min 40 min
m1.large $0.00498 40 min 25 min 20 min
m1.xlarge $0.00997 25 min 11 min 10 min

Another reason for using performance prediction is for optimising the resource
use. Knowing the behaviour of an application may help improve the process
of allocating the task as the prediction can determine when the resource is free
and the next tasks in the queue can be allocated. Also, an accurate prediction is
needed to avoid any conflict when sharing the resource between two applications
which can lead to a decrease in the QoS [26].

3.6.2 Performance prediction approaches

The previous section discussed the reasons for using performance prediction.
There are several studies that use one of the performance prediction approaches.
One of the approaches is a proactive approach, which uses prediction to scale
the application. Previous studies have considered using this approach but they
have used different techniques for their models. However, one of the reasons
researchers opt for a proactive approach is its fast reaction to requests by cloud
platforms when there is are variable resource needs. For instance, Calheiros et
al. [76] use an ARIMA model and their focus is on request patterns where they
try to accurately predict the number of future requests by the user. Their work
is designed for the short-term so the predictions are quicker. In order to update
the model on the fly they apply feedback from the latest observed loads.

On the other hand, Kim et al. in [6] take a proactive approach using local linear
regression to improve the cost and performance. There are several strategies
that the system uses, namely an accurate and dynamic task execution time
predictor, a resource evaluation scheme that balances cost and performance,
and an availability-aware task scheduling algorithm. The prediction module has
additional sub-components. These include the LLR predictor, which estimates
the execution time for an input task on different types of VM. And the task
history repository, which stores predicted and real time execution results and
provides samples to estimate the task execution time.
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Nadeem et al. [77] propose a novel method based on a neural network to predict
the workflow execution time in the grid to benefit from the available resources.
They apply principal component analysis (PCA) to eliminate the less important
information and make the prediction more accurate. The prediction model
collects the actual performance observed from executing training applications
on a set of cloud configurations provided by the cloud providers. The training
application they consider for this model is the NAS parallel benchmarks and
the cloud configuration parameters used in the study are the number of nodes,
the number of cores per node, and the amount of RAM per node. The model is
then released to the user who can query it for performance predictions for the
target application.

A radial basis function neural network (RBF-NN) is used in their model. The
RBF-NN consists of three-layered neural networks. The input layer is the first
layer and takes a set of workflow attribute values as input to the network,
such as dependencies, problem-size, grid-sites, scheduling policy, and grid-site
states. In the second layer each neuron i calculates the Euclidean distance di

between an input set Ai and the centre (di = ||Ai − c||) applying the Gaussian
function as a radial function. Therefore, there are weights wi resulting from the
second layer which are passed to the third layer. The third layer is the output
layer, which communicates with a hidden layer through weights. Then, the
layer approximates the function as a linear combination of neurons [77]. One
of the drawbacks of RBF-NN is in trying to distinguish which attribute is less
important.

Figure 3.8: Overview of the proposed methodology. Extracted
from [3].

Mariani et al. in [3] also consider applying random forests (RFs) as one of the
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machine learning techniques to implement their prediction models. The RF
approach is a collection of several regression trees where each tree is generated
to fit the behaviour of the target performance metric using a randomly selected
subset of training data. Therefore, their goal is to use a prediction model based
on machine learning to help the user select the best cloud configuration for their
application as shown in Figure 3.8, [3].

The prediction model takes a cloud configuration and application profile as in-
put. Then the output of the model is the expected speed, execution time, and
cost. In addition, the model collects the actual performance observed from exe-
cuting training applications on a set of cloud configurations which are provided
by the cloud providers. The cloud configuration parameters that Mariani et al.
[3] consider are the number of nodes, the number of cores per node, and the
amount of RAM per node. The model is then released to the user who can
query it for performance predictions for their target application.

In cloud systems, failure is a concerning issue. Minimizing the consequences
of failure and producing accurate predictions with enough latency remains a
demanding research challenge as large-scale systems grow in scale and com-
plexity. This involves the implementation of a proactive and effective failure
management strategy aimed at reducing the impact of failure within the sys-
tem. Mohammed et al. [78] proposed an effective technique for failure prediction
using time series and machine learning approaches. Their goal was to create a
model that could reliably anticipate the failure of systems and applications.

Within the performance prediction there is an online curve fitting which helps
service providers to predict performance when the nature of the task is unknown,
or partially known. Service providers endeavour to improve the quality of service
by allocating sufficient resources to all tasks, minimising idle resources and
attaining server-wide load balance. The only way to achieve this goal is to
collect historical data and generic metrics such as CPU cycles which can predict
performance at a given time and task. After a series of operational cycles, the
historical data of the server may be used to model a function that can be
used to predict performance. This method is known as online curve fitting,
which is vital in cloud resource allocation due to the fluctuating nature of user
requirements [79]

Online curve fitting begins with coming up with data point approximation func-
tions. In this case, the typical performance limits for a given task are estimated
to yield data points that can form a curve, expressed as a function. For in-
stance, the data approximation function may be developed by estimating the
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ideal lower timing bound, best-case execution time (BCET), minimal observed
execution time, maximal observed execution time, worst-case execution time
and the upper timing bound. Plotting these estimated data points on a graph
yields a curve. Then, the unknown data points may be estimated by fitting
them on the curve [80].

Online curve fitting is applicable in performance analysis because the data col-
lected from a server at different loads represent a form of the continuous differen-
tiable surface with a known structure and the constant factors can be predicted
as variables in the model. Michael and Lily present a new approach based on
extreme learning machine (ELM) and particle swarm optimization (PSO). In
their study, a neural network-based approach is proposed to address the issue
of curve fitting, one of the classic numerical analysis issues. This can be un-
derstood as an alternate strategy based on advanced learning that opposes the
numerical solution analysis method. The benefits of both the PSO optimization
approach and the ELM algorithm are incorporated into their method [81].

3.6.3 Prediction evaluation metrics

Once the prediction model has finished processing data and provided the pre-
diction value, it is essential to evaluate the model to find out its accuracy either
by using the success rate or by using error metrics.

As accuracy is one of the evaluation metrics for a prediction model, several
papers outline different ways of calculating accuracy. For example, in [82] the
authors use two metrics to identify the accuracy of the prediction. One is cal-
culating the success rate. The success rate refers to the number of accurate
predictions compared to the total number of predictions. Furthermore, some-
times there is a difference between the actual value and the predicted value.
Therefore, there are several formulas that can be used to find errors in pre-
diction such as Mean Squared Error (MSE) and Root Mean Squared Error
(RMSE).

Cost and profit can also be used for the evaluation of a prediction. As Jiang et
al. [83] discuss Cloud Prediction Cost (CPC) to calculate the cost of prediction
error which can be of two types, the cost of the SLA violation, and the cost of
resources in idle mode.

In brief, the evaluation of the prediction model is essential to ensure that the
accuracy of the model meets the QoS and does not violate the SLA agreement.
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3.7 Resource allocation and scheduling

Cloud computing has become a common approach for processing and executing
applications on a pay-as-you-go basis. As the demand for cloud-based appli-
cations grows, it is becoming more challenging to allocate resources effectively
based on user requests while still meeting the SLA between providers and users.
Furthermore, resource heterogeneity, the unexpected nature of demand, and the
diverse goals of cloud users make resource allocation in the cloud environment
even more challenging. As a result, both researchers and professionals have be-
gun significant research efforts to efficiently tackle the multiple issues associated
with cloud resource allocation [8].

Therefore, in order to allocate resources effectively and meet the QoS, there
are numerous mechanisms that can be used to perform the allocation and the
scheduling [5] and [84]. One of the ways of classifying resource allocation ap-
proaches is based on optimisation objectives (such as the QoS objective) or the
pricing objective.

QoS objective:

Under the QoS objective there are several resource allocation approaches such as
QoS-based, priority-based, and guaranteed admission control. The QoS-based
approach allocates the resources that are available for a given period of time
using a discovering intermittently available resources (DIAR) algorithm. Huang
and Venkatasubramanian [85] use the DIAR algorithm in a multimedia environ-
ment. Because their target is a multimedia environment, their work focuses on
providing continuous time when allocating the task. Therefore, limited network
bandwidth on the actual server might have an effect on the continuity of the
allocation. Even when using multiple servers during the process, if they do not
provide continuous allocation, the user might suffer poor QoS. The parameters
they consider as an input are, processor use, storage capacity and bandwidth,
requested video object identifier, start and finish time of the request, and the
request type [85].

Along with a QoS-based approach, a priority-based approach is also considered
to be under the QoS objectives. As shown in Figure 3.9, there are two stages
within the priority-based approach. The first stage of priority-based approach
is that the dispatcher receives applications from users and then sends them to a
pool of priorities. In the second stage the resource allocation algorithms sched-
ule the applications using an objective function and allocate resources which
support the least resource demanding applications. The targeted resources are
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programs that are shareable between the applications, hard disks, printers, and
memory. The resource allocation looks into the priorities from high to low and
allocates the resources to the application. Then, an objective function is used
to evaluate the next application in terms of its cost. In terms of allocating
the resources, it uses Dijkstra’s algorithm which finds the maximum bandwidth
path between the resource allocation and the target [4].

Figure 3.9: Priority-based resource allocation. Extracted from
[4].

Singh et al. [5] survey different resource allocation strategies. One of the ap-
proaches covered is guaranteed admission control which considers two factors
when admitting a task to be scheduled. These are task execution time and
deadline which are related to the QoS objective. This approach ensures that all
applications admitted to a system will meet their respective deadlines without
forcing other running applications to miss theirs. Figure 3.10 shows an analysis

46



Chapter 3. Literature Survey

of WCET against deadline. If the WCET of the application and its task is
less than the deadline, the application is considered to be schedulable and can
be admitted and allocated to the right core to be executed as shown in Figure
3.10. Otherwise, the application is not schedulable and the allocation will not
proceed.

Figure 3.10: Guaranteed admission control. Extracted from
[5].

Figure 3.11: Guaranteed admission control. Extracted from
[5].

Multi-processor real-time scheduling entails designing a system with multiple
CPUs to share a load or a set of tasks in a distributed way. This schedule
may be achieved through symmetric or asymmetric scheduling. Asymmetric
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scheduling in a cloud infrastructure would entail a master processor that dis-
tributes, or assigns all I/O tasks to other processors in the same VM. The other
processors only will execute the user code but deliver outputs in significantly
faster timelines. This mode of scheduling is ideal for a single-user setting, such
as a dedicated cloud server for a given organization [86].

In real-time system, three different real-time system types can be distinguished
depending on the consequences of missing a deadline. In a hard real-time
scheduling, any deadline that is missed is considered as a system failure. This
scheduling is widely utilized in engineering or health systems where failure to
meet timing requirements results in the loss of lives or products. In firm schedul-
ing, it does not compromise the proper behavior of the system yet the task’s
late completion is useless. Whereas in soft scheduling, it is possible to often
miss deadlines, and as long as tasks are completed on time, the results are still
valuable. Up until the deadline, completed tasks could be worth more and less
as time goes on [87].

Dziurzanski and Singh in [88] have considered a firm real-time scheduling in
their work. They proposed a DVFS-based (dynamic voltage and frequency
scaling) feedback control technique for a firm task allocation on Multiprocessor
Systems-on-Chips (MPSoC) systems to increase energy efficiency. The newly
created admission control algorithm performs a schedulability analysis taking
into account the states of the prior platform and rejects the task that are ex-
pected to miss their deadlines.

According to Qureshi et al. in [4], a swift scheduling mechanism is a dynamic
scheduling technique that combines the advantages of heuristics approach. This
approach is used when it cannot reach an optimal solution and thus uses the
shortest job first (SJF) method which finds the smallest execution time and
higher priority in scheduling. The swift scheduling takes the incoming tasks
into queue. Using a heuristic function, the scheduling technique selects a task
from the queue. Reducing the waiting time in the queue is the main goal of
the technique. As it mentioned in the paper that swift scheduling shows a good
result with minimum cost and time comparison with first-come first-serve and
shortest job first methods.

There are numerous studies on managing GA execution in the cloud for exam-
ple [89] and [90]. In an industrial domain scheduling a new request as soon as
possible is an important step to achieve the QoS required by the user. Thus,
Shuai et al. [89] propose an approach that allows a multi-objective GA to be
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executed on multiple sub-populations (islands). Their goal is to increase re-
sponsiveness and profit when a new manufacturing order arrives or there is a
change in the factory state. Therefore, the research considers real-world smart
factories. Salza and Ferruci [90] propose an approach in distributing GAs by
using a master-slave model where the master places the individuals in a request
queue which then distributes them in a round-robin fashion to the slave nodes.
Once the slaves have finished processing the individuals, they place them in a
response queue and return to the master node.

Devarasetty and Reddy in [91] introduce an improved resource allocation opti-
mization technique by using a GA that takes into account the goals of reducing
deployment costs and increasing QoS performance. The presented algorithm
takes into account various user QoS requirements and allocates resources within
the budget constraints. Total time and maximum budget for deployment of
application are examples of users’ requirements. In the chromosome represen-
tation, they consider user QoS demands as well as available resources. Thus,
the input parameter to the GA model is the users’ QoS requirements and the
output result of the GA model is a suitable resource for the user.

Pricing Objective:

The hybrid resource allocation technique is proposed by Shah et al. in [92].
This technique allocates grid resources by combining DLT and least cost method
(LCM) in a way as to minimise the total computational cost. Specifically, hybrid
resource allocation divides the tasks into equal sized portions and allocates them
to the processing resources using the LCM technique.

Several approaches are considered under-pricing and cost objectives, such as hy-
brid resource allocation, market-based, and combinatorial auction-based. Hy-
brid resource allocation combines two methods, divisible load theory (DLT),
and least cost method (LCM). The hybrid approach goal is to minimise the
computational cost by using DLT to divide the tasks into equal sized tasks and
then allocate them using LCM.

As resource allocation varies with the optimisation objective, the market-based
approach focuses on pricing between the user and the provider. One study that
uses a market-based approach is by Singh et al. [93]. They use an auction on a
many-core system. The resource manager can receive bids from the cores and
those that offer the highest bids are allocated the jobs that have the highest
value. Their goal is to maximise the overall value returned from the system.
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3.8 Optimization problem models and solvers

Over the last two decades, the optimization field has experienced remarkable
expansion. To address a wide range of issues in engineering and management,
several novel theoretical, algorithmic, and computational contributions to opti-
mization have been proposed. The most effective approach to allocate limited
resources to accomplish particular goals is determined by organisations using
optimization models, which are mathematical models. These models can be
used for a wide range of issues, from finding out the best path for a delivery
truck to discovering the best combination of goods to stock in a store [94].

Although there are many different optimization model types, they all share a few
essential characteristics. A collection of decision variables representing different
possibilities will be present in an optimization model at the beginning. The
decision variables in a model, for instance, can represent the various routes that
could be taken in order to determine the most effective delivery service. Second,
a set of constraints that specify the upper and lower bounds for the decision
variables will be present in an optimization model. A limitation might specify,
for instance, that a delivery truck is only permitted to drive on particular routes
or that it must complete all of its deliveries within a specific window of time [95].

An optimization model will also include an objective function that specifies the
goal it is seeking to achieve. The objective function in the delivery truck example
might be to reduce the overall distance travelled. Though optimization models
are useful for a wide range of issues, they work particularly well for issues with
a variety of decision variables and constraints. Because of this, optimization
models are frequently employed in industrial engineering and other disciplines
that address challenging decision-making issues [96].

Genetic algorithms have been applied to optimize resource allocation by schedul-
ing to adapt the task requirements to the available memory in a cloud com-
puting system. Zhao et al. in [97] designed an optimized genetic algorithm to
schedule divisible and independent tasks as a function of the computation mem-
ory requirements. The outcomes indicate improvement in homogenous systems
but no significant improvement in heterogeneous systems. A similar challenge
was noted in a nonlinear programming problem, modelled with a mathematical
programming language (AMPL) and aiming at optimizing task scheduling on
multiple clouds based on a minimal cost constraint [98].
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3.9 Summary

From the literature review, different domains within resource management show
that information from other components plays a key role in allocating the right
resources for the task. This starts with workload and workload deployment
which can assist during system testing. In order to avoid using a sensitive data
in workload a workload model can be used to extract the workload information
so that the experiment can be carried out in a more controlled environment
to allow more experiments to be done without the concern of having crucial
business data. One of the container-based technologies that is used to deploy
the workload is a Docker container along with Docker swarm and Kubernetes
as an orchestration system to manage task deployment. Both, Docker swarm
and Kubernetes are considered to be one of the state-of-the-art container-based
systems [28]. Therefore, we consider both of them as the baseline for our work
as it will help can compare our model against it.

Within Docker swarm, a spread strategy is used to allocate tasks to one of
the nodes based on monitoring information from the nodes which refers to the
number of containers per node. In order to avoid over or under provisioning
of resources, workload profiling can be used to determine the resources needed
for the current task. In addition, information from the platform about resource
use can help determine whether to scale resources up or down as it can reduce
the cost of the running of a new machine.

Among the other areas of resource management, resource allocation has a va-
riety of objectives that a provider can determine when allocating resources.
Using market-based resource allocation can maximise the revenue of the service
provider as it chooses the highest bid. On the other hand, admission control
can be used to manage task execution and one of the criteria when admitting
or rejecting a task is based on whether the response time is less than or equal
to the deadline.

Based on the investigations that have been reviewed, improving the resource
management is an important stage in increasing the QoS performance and one
of the common metrics is deadline. Most of the works consider deadline and cost
as two features for improving the resource management. However, in our work
we consider deadline and fitness achieved from the GA as two main features.
The aim of our work is to obtain for as many instances as possible, a GA output
which achieves a user-defined fitness level by a user-defined deadline.
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Experimental platform, metrics
and methods

A real application is required to assist in evaluating resource management pre-
sented in this thesis to test the hypotheses previously mentioned in section
1.4. Therefore, this chapter will provide deep knowledge of the applications
used in this thesis (mentioned in section 1.2). Once detailed knowledge of the
applications is provided, an approach will be presented. Further, a detailed
understanding will be gained for handling the GA application within container-
based technology, including different parameters the approach received as an
input to execute that GA application.

Several parameters can be received as input to a GA application, such as the
number of generations, the number of populations, and the application-specific
parameters. Application-specific parameters are used for different optimisation
problems, such as solving a Sudoku puzzle, where the GA application receives
the level of the Sudoku puzzle’s difficulty. The resource manager must receive
the actual deadline and the user-defined fitness level to compare them after
each iteration for the approach to check whether the task has achieved the
user-defined fitness level and reached the deadline.

Traditionally, The GA application can be executed using Docker Swarm or Ku-
bernetes since they are considered state-of-the-art container-based orchestration
systems. However, we proposed an orchestrator that resource management can
use to handle the GA application. Concerning the infrastructure to be used to
deploy the orchestrator, we used Amazon AWS as one of the cloud providers to
deploy the orchestrator and evaluate resource management.
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4.1 Encapsulation of genetic algorithm

We created an approach that containerises the GA so that the resource man-
ager, part of the orchestrator, could instantiate containers to execute the GA
application to manage different GAs, and its parameters passed on the user
requirement. This is illustrated in Figure 4.1, showing the inputs and outputs
of the GA that can be executed in a container. One of the input parameters
is a set of application-specific parameters. It is used when the GA application
solves a specific application. For example, the GA application is used to solve
the Sudoku puzzle. The application must receive the Sudoku puzzle’s difficulty
level for the GA application to solve that puzzle. Then, the application will
generate the puzzle based on that level. The other two parameters (i.e., the ini-
tial population and the number of generations) are used for the GA application
to start the process of finding a suitable solution based on the given problem.

A Docker image was created to execute the GA inside a container, which con-
tained the actual GA application and allowed the image to receive any inputs
that might be used when a container is instantiated. After the container is
executed, the output of the GA application will be processed. The final popu-
lation will contain a set of solutions that were determined to contain the best
solution for the problem that the GA tried to solve. Each individual of the
final population has a fitness value to define how good a solution is within the
population.

Genetic Algorithm

Set of application 
specific parameters

Number of generations

Initial population

Final population

Fitness of each 
individual of 
population

.
 .

 .

Figure 4.1: Inputs and outputs of the GA.

4.2 Application model

The application model can formally describe the work that needs to be done
by the system. Generally, a workload consists of several jobs, and each job
consists of several tasks. In our work, we consider a workload as consisting
of one job and numerous independent tasks. Further, we consider real-time
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tasks based on the case studies presented in section 1.2: (i) allocating real-
time tasks to a multiprocessor system and (ii) Sudoku puzzles. Thus, each task
contains several parameters. Some of which are application-specific. Meanwhile,
others are related to the GA, such as the number of generations and the initial
population. Each of these tasks was a single unit without dependencies.

Beyond the number of generations and the initial population, two parameters
related to the first case study are the X-dimension and Y-dimension. These
parameters are the number of cores in a multiprocessors system. For example,
if X and Y are 3 by 4 (3 X 4), the system represents the core as a grid that
is 3 by 4. In addition to these parameters, there is Navs, which contains the
number of real-time tasks to be allocated into the multiprocessors system. On
the other hand, the second case study receives only one specific parameter,
which is the probability besides the GA parameters. This parameter is the
level of the Sudoku puzzle’s difficulty. The higher the level of the probability
is, the more difficult the puzzle will be. Once the GA application receives the
parameter, it will generate the puzzle to be solved.

Several parameters are common between the case studies to distinguish each
task in both case studies. One of them is a unique task ID so that the result
of that task can be clearly read and evaluated. Other parameters that exist in
both case studies are the fitness required and the deadline in seconds. Both pa-
rameters are fixed values and generated for the resource management to execute
the task and achieve the fitness required by the deadline. The tasks the resource
management handles do not arrive at the same time but one after the other.
Thus, the last parameter is the task waiting time. This parameter specifies the
time that the tasks need to wait before it sends to resource management.

4.3 Proposed orchestrator

In the proposed approach, the orchestrator consists of several components ded-
icated to managing the deployment of the GA workload. This is illustrated in
Figure 4.2. Every component of the orchestrator has its own roles and respon-
sibilities in handling the information related to the task or the node, such as
the number of tasks in a node, tracking the tasks’ response times, and the fit-
ness achieved. First, the client can submit numerous GA tasks, T={t1, t2, ..., tc},
which each provide a set of application-specific parameters, the fitness required,
and the deadline. The tasks arrive randomly every S seconds. Second, once the
resource allocation component receives the task, it requests information from
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the node observer component about the cluster. This information might be
the number of tasks in a node, CPU utilisation, or others that the resource
allocation algorithm needs to allocate the incoming task to a suitable node.

The node observer receives updated information about the cluster from the
Docker manager. This helps make the right decision when allocating the task
to a node. Once the resource allocation module allocates the task to a node,
the Docker manager handles the execution of the task on the specified node
and collects the results. Thus, the Docker manager has a set of n nodes
N={N1, N2, ..., Nn} that execute the task in a Docker container based on the
tasks’ information and each node created as a Docker machine.

In this thesis, as the resource allocation module sets the number of generations
and initial population for the GA, each of the following chapters has its own
assumption of the tasks and the allocation technique. They will be introduced
in each chapter.

Client

Resource
Allocation

Docker
Manager

Node
Observer

Node-1 Node-2 Node-n

Request task

Allocate task to node Request / get node
 information

Execute task

Collect information

Orchestrator

Update information
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Figure 4.2: Proposed orchestrator.

4.4 Metrics

In this thesis, we consider a hard deadline and achieving the user-defined fit-
ness level. Thus, resource management aims to maximise the number of tasks
executed on time and achieve the fitness required. Therefore, this section is
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related to some observed properties of the workload when the orchestrator ex-
ecutes it. The resource allocation policies used may affect the tasks’ results on
the response time, or the fitness achieved. Moreover, the metrics used in this
section can be employed in a resource management approach and for comparing
and evaluating different resource management policies.

Complete task response time:

As the tasks may go through several iterations during their execution, the com-
plete response time of a task is calculated from the arrival of the task until the
end of its execution when the task terminates.

Execution of a single iteration:

The execution of a single iteration is calculated from when it arrived until the
end of its execution at that iteration. This is because tasks may go through
multiple iterations throughout their execution.

Task waiting time:

The task waiting time is the time from the arrival of the task until the resource
allocation allocates one of the available nodes to it.

Fitness achieved:

Once the resource allocation allocates the task to a node, the Docker manager
will handle the execution of the task. Once the task is finished running the
iteration or it completely finished the execution, the result of the task will be
collected. One of the results collected concerns the fitness achieved, which can
determine whether the task has met the user-defined fitness level or not.

Number of successful tasks:

Once the tasks finish executing and the results are collected, a task is considered
successful if the complete response time is less than or equal to the user-defined
deadline. Further, the fitness achieved must be greater than or equal to the
user-defined fitness level.

4.5 Experimental method

We considered the Docker Swarm and Kubernetes as the baselines to compare
the proposed approaches for making a fair comparison. The baselines and pro-
posed approach are assessed at the same load level to ensure a fair comparison.
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The reason for choosing these baselines is that they are considered state-of-the-
art container-based technology. Thus, we created a cluster of 12 nodes in the
baselines and approaches. Further, the baselines and approaches will receive the
incoming task randomly every S second (i.e., 10–20 seconds). The workloads
are based on the case studies mentioned in section 1.2, where we generated
20 workloads (10 workloads for each case study), and each workload contains
150 tasks. Testing the approaches and the baselines with different workloads
will help provide a greater understanding of the result during the evaluation.
Further, it will help in quantitatively analysing the approaches.

Once the incoming task is received by either the master node (from the baseline)
or resource allocation (from the orchestrator), one of the allocation policies will
allocate the task to a suitable node (e.g., the spread strategy in Docker Swarm).
In this thesis, we proposed several allocation policies to handle the allocation of
incoming tasks. Once the task has finished the execution, the result is written
in a log file, and the container is removed.

In our work, we conducted a series of experiments to assess our approaches.
AWS EC2 instances (type t2.micro) used for these experiments have 1 VCPU
and 1 GiB memory, and the operating system is ubuntu. The first step is to
create two instances of t2.micro. This instance is for the user to send the task
and the other instance is for the resource manager to receive and allocate the
tasks.

On the resource manager instance, we need to install the Docker engine to create
a Docker machine and handle the execution of the tasks. Once the installation
is done, then the experiments presented in this research can be reproduced by
following the steps below:

1. In the resource allocation java file ("ResourceAllocation.java"), we need
to choose the approach that needs to be used in the experiment.

2. Run command
java -cp .:lib/* Orchestrator.MainProcess
in the terminal to start the resource manager which then starts by cre-
ating the nodes (Docker machines) that will be used in the experiment.
After each node creation, the applications will be downloaded using "Con-
figNode.sh" which handles the downloading on each node.

3. Once step two is done, on the user instance we need to run the command
java Userpart.Client
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which will connect to the resource manager instance and start sending the
tasks.

All the required files along with detailed instructions to reproduce the results,
are available at https://gitlab.com/ta835/resource-management

4.6 Summary

In conclusion, this chapter introduces a key point that the rest of the thesis
depends on. An encapsulation of the GA is introduced so that resource man-
agement can instantiate as many Docker containers as needed. Each Docker
container can have a different configuration based on this thesis’s task infor-
mation and case studies. Aside from the baselines, the approaches presented
in this thesis will use the proposed orchestrator implemented using Java. We
generated 20 workloads for both case studies to evaluate the approaches and
compare them against the baselines. We collected two metrics to be used in the
evaluation during the experiments: the response time and the fitness achieved.
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Management of container-based
genetic algorithm workloads over
cloud infrastructure

Cloud infrastructure has been widely used to support engineering applications.
The fast and efficient execution of software tools can contribute to prompt re-
sponses and solutions to engineering problems. One specific type of load that
often appears as part of engineering applications is optimisation. In many
cases, optimisation software uses meta-heuristics such as GAs [13]. GAs pro-
vide optimisation solutions in various domains, such as smart factories [14] and
embedded multiprocessors [15]. The number of generations, the initial popu-
lation, and a set of application-specific parameters are examples of parameters
that can be input for a GA. Additionally, a solution with the desired fitness
for a specific problem is often necessary, with this fitness fulfilled by a given
deadline. A prediction feature can be used to determine the fitness by a given
deadline when executing the GA workload. Therefore, this chapter proposed
two approaches to investigate this hypothesis.

In a situation where a container orchestrator (Docker Swarm or Kubernetes) has
been used to deploy and manage the execution of the application, the resource
scheduling process is part of the orchestrator and decides where to allocate the
task. Thus, container-based orchestration systems allow applications to be exe-
cuted in shared resources with fast and flexible deployment. One platform that
can deploy workloads is Docker, an abstraction to help organise the workload,
hide the details and deploy the application in an isolated environment [27].
Docker Swarm and Kubernetes are considered state-of-the-art container-based
orchestration systems [28].
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Improving resource management is considered an essential part of managing a
specific GA workload. This allows the task to meet the deadline and achieve
the fitness level required by the user. We assume that only one task is executed
at a time per cloud node in this chapter. A queue can reserve the tasks until
enough resources are available to process them. Therefore, this chapter proposes
a novel approach to manage different GA workloads and compare them against
the baselines. Additionally, the chapter examines how well this approach im-
proved the number of tasks executed on time and whether the tasks achieved
the required fitness level. There is an iteration process when executing the task.
Therefore, we considered iteration analyses. In addition, because performance
prediction has been used in this chapter, an evaluation technique must be used
to determine the efficiency of the approach. One of the techniques for evaluat-
ing the prediction approach’s effectiveness is to use a prediction error analysis,
which will be done to evaluate the prediction approaches.

5.1 Comparing different allocation techniques

Based on the different models mentioned previously, the resource allocation
module receives the incoming tasks from the client, and it requests from the
node observer the node that is available to handle that task. Based on this
information (i.e., the incoming task like deadline and the information from the
cloud platform like number of task in a node), resource allocation can decide
on which node a task is submitted for execution. Various allocation decisions
are possible. This chapter proposes several approaches and compares them to
the Docker Swarm spread strategy and Kubernetes as baselines. Additionally,
for the baselines, we evaluate the following approaches: fitness tracking (FT),
fitness prediction (FP) and fitness prediction-based linear regression (FPLR).

5.1.1 Fitness tracking (FT):

This approach aims to keep track of the achieved fitness and compare it with the
user-defined fitness requirement. Additionally, the approach aims to improve
the number of tasks, which a) are executed on time and b) achieve achieve the
fitness required by the user.Thus, the task will continue executing tracking until
it reaches the deadline or has achieved the user-defined fitness requirement.

Furthermore, the task goes through several iterations. It has a fixed number
of generations at each iteration to track the time taken to execute the task,
and the fitness achieved, as illustrated in Figure 5.1. Once the task is received,
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either an available node will execute the task or it is placed in a queue. After the
task is allocated to a node, the task starts at the initial iteration and stores the
time it takes, and the fitness achieved. It further sets the maximum number
of iterations that the task can go through. At each iteration, the task will
continue to execute for a fixed number of generations using the best results
from the previous execution. This is because every time we execute the GA
application, it gives similar or better results than the previous time. This
process continues until the task reaches the deadline, the fitness achieved is
higher than the required fitness, or it reaches the maximum number of iterations.

Ready State Node Selection Initial Stage

Process S stages

Received task/
find a node

Node found / 
Start executing the task

[Time >= deadline] / drop task and write result

[Fitness achieved >= fitness required] / done and write result

[Time < deadline &
fitness achieved < 
fitness required] /
 set max stage

[Time < deadline &
fitness achieved < fitness required &
currentStage(S) < maxStage] /
 S +1

[Time >= deadline] / drop task and write result

[Fitness achieved >= fitness required] / done and write result

[current stage > max stage] / done and write result

[nodes = 0] / Insert into queue
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Figure 5.1: State machine of fitness tracking approach (FT).

5.1.2 Fitness prediction (FP):

In FP, although we are executing a fixed number of generations at each itera-
tion, we use a polynomial prediction to predict the fitness achieved at a given
time similarly to FT. In this section, we assume a second-degree polynomial
prediction model. The prediction is used to find the relationship between the
independent variable (time taken) and the dependent variable (fitness achieved).

Predicting the fitness value of a problem-solving process based on a given dead-
line is the aim of fitness-required forecasting for quadratic cases. The mathe-
matical model for the quadratic case is illustrated in equation 5.1. As the new
data points become available when running the approach, the coefficient values
become updated and then can predict the fitness required at a given deadline.
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F (t) = C +m1× t+m2× t2 (5.1)

Where:

- F(t) is the fitness value at time t which means at a given deadline.

- C is the intercept.

- m1 is the coefficient associated with the linear term, indicating the rate of
change of fitness with respect to time.

- m2 is the coefficient associated with the quadratic term, capturing the curva-
ture of the fitness curve over time.

In this approach, we use the prediction to predict the fitness achieved by the
deadline. Additionally, for the FT approach conditions, each iteration will check
whether the fitness predicted is better than or equal to the fitness required
based on the previously observed current task data. Based on Figure 5.1, we
set the predicted fitness as the fitness required to go to the next iteration and
then collect more points that can be used in the prediction. After the second
iteration, the prediction value is updated based on the observation points from
the first and second iterations.

5.1.3 Fitness-prediction-based linear regression (FPLR):

The prediction used in the previous approach (FP) was a polynomial prediction
based on the observation data as the task goes through the iterations. In doing
this, all observation data collected from each iteration are considered when
updating the fitness prediction. Concerning the fitness prediction for FPLR, a
linear regression prediction is used to forecast the fitness achieved at a given
time. The FPLR approach uses predictions based on the last two observed data
points to predict the fitness for the next iteration.

Although the relationship between the dependent and independent variables is
best approximated using a polynomial prediction, one or two outliers in the
data might significantly impact the result of the nonlinear analysis On the
other hand, using the linear regression approach is less complex concerning
its implementation and provides satisfactory outcomes. On the negative side,
the linear regression assumes that the relationship between the dependent and
independent is a straight line. Further, linear regression is too simple to describe
the complexities of the real world.
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F (t) = C +m1× t (5.2)

We are interested in predicting the fitness required of a problem-solving process
based on the computing time (t) spent on the problem in the context of fitness
function forecasting in a linear case. We apply a basic linear model as illustrated
in equation 5.2. Where:

- F(t) is the fitness value at time t which means in our case at a given deadline.

- C is the intercept.

- m1 is the coefficient that represents how the fitness value changes with respect
to computation time t.

We can use a technique like linear regression to determine the values of co-
efficients C and m1. During the problem-solving process, the technique will
collect data points which result in updating the estimated value for C and m1
iteratively.

Thus, each iteration checks whether the fitness predicted is better than or equal
to the fitness required based on previously observed current task data. As
illustrated in Figure 5.1, we set the predicted fitness as the fitness required
to go to the next iteration, with additional data observations collected for the
prediction. In processing the iterations, an additional condition is also used (the
fitness prediction) to determine whether the task can achieve the required fitness
by the deadline. After the second iteration, the prediction value is updated
based on the observation points from the first and second iterations.

5.1.4 Fitness-prediction-based weighted least square curve

fitting (FPWLS)

FPWLS uses one of the curve fitting approaches which is weighted least square
to predict the fitness achieved at a particular time, much like FP. Similar to the
FP, we assume a weighted least square of the second-degree polynomial predic-
tion model in this section. As the name suggests, Weighted Least Square is a
method for accounting for the influence of each data point by giving each data
point the appropriate amount of weight in relation to the parameter estimate.

Like other Least Squares, weighted Least Squares is an effective technique that
uses weights that are inversely related to the variance. It is similar in that it
can offer many kinds of simple-to-understand statistical intervals for estimation,
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prediction and optimization. One of the benefits of weighted least squares is
its capacity to handle regression scenarios where the quality of the data points
varies. Another benefit, it works well for getting the most information out of
small data sets. The major disadvantage, it requires knowing the exact weights.
Results from weight estimation might be unreliable, especially when working
with small samples. In our work, each data point is considered to be important
since we are dealing with a small data set.

In this method, we forecast the fitness achieved by the deadline using WLS.
Similar to the previous approaches, the fitness predicted for the FT approach
conditions will also be compared to the fitness required based on the previously
observed current task data in each iteration to see if it is better or equal. We
set the predicted fitness as the fitness necessary to proceed to the next itera-
tion based on Figure 5.1 and then gather more data that can be used in the
prediction.

5.2 Evaluation

This section will examine the different approaches and baselines concerning how
well they improve task execution. First, an experimental setup will be discussed,
followed by an experimental result. In the experimental result, there will be
several evaluations of the result. For example, one could compare different
approaches regarding the number of successful tasks in each approach. Since
two approaches are used for the prediction, a performance prediction error will
be used to compare their predictions. Then, an iteration analysis will be done
to check the behaviour of the tasks when they go into an iteration process.

5.2.1 Experimental setup

In this experiment, we used the proposed orchestrator in Figure 4.2, as men-
tioned and explained in Chapter 4. Thus, we created a cluster of 12 nodes for
both the baselines and the proposed approaches that could execute the incom-
ing workload. As mentioned in Chapter 4, the user can submit a workload to be
executed in one of the created nodes. Then, resource allocation can receive an
incoming workload randomly every S second (i.e., 10–20 seconds) and allocate
the task to the available node. In this chapter, we assume that the node can
execute only one task per cloud node.

Since we have a deadline for managing the GA workload in this chapter, the
experimental work aims to evaluate different approaches such as FT, FP and
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FPLR and compare them against Docker Swarm and Kubernetes baselines.
Additionally, the first experimental hypotheses (related to managing the GA
workload) will be investigated in this section of the evaluation. During the
evaluation, we consider two metrics: the response time and the fitness achieved.
The importance of collecting these metrics is to find the number of successful
tasks. In our work, we can say that the task is considered a successful task only
when it achieves user the defined fitness level by the deadline.

Regarding the workload, we consider two specific kinds of GA workloads: allo-
cating real-time tasks to a multiprocessor system and Sudoku puzzles. Thus, the
GA is fed with problem-specific parameters needed for these case studies. The
number and types of tasks to be allocated and interconnects of the multipro-
cessor are example parameters related to the real-time multiprocessor problem.
However, the difficulty level of the puzzle is an example parameter related to
the Sudoku puzzle.

When generating the previous workload, we generated real-time tasks with a
task ID, x-dimension, y-dimension and navs. The x-dimension and y-dimension
are the number of processors in a multiprocessor system, and navs contain the
number of real-time tasks. Further, we generated the level of difficulty for the
Sudoku puzzle optimisation problem. These parameters will be passed to the
genetic algorithm for an application-specific domain. Additionally, we generated
the fitness needed to be met for each task when the task finished executing and
a fixed deadline in seconds.

Our experiment used Amazon Web Services EC2 instances to deploy our or-
chestrators and run the experiments. The node used was t2.micro (1 VCPU
and 1GB memory), running on the Ubuntu Linux operating system. Since we
have two main parts of the orchestrator (the user who sent the workload and
the rest of the orchestrator), there were two EC2 nodes for each client and the
orchestrator. Therefore, the client could send a task for the resource allocation
to receive. We created additional 12 nodes to handle the execution of the tasks
to have a fair comparison between the proposed approaches and the baselines.

5.2.2 Experimental results

We considered two case studies (real-time multiprocessors allocation and Su-
doku puzzles) mentioned in section 1.2. In our work, we ran 10 experiments
on each case study. Thus, we executed 150 tasks on the FT, FP, FPLR and
FPWLS approaches in each experiment and the Docker Swarm and Kubernetes.

65



Chapter 5. Management of container-based genetic algorithm workloads over
cloud infrastructure

We collected two metrics: the response time and the fitness achieved. The re-
sults show that the approach we implemented (FPWLS) performed better than
the FT, FP and FPLR approaches and the Docker Swarm and Kubernetes in
the first case studies. In the second case study, the result of FPWLS shows that
the approach pull-back compared with the other approaches. In more detail,
the median observed results of FPWLS in the first case study were higher than
the median observed results in the other approaches, as shown in Figure 5.2
and 5.3.
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Figure 5.2: Results of 10 experiments of different approaches
and different GA workloads ( real-time multiprocessor allocation)

concerning the number of successful tasks.
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Figure 5.3: Results of 10 experiments of different approaches
and different GA workloads ( Sudoku puzzle) concerning the

number of successful tasks.

As shown in Figure 5.2, the FT approach has 16% more successful tasks than
the Docker Swarm and Kubernetes, whereas the FP approach has achieved 21%
more successful tasks. In addition, the FPLR has achieved 26% more successful
tasks. Further, the FPWLS achieved a higher percentage than FT, FP and
FPLR, with 29% more successful tasks. Conversely, FPLR achieved a higher
percentage of successful tasks with 13% than FP with 9%, FT with 5% and
FPWLS with 11% more successful tasks (Figure5.3).

The reason for the results in the Docker Swarm and Kubernetes ( state-of-the-
art container-based orchestration systems ) is that they both execute the task
in a single execution. Therefore, the container executed and reported back the
result, regardless of the condition. However, in FT, FP, FPLR and FPWLS,
we forced the GA containers to run in iterations to keep track of and predict
the fitness, considering the tasks’ deadline. Once the results were obtained, we
compared them with the desired results. Additionally, the approaches could
tune the number of generations passed to the GA container to ensure they did
not exceed the current task’s deadline. Having these features over the Docker
Swarm and Kubernetes allows us to achieve more successful tasks as shown in
the previous results.
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Approach f -ratio P -value
FT vs. Docker Swarm 39.72 p-value is < .00001
FP vs. Docker Swarm 61.28 p-value is < .00001

FPLR vs. Docker Swarm 138.90 p-value is < .00001
FPWLS vs. Docker Swarm 174.64 p-value is < .00001

Table 5.1: One-way ANOVA test comparing the FT, FP, FPLR
and FPWLS approach against Docker Swarm in real-time mul-

tiprocessor allocation case study.

We compared the results using one-way analysis of variance (ANOVA) tests to
statistically demonstrate the difference between the results obtained from the
experimental approaches. As seen from the previous result that Docker Swarm
and Kubernetes achieve similar results in both case studies, we use Docker
Swarm to compare our results against it when analyzing the result using the
ANOVA test.

Thus, the f-ratio is the variation between the approaches’ mean values based
on the f-ratio. The p-value can be obtained and compared to the significance
level (0.01, 0.05, or 0.10). As illustrated in table 5.1, the result shows that the
F-ratio is 39.72 when comparing FT against Docker Swarm whereas the p-value
(p-value < 0.00001) is less than the significance level of 0.05. Therefore, at the
95% confidence level, it can be observed that there is a significant difference
among the other approaches when we compare them against Docker Swarm.

Approach f -ratio P -value
FT vs. Docker Swarm 7.81 p-value is .011949
FP vs. Docker Swarm 19.20 p-value is .00036.

FPLR vs. Docker Swarm 41.66 p-value is < .00001
FPWLS vs. Docker Swarm 30.85 p-value is .000028

Table 5.2: One-way ANOVA test comparing the FT, FP, FPLR
and FPWLS approach against Docker Swarm in Sudoku puzzle

case study.

On the other hand, we used the ANOVA test for the second case study (Sudoku
puzzle). We compared FT approach against Docker Swarm. As illustrated in
table 5.2, the result shows that the f-ratio value is 7.81 when we compare FT
approach with Docker Swarm, whereas the p-value is 0.011949 which is less than
the significance level of 0.05. Therefore, at the 95% confidence level, it can be
observed that there is a significant difference among the approaches. Similarly,
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it can be observed that the results of the other approaches are significant when
comparing them against Docker Swarm.

Further iteration analysis of the approaches was carried out using both case
studies: real-time multiprocessor allocation and the Sudoku puzzle. The itera-
tion analysis is related to the number of iterations that the tasks go through to
achieve the desired result. Several points can be observed in Figures 5.4, 5.5, 5.6
and 5.7. As illustrated in Figure 5.4 and 5.5, the FPLR approach could reduce
the number of iterations compared to the FT, FP and FPWLS approaches. The
reason for reducing the number of iterations is that some tasks were dropped
earlier due to the fitness prediction condition in the FPLR approach. In addi-
tion, the number of observed data points that are considered in the prediction
models (e.g. FP, FPLR and FPWLS) are small which may have some effects
on the number of tasks done or dropped at each stage.

Conversely, the same analysis has been applied to a second case study, showing
that the FP approach has reduced the number of iterations that the task can
go through compared to the FT, FPLR and FPWLS approaches. As shown
in Figure 5.6 and 5.7, most of the approaches did not reduce the number of
iterations as was seen in the previous case study (Figure 5.5). This is because
some tasks take longer (concerning the number of generations and iterations)
to solve the Sudoku puzzle. Further, related to the puzzle’s difficulty, there
is a low number of difficulty levels of the puzzle, needing a larger number of
generations to find a solution. Furthermore, FPLR has a smaller number of
tasks beyond the eleventh iteration compared to the FT approach.

The GA applications that we are dealing with in this research are configured
to achieve similar or better results. Therefore, as explained previously, some
tasks can be dropped when using FP, FPLR or FPWLS, reducing the com-
putational cost of running the task. Based on the result achieved, FPWLS
has achieved 29% more successful tasks in the real-time multiprocessor alloca-
tion whereas 11% more successful tasks in the Sudoku puzzle than the FT and
FP approaches while it is closer to FPLR approach with 13% more successful
tasks. Additionally, the prediction approaches used in FP, FPLR and FPWLS
can identify whether the task can reach the user-defined fitness based on the
observed data points of the current task. Based on these approaches, the task
can continue to execute or be dropped early.

Since FP, FPLR and FPWLS use predictions to forecast the fitness achieved at
a given iteration, we used the root mean square error (RMSE) and mean abso-
lute error (MAE) measurements to evaluate the performance of the prediction
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(a) FT approach.
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(b) FP approach.

Figure 5.4: The number of tasks done and dropped in each
iteration of the real-time multiprocessor allocation in FT and

FP approaches.
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(a) FPLR approach.

1 2 3 4 5 6 7 8 9
Iterations

0

10

20

30

40

50

60

70

80

90

Nu
m

be
r o

f t
as

ks

Done
Dropped

(b) FPWLS approach.

Figure 5.5: The number of tasks done and dropped in each
iteration of the real-time multiprocessor allocation in FPLR and

FPWLS.
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(a) FT approach.
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Figure 5.6: The number of tasks done and dropped in each
iteration of the Sudoku puzzle in FT and FP approaches.
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(a) FPLR approach.
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Figure 5.7: The number of tasks done and dropped in each
iteration of the Sudoku puzzle.
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approaches. RMSE and MAE measure the difference between the predicted
value at a given iteration and the achieved value at a given iteration, as shown
in Equations (5.3) and (5.4). A lower value of RMSE and MAE demonstrates
a better result. In addition, they show how far the predicted values are from
the actual values [99].

RMSE =

√√√√∑n
j=1 (xj − x̂j)

2

n
(5.3)

MAE =
1

n

n∑
j=1

|xj − x̂j| (5.4)

where xj is the observed value, and x̂j is the predicted value. Thus, the pre-
diction error unit in the figure is the fitness function. As shown in Figures 5.8
and 5.9, the results of the 10 experiments of the FP, FPLR and FPWLS show
that FP has a lower median than the FPLR and FPWLS approaches in both
applications (real-time multiprocessor allocation and the Sudoku puzzle). Fur-
ther, the results demonstrate that FP has better accuracy in both MAE and
RMSE. The reason for such results is that FPLR uses a linear regression pre-
diction, which is optimistic concerning giving an early prediction result. Since
we have small data-points to be used in the FPWLS approach which is one of
its drawbacks, the approach performed worse than other approaches in terms
of prediction error.

Since the MAE and RMSE look into the prediction error and compare the
approaches, these measurements did not show the change in the prediction
error across the iterations. This can be shown in Figures 5.10 and 5.11. In both
figures, the delta fitness is taking the absolute value of the difference between
the fitness achieved and the fitness predicted. Further, the prediction has not
been used during the first or second iteration. Therefore, the actual prediction
errors start from the third iteration. Figure 5.10 shows that the FP and
FPWLS approaches achieved a similar result concerning the delta fitness across
the iterations, whereas the FPLR approach starts with a high delta fitness and
gets lower in further iterations.

On the other hand, Figure 5.11 shows that the tasks in both approaches reach
the maximum number of iterations. Further, the delta fitness starts high and
slightly gets lower as the tasks go on in further iterations. Additionally, the
median of delta fitness of the FPLR approach achieves better results than FP
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(b) RMSE prediction error.

Figure 5.8: Prediction errors of the real-time multiprocessor
allocation.
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Figure 5.9: Prediction errors of the Sudoku puzzle.
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(b) Delta fitness of FPLR approach.
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(c) Delta fitness of FPWLS approach.

Figure 5.10: Delta fitness of the real-time multiprocessor allo-
cation.
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(b) Delta fitness of FPLR approach.
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(c) Delta fitness of FPWLS approach.

Figure 5.11: Delta fitness of the Sudoku puzzle.
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and FPWLS. The figures show that the FP and FPWLS approaches averages
across the iterations fall above 5 for the fitness achieved, whereas the FPLR
approach falls below 5 for the fitness achieved.

Designing a system that simultaneously fulfils the majority of real-time tasks
on time and achieves the user-defined fitness level is challenging due to the
initial assumption that the workload is unknown in advance. The goal of this
research is to propose solutions that outperform the state-of-the-art container-
based orchestration systems (e.g. Docker Swarm and Kubernetes). Both Docker
Swarm and Kubernetes can handle the GA tasks but they only execute them
without taking into consideration the user-defined fitness level and the timing
constraints. Hence, we utilize these features in our work in such a way as to
improve the result.

Furthermore, the idea behind these approaches is to develop a solution that is
close to the baseline in order to have a fair comparison. In addition, our interest
in the prediction models used is to drop the tasks that might not achieve the
user-defined fitness level by the deadline even if there was no change in the
fitness. By doing this, we allow the tasks that are in the waiting queue to be
allocated to a node and start the execution which results in reducing the waiting
time.

5.3 Summary

In general, the work in this chapter attempts to manage the GA workload
in a container-based environment by considering two case studies (the real-
time multiprocessors allocation and the Sudoku puzzle). To this end, we have
proposed the FT, FP, FPLR and FPWLS approaches to improve the number
of tasks executed on time and achieve the fitness required by the user. After
running the 10 experiments and comparing FPWLS against the FT, FP and
FPLR approaches, the FPWLS approach achieves better results and improves
the total number of tasks executed on time while attaining the required fitness.
Although prediction models usually require a suitable data sample to be used
during the training of the models, the prediction model that has been used in
FP, FPLR, and FPWLS is able to predict given the data points provided from
executing the task.
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Chapter 6

Handling node interference in
managing genetic algorithm
workloads

Chapter 4 discussed the orchestrator’s model used in our experiment and the
containerisation approach, which allows the resource manager to instantiate
as many GA containers as needed. Further, the chapter explains the metrics
collected to be used in the evaluation. On the other hand, Chapter 5 examined
the management of container-based GA workloads over cloud infrastructure.
However, one limitation that can be observed from this chapter is that resource
management cannot handle node interference. Therefore, only one task can be
executed per cloud node.

However, this chapter presents a weight-based node interference approach. The
node interference happens when two or more tasks are executed in the same
cloud node. This approach is designed to handle node interference and allow
multiple tasks without negatively impacting previously allocated workload. The
approach considers collecting information from the workload during the execu-
tion to achieve this and uses it to determine which node can achieve the goal of
the approach.

There are two metrics that the approach used to handle node interference:
slack time and fitness achieved. Thus, the proposed approach in this chapter is
evaluated using a similar evaluation as the previous chapter. Experimental work
is undertaken on each of the features and is compared to the baselines (Docker
Swarm and Kubernetes), and the FT approach from the previous chapter.
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6.1 Weight-based node interference approach

Our algorithm intends to find a feasible allocation for the GA workload to meet
the user-defined QoS constraints. In other words, the response time of each
task must not exceed the user-defined deadline, and the fitness achieved from
executing the task must not be lower than the user-defined fitness level. In
this subsection, we propose a metric called weight to represent the workload
handled by a particular node at each point in time. We then use that metric
to guide our allocation process so that new workloads are placed on the nodes
more likely to handle them without negatively impacting previously allocated
workload.

In our work, node interference happens when there is more than one task ex-
ecuted in a cloud node. As these tasks share the same resources, each task
executed in the same node can be affected owing to the sharing of resources.
Therefore, the weight of each node considers the task’s fitness achieved and slack
time, which is the time difference between the deadline and response time. As
the deadline and the achieved fitness of the task are important in our work,
the task goes through several iterations. Each iteration has a fixed number of
generations used to track the time taken to execute the task (response time)
and fitness achieved.

Concerning allocating an incoming task to a node, the resource allocation will
always allocate the incoming tasks to an idle node if an idle node exists. In
case all the nodes are busy executing other tasks, we use the weight of each
node. We calculate the normalised slack time of the task (NSTjk) to obtain
the weight of the nodes, as illustrated in equation (6.1). Simultaneously, we
find the normalised difference in the fitness of the task (NDFj), as shown in
equation (6.2). We used maxFAjk and FAjk to find the NDF to avoid dividing
it by zero value as FRj can be zero. Furthermore, as shown in table 6.1, three
nodes are an example, and each node has some tasks under the process of
execution. The table represents the information of currently executed tasks at
some point in time with NST and NDF values.

NSTjk =
Dj −RTjk

Dj

(6.1)

NDFj =

(
|FAjk − FRj|
maxFAjk

)
(6.2)
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Node Tasks within
the node

Dj RTjk NSTjk FRj FAjk maxFAjk NDFj

node-1
task-1 88 30 0.659 0 6 27 0.22
task-2 125 3 0.976 9 14 14 0.357

node-2 task-3 130 10 0.923 18 35 35 0.485

node-3
task-4 198 94 0.525 0 8 26 0.307
task-5 191 8 0.958 9 42 42 0.785

Table 6.1: Example of data collection in each of the node while
executing tasks.

In the equation Dj is the deadline of the task, and RTjk is the response time
at the k iteration. As we are dealing with tasks’ response time less than the
deadline, we do not need to use the absolute value of Dj and RTjk. Further,
max FAjk is the maximum fitness achieved, as the fitness achieved is updated
after each iteration whereas FAjk is the fitness achieved at iteration k. Also,
FRj is the fitness required. The intuition behind NSTjk and NDFj is finding
the node of a task with a larger slack time and less fitness to be achieved, where
the effect of the new task will be less on the existing task.

As soon as the previous values are collected from each task j in node i, equa-
tions (6.1) and (6.2) will start the normalisation process. As such, we obtain
the final result of both NSTj and NDFj. Subsequently, we apply equation (6.3)
to determine the weight of each node in the cluster (Wi).

Wi =
n∑

j=1

NSTjk +NDFj (6.3)

Once we have the weights based on equation (6.3), we allocate the incoming
task to the node with the maximum weight value. This process ensures that
the incoming task will have a negative impact on the existing task when the
resources are shared. For example, we can apply and calculate the weight of
each node ( table 6.1). Then, node-1 will have a total weight of 2.209, node-2
will have a total weight of 1.408, and node-3 will have a total weight of 2.575.
Based on these weight values of the nodes, the incoming task will be allocated
to node-3 as the node will have the maximum weight among the other nodes.

When executing two or more tasks in the same cloud node, the node might
reach a saturation point and at that point, some of the tasks might get more
resources than the other tasks closer to their deadline. Thus, We use a fixed
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threshold of CPU utilisation to avoid the node from reaching a CPU saturation
point. Once a node reaches the threshold, we limit the tasks within the node
based on the tasks’ deadlines. In other words, the task that is closer to its
deadline will be allocated more CPU utilisation. We calculate the percentage
of the task based on its response time and how long the node executes the task
to limit the CPU utilisation of the tasks, as illustrated in equation (6.4).

PTj =
RTjk

Dj

(6.4)

We use algorithm (1) to illustrate the process of limiting the tasks within a node.
From line (1 - 7), Docker Manager, which is part of the orchestrator, collects
the CPU utilisation of each node in the cluster for every fixed interval by using
a Linux command ”head − n1/proc/stat” for calculating the CPU utilisation.
The information is then passed to the Node Observer to update every node and
its CPU utilization. At line 4, the Node Observer checks the fixed threshold
against every node in the cluster to see whether the node exceeded the threshold
which then flagged every node in the cluster with true if a node exceeded and
false if the node did not reach the threshold. Subsequently, from line (8 - 13), the
Resource Allocation checks every node with a true flag to limit every task within
that node based on equation (6.4). Assuming node-3 reaches the threshold for
the CPU utilisation, the node will be flagged true, and the Docker Manager will
use one of the Docker options, which is ("−− cpu =< value >") to specify the
CPU available for the task. This option allows the resource manager to limit
the CPU usage of a task. Taking an AWS EC2 instance with 1 CPU as an
example, the value range from 0.0 to 1 which means that −− cpu = 0.6 reflects
that the task will guarantee maximum of 60% of the CPU utilization.

Considering table 6.1, task-4 will guarantee maximum of ≈ 0.47 of the CPU,
while task-5 will guarantee a maximum of ≈ 0.05 of the CPU. In this case, the
task closer to reaching the deadline will be allocated more CPU to provide a
better chance to achieve the fitness required before the deadline. On the other
hand, once the CPU utilisation of the node is back to normal (less than the
threshold), all the tasks within that node will return to their normal state with
full access to the CPU.

For more clarification, the approach discussed in this section has several features
involved to assist resource management, such as NSTj, NDFj, Wi and Wi with
monitoring node utilisation. Each of these features can be used individually to
analyse their result. Since we are dealing with timing constraints, we use node
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utilization to distribute the CPU among the existing tasks in the node based
on the percentage of the task.

Algorithm 1: CPU utilization control.
Input: CPU utilisation of nodei.
Result: Limit the CPU utilisation of each task.

1 nodeFlag = < nodei, false >;
2 for nodei in Nodes do
3 collect CPU utilisation for nodei;
4 if CPU utilisation for nodei > 80% then
5 nodeFlag = < nodei, true >;
6 end

7 end
8 if nodeFlag == < nodei, true > then
9 for taskj in nodei do

10 Compute PTj from equation (6.4) for each task;
11 limits the CPU usage for taskj based on PTj value.

12 end

13 end

6.2 Admission control for firm real-time task

Task allocation and scheduling algorithms that use admission control have been
shown to be useful in the case of dynamic workloads in container-based systems
because they can boost platform utilization and meet timing requirements. On
real-time systems, three real-time types can be distinguished based on the effects
of missing a deadline: hard, where any deadline violation may endanger the
correct behaviour of the entire system; firm, where it does not harm the correct
system behaviour but the late completion of the task is worthless; and soft,
where a late task still has consequential damage for the system [88].

In this section, we propose an admission control based on slack time to improve
the number of successful tasks that achieved the user-defined fitness level by
the deadline. In this section, we are assuming that we have a firm deadline. In
case there is an idle node new tasks will be allocated to it. In case all the nodes
have currently executing tasks, this technique uses the information from each
task and then allocates the new task to a node with a minimum slack time.
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The main goal of choosing the minimum slack time is to allow other nodes with
higher slack time to finish executing the tasks and obtain a positive value by
achieving the required result. From the previous equation (equation 6.1) we can
formulate a new equation to calculate the normalized slack time of every task
in a node as shown in equation 6.5.

NSTADi =
n∑

j=1

Dj −RTjk

Dj

(6.5)

As shown in the normalized slack time (NSTADi), the equation Dj is the
deadline of the task, and RTjk is the response time of task j at the k iteration.
After allocating the task to an idle node if exists otherwise to a node with a
maximum NSTADi, the task will start the execution. After each execution,
admission control will check the response time of the task with its user-defined
deadline. If the tasks still have time remaining and the user-defined fitness level
still did not achieve the task will be admitted again for further execution.

6.3 Evaluation

This section will considers several techniques and baselines to observe how ef-
fectively they improve task execution. An experimental setup will be discussed
first, followed by a discussion of the experimental result. There are numerous
evaluations of the experimental result in the report. An example is comparing
different ways based on the number of successful tasks in each methodology.
There are features involved in calculating the weight. Therefore, each of the
features will be analysed separately. Finally, the combined approach is also
analysed. Then, an iteration analysis was undertaken to check the behaviour of
the tasks when they go into an iteration process.

6.3.1 Experimental setup

In this experimental work, we follow a similar setup as section 5.3.1. As we
consider node interference in this chapter, we assume that the cloud node can
execute multiple tasks at the same time per cloud node. The experimental
work aims to evaluate different approaches, such as NST, NDF and W, and
compare them against Docker Swarm and Kubernetes as baselines and as an
FT approach discussed in the previous chapter. Additionally, the second ex-
perimental hypothesis (related to node interference) will be investigated in this
section of the evaluation. Moreover, the number of successful tasks, which will
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be used in the evaluation, can be defined as the task whos response time is less
than or equal to its deadline and its fitness achieved is greater than or equal to
its fitness required.

6.3.2 Experimental results
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Figure 6.1: Result of 10 experiments of different approaches
and different GA workloads ( real-time multiprocessor allocation)

in terms of the number of successful tasks.

As we considered two case studies (real-time multiprocessors allocation and Su-
doku puzzle) in our work, we ran 10 experiments on each of the case studies.
Thus, in each experiment, we executed 150 tasks on the W, NDF and NST ap-
proaches. Then, we compared them against the FT approach from the previous
chapter as well as Docker Swarm and Kubernetes as they considered the base-
lines. The reason for choosing the FT approach and not the others is because
FP and FPLR use prediction features. Also, both W and FT are rather simi-
lar in executing the tasks, except that the cloud node in the previous chapter
executes only one task at a time per cloud node, whereas W is able to execute
multiple tasks at a time per cloud node. We used the same metrics explained
in chapter 4 which are response time and fitness achieved. The results show
that the approach we implemented (W ) performed better than the other ap-
proaches, including Docker Swarm and Kubernetes in both case studies. The
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Figure 6.2: Result of 10 experiments of different approaches
and different GA workloads ( Sudoku puzzle) in terms of the

number of successful tasks.

median and maximum observed results of W in both the case studies are higher
than the median and maximum observed results in other approaches, as shown
in Figure 6.1 and 6.2.

As shown in Figure 6.1, the W approach has a higher percentage at 26% more
successful tasks when compared to Docker Swarm and Kubernetes. Also, NDF
achieved 15% more successful tasks, whereas 16% more successful tasks were
achieved for NST and FTV1. On the other hand, using Figure 6.2, W also
achieved a higher percentage of successful tasks at 20% when compared to other
approaches. Additionally, NDF achieved 12% more successful tasks, whereas
NST achieved 10% more successful tasks, and FTV1 achieved 4% more success-
ful tasks.
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Approach f -ratio
W vs. Docker Swarm 129.54
W vs. Kubernetes 99.87

W vs. FTV1 10.56

Table 6.2: One-way ANOVA test comparing the W approach
against Docker Swarm, Kubernetes, and FTV1 in real-time mul-

tiprocessor allocation case study.

We compared the results using one-way analysis of variance (ANOVA) tests
to statistically demonstrate the difference between the results obtained from
the experimental approaches. for the same reason as stated in the previous
chapter, Docker Swarm and Kubernetes achieve similar results which allows
us to choose one of them and compare our result against it. The f-ratio is
the variation between the approaches’ mean values based on the f-ratio. The
p-value can be obtained and compared to the significance level (0.01, 0.05, or
0.10).

As illustrated in table 6.2, the result shows that the F-ratio is 129.54 when com-
paring W against Docker Swarm, whereas the F-ratio is 99.97 when comparing
W against Kubernetes. In both cases, the p-value (p-value < 0.00001) is less
than the significance level of 0.05. Therefore, at the 95% confidence level, it can
be observed that there is a significant difference among the three approaches.
Furthermore, we compared W with FTV1, and the result shows that the F-ratio
is 10.56, and the p-value (0.004437) is less than the significance level. Thus, at
the 95% confidence level, it can be observed that there is a significant difference
between the approaches.

Approach f -ratio
W vs. Docker Swarm 114.13
W vs. Kubernetes 84.94

W vs. FTV1 89.35

Table 6.3: One-way ANOVA test comparing the W approach
against Docker Swarm, Kubernetes, and FTV1 in Sudoku puzzle

case study.

On the other hand, we used the ANOVA test for the second case study (Sudoku
puzzle). We compared W, Docker Swarm, Kubernetes and FTV1. As illustrates

88



Chapter 6. Handling node interference in managing genetic algorithm
workloads

in table 6.3, the result shows that the f-ratio value is 114.13 when we compare
W with Docker Swarm, whereas the f-ratio is 84.94 when we compare W with
Kubernetes. Thus, in both cases, the p-value (p-value < 0.00001) is less than
the significance level of 0.05. Therefore, at the 95% confidence level, it can be
observed that there is a significant difference among the approaches. Addition-
ally, we compared W and FTV1. The analysis result shows that the f-ratio is
89.35 and the p-value (0.00001) is less than the significance level. Thus, at the
95% confidence level, it can be observed that there is a significant difference
between the approaches.
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(a) W approach.
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(b) NDF approach.
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(c) NST approach.
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(d) FT approach.

Figure 6.3: Number of tasks done and dropped in each itera-
tion of the real-time multiprocessor allocation.

Next, we undertook an iteration analysis of the approaches of W, NDF, NST
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(a) W approach.
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(b) NDF approach.
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(c) NST approach.
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(d) FT approach.

Figure 6.4: Number of tasks done and dropped in each itera-
tion of Sudoku puzzle.

and FT. Further, we applied this analysis to both case studies: real-time mul-
tiprocessor allocation and the Sudoku puzzle. The iteration analysis is related
to the number of iterations that the tasks go through to achieve the desired
result. Several points can be observed in Figures 6.3 and 6.4. As illustrated
in Figure 6.3, the NST approach achieves a similar result as the FT approach.
While W and NDF approaches exceed the number of iterations when compared
to the FT approach.

Figure 6.3(A) shows there are more cases of tasks that achieved the required
fitness on time (done tasks) when compared to (B), (C) and (D). Meanwhile,
there are better cases of tasks (done tasks) in (B) and (C) compared to (D). On
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the other hand, although the number of iterations is the same in (C) and (D),
the number of dropped tasks is slightly different, as can be observed from the 4th

iteration until the 9th iteration. Considering the slack time, (C) has improved
the number of tasks done which allows tasks to have more time and a better
change of achieving the fitness required. Furthermore, as there were no tasks
placed in the queue, several tasks took advantage of the extra time and spent it
on the tasks to be executed. Taking the W approach from the 3th until the 10th

iteration as an example, the number of tasks done are shown when compared
to the FT approach. Therefore, at least 15 tasks took advantage of the node
interference approach and the tasks were either done or dropped before.

We also conducted the same analysis and applied it to the second case study
(Sudoku puzzle). Figure 6.4 shows that as we allow multiple tasks to be executed
simultaneously, more tasks tend to go through the iterations trying to achieve
the required fitness on time, as illustrated in subfigures (A, B and C) and
compared with the previous approach (FT). Further, figures (B and C) tend to
drop more tasks at early iterations when compared to (A). Thus, we can observe
that the W approach achieved more cases of tasks done across the iterations
when compared to other approaches. Taking the number of iterations from the
6th until the 18th iteration as an example, because the tasks do not have to be
placed in a queue in W, more tasks spend that time executing and some of them
achieved the user requirement when compared to the FT approach.

As the second part of of the experiments use CPU control, we conducted more
analysis comparing different threshold when limiting the CPU as illustrated in
figures 6.5 and 6.6. Figure 6.5 shows that WCPU with 70% threshold achieved
a better result when compared to 80% and 90% thresholds. Comparing the
same result that we observed previously, WCPU70% achieved more successful
tasks with 17% when compared to WCPU80% with 15% and WCPU90% with
9%. Other comparisons can be observed when we compare these results against
W with CPU control as it achieves 26% more successful tasks when compared
to Docker Swarm. Thus, based on the result, some tasks are affected by limiting
the CPU during the execution. Therefore, they did not achieve the fitness level
by the deadline.

On the other hand, we conducted the same analysis on the second case study
as illustrated in figure 6.6. WCPU90% and WCPU70% achieve similar results
when compared against the W. They both achieved 20% more success when
compared to Docker Swarm. This means that CPU control with 90% and 70%
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Figure 6.5: Result of 10 experiments of different approaches
and different GA workloads ( real-time multiprocessor allocation)

in terms the CPU control in the W approach.

has a slight effect on the execution of the task, whereas WCPU80% is affected
by the CPU control which achieves 15% more successful task.

One of the limitations of the previous approach (FT) is that every task has to
wait in the queue in case all the nodes are busy executing other tasks. However,
the approach that we implement can handle node interference. Therefore, re-
source allocation will allocate the incoming tasks based on the new approaches
if there is no idle node. From this point, further analysis was undertaken related
to the waiting time of tasks for both case studies, as illustrated in Figures 6.7
and 6.8. In these figures, different colours mean different experiments. It can
be observed from both figures that tasks spent more than 5 seconds waiting to
be executed, as shown in both figures in subfigure (B). On the other hand, the
W approach in Figure 6.7 shows that none of the tasks waited for a node to
be executed. Meanwhile, in Figures 6.8, the approach significantly reduced the
waiting time.

Additionally, for the previous analysis, we compared W and WCPU80% as an
example concerning the CPU utilisation as we control the CPU utilisation of
the tasks as the node exceeded the threshold. We applied this analysis to both
of the case studies, as illustrated in Figures 6.9, 6.10, 6.11 and 6.12. Each figure
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Figure 6.6: Result of 10 experiments of different approaches
and different GA workloads ( Sudoku puzzle) in terms the CPU

control in the W approach.

legend represents a cloud node, so each subfigure shows two nodes only to see
the difference before and after applying the CPU utilisation control. General,
it can be observed from Figure 6.9 that most of the nodes tend to exceed the
threshold (80%) of CPU utilisation. On the other hand, Figure 6.10 illustrates
that controlling CPU utilisation reduces CPU utilisation in some situations.
The reason for this reduction is that when we limit the CPU utilisation, we
only apply it after the first iteration of the tasks to collect the information for
equation (6.4).
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(a) W approach.
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(b) FT approach.

Figure 6.7: Waiting time of tasks in real-time multiprocessor
allocation.
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Figure 6.9: CPU utilization of the W approach in real-time
multiprocessor allocation
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(a) W approach.
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(b) FT approach.

Figure 6.8: Waiting time of tasks in Sudoku puzzle.
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Figure 6.10: CPU utilization of the WCPU approach in real-
time multiprocessor allocation
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The same analysis was applied to the second case study (the Sudoku puzzle)
provided in Figures 6.11 and 6.12. The same was observed in this case study
when we control the CPU utilisation of the nodes. Thus, some tasks might
utilise high CPU and finish the tasks before applying some control over the
node exceeding the threshold.

Moreover, it can be observed that some nodes have been idle for some time
in both case studies. The explanation for this lies in the process of allocating
the tasks to a node. More specifically, the allocation technique is the first look
for an idle node to handle the incoming task. If all the nodes are busy, then
we apply the node interference approach. When more nodes become idle, the
allocation technique will choose a random node. This randomness of choosing
the idle node can result in some nodes becoming idle for some time.
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Figure 6.11: CPU utilization of the W approach in Sudoku
puzzle.

96



Chapter 6. Handling node interference in managing genetic algorithm
workloads

21 16:21
21 16:26

21 16:31
21 16:36

21 16:41
21 16:46

21 16:51
21 16:56

21 17:01
0

20

40

60

80

C
PU

 U
ti

liz
at

io
n 

(%
)

1
2

21 16:25
21 16:30

21 16:35
21 16:40

21 16:45
21 16:50

21 16:55
21 17:00

21 17:05

0

20

40

60

80
3
4

21 16:25
21 16:30

21 16:35
21 16:40

21 16:45
21 16:50

21 16:55
21 17:00

10

20

30

40

50

60 5
6

21 16:23
21 16:28

21 16:33
21 16:38

21 16:43
21 16:48

21 16:53
21 16:58

21 17:03

Time of a day

0

20

40

60

80

100

C
PU

 U
ti

liz
at

io
n 

(%
)

7
8

21 16:22
21 16:27

21 16:32
21 16:37

21 16:42
21 16:47

21 16:52
21 16:57

21 17:02

Time of a day

0

20

40

60

80

100 9
10

21 16:25
21 16:30

21 16:35
21 16:40

21 16:45
21 16:50

21 16:55
21 17:00

Time of a day

0

20

40

60

80

100 11
12

Figure 6.12: CPU utilization of the WCPU approach in Su-
doku puzzle.

Furthermore, we carried out an analysis of the NSTAD approaches and com-
pare it with FT, Docker Swarm and Kubernetes. Moreover, we applied this
analysis in a real-time multiprocessor allocation case study. The NSTAD

uses the equation from the previous section (equation 6.5) to allocate the new
tasks to a node. It can be observed from the result in figure 6.13 that the
approach achieved similar results as the FT approach. On the other hand,
the approach outperforms Docker Swarm and Kubernetes. Although FT and
NSTAD achieved a similar result, NSTAD has a higher median than FT ap-
proach.
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Figure 6.13: Result of 10 experiments of different approaches
and different GA workloads ( real-time multiprocessor allocation)

6.4 Summary

In summary, this work aims to manage the GA workload in a container-based en-
vironment by considering two case studies (real-time multiprocessors allocation
and the Sudoku puzzle). As the previous approach (FT) had some limitations
in handling node interference, this work introduces node interference based on
the weight of the tasks in a node. Therefore, we have proposed fitness tracking
based on the weight (W ) approach to improve the number of tasks executed on
time and achieve the fitness required by the user and allowing multiple tasks to
be executed on time. After running 10 experiments and comparing W against
the FT and state-of-the-art container-based orchestration systems approaches,
the W approach, which does not control the CPU utilisation achieved a bet-
ter result. In contrast, WCPU was affected using CPU control over the tasks
within a node that exceeded the threshold. Although WCPU was affected by
the CPU utilisation control, the approach was significant when we compared it
against Docker Swarm and Kubernetes. The limitation of this work is adding

98



Chapter 6. Handling node interference in managing genetic algorithm
workloads

a node interference feature considering task information with some control over
the CPU utilisation when the node reached the threshold.
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Chapter 7

Conclusions and Future Work

Cloud computing provides on-demand and pay-as-you-go services and resources.
As a result, business providers such as Amazon and Google have moved to
cloud computing, taking advantage of the resources and allowing many cloud
users to access them. These resources are placed in a shared pooled which
allow the cloud user to choose the suitable resources based on their needs. A
cloud user can provide a workload to be executed that consists of numerous
jobs and each job may contain several tasks some of which depend on other
tasks. One specific load that this thesis handles is the GA workload. Based on
two case studies: real-time multiprocessor allocation and Sudoku puzzle, the
GA workload consists of numerous individual tasks. Each task has a certain
deadline and fitness requirements, while the resource management must execute
tasks and achieve the fitness required before the deadline.

Resource management is important for improving QoS between cloud providers
and cloud users, and deciding on resource allocation and meeting QoS require-
ments. Resource management can manage resources using specific strategies
to execute the task without compromising the QoS requirement based on the
workload requested by the user. In order to improve resource management
considering GA workload, this thesis considered strict deadlines and the fitness
achieved as two features to increase the number of successful tasks. The number
of successful tasks means that the resource management executed the task and
achieved the fitness required by the user at a given deadline.

The container orchestrator is one technique used to deploy and manage the
workload. For example, Docker Swarm and Kubernetes are considered to be
state-of-the-art container-based orchestration systems. The limitation of these
orchestrators is that they do not consider tasks’ deadline or fitness required by
the user when executing them. Thus, this thesis considered them as baselines
to compare the proposed approaches. As explained in chapter 4, we proposed
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an approach that containerises the GA in such a way that the Docker Manager,
which is part of the orchestrator, can instantiate containers to run the GA
application and its parameters based on the user’s requirements. Also, we
introduce an orchestrator that can allocate the incoming tasks based on the
information from the Node Observer. This information is similar to the number
of tasks per node and CPU utilization.

The purpose of this thesis is to investigate two hypotheses on how to manage
numerous instances of GAs running as containers in a cloud environment. These
hypotheses are as follows:

• QoS-based resource management can handle GA tasks to meet the appli-
cation’s hard real-time timing and user-defined fitness requirements. This
resource management considers executing only one task at a time per cloud
node and ensures that the tasks achieve the user-defined fitness level on
time.

• Using a situation that is representative of a real scenario, the node inter-
ference used in resource management can lessen the effect when we execute
multiple tasks per cloud node. The node interference considers the tasks’
information like response time and fitness achieved to determine which
cloud node can execute the incoming task from the user with negative im-
pact on other tasks in the same cloud node.

The first hypothesis was investigated in detail in chapter 5. In this chapter,
several approaches were proposed to improve the number of successful tasks.
These approaches are FT, FP and FPLR. The FT approach is used to track
the fitness achieved as the tasks go through several iterations. FP and FPLR
approaches use fitness prediction at a given deadline as an additional condition
when executing the task to determine whether the task will achieve the fitness
required by the deadline or not. After running numerous experiments in both
case studies, the results show that the approaches have improved the number
of successful tasks when compared to the baselines (Docker Swarm and Kuber-
netes). Thus, the FT approach has achieved 16% more successful tasks when
compared to Docker Swarm and Kubernetes whereas FP achieved 21% more
successful tasks. Further, FPLR achieved a higher percentage when compared
to FT and FP, with 26% more successful tasks.
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The second hypothesis was investigated in detail in chapter 6 which considers
node interference. As the previous approaches assume that each cloud node will
only do one task at a time, the node interference is considered to allow several
tasks to use the same cloud node while having less of an impact on the currently
executing tasks. As a result, the chapter presented a weighted-based node
interference method that takes into account fitness achieved and response time
at a particular iteration. The weight-based node interference is based on two
features which is the slack time and difference in fitness achieved. These features
were used in calculating the weight and represent NST and NDF. The results
show that W achieved 20% more successful tasks when compared to Docker
Swarm and Kubernetes, whereas NST and NDF achieved lower percentages in
terms of the number of successful tasks with 12% in NDF and 9% in NST.

7.1 Future Work

The work presented in this thesis considered the management of container-
based GA workload in a cloud environment using two case studies. Having
different approaches proposed in this area is important for future work. As the
approaches in both works achieved a better result than the baselines, several
areas and features can be exploited. One direction for further research is con-
sidering different constraints, such as soft deadlines and allowing the task to
miss the deadline with a specific margin to achieve the fitness required.

Further research direction concerning node interference. The work undertaken
in this thesis is related to node interference and considers information that is
from the task executed such as the response time and fitness achieved. However,
the approach did not consider any information from the actual node such as
CPU utilization and memory. The benefit of considering information from the
node is allowing the new task to be executed in a node that is most likely to
have sufficient resources to achieve the user requirement.

The previous directions including the work undertaken in this thesis did not
include the scalability of the infrastructure. Thus, another direction is scalabil-
ity, which can be undertaken either by vertical or horizontal scaling. Vertical
scaling is when we add more CPU or memory to the existing node, whereas
horizontal scaling is undertaken by adding another node to the cluster. Both
ways can improve resource management and provide a chance for the task to
achieve user-defined requirements.
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During the process of predicting the fitness required, the decision of whether
to update the coefficients of the linear or quadratic terms can be based on the
prediction error. If the error remains small, the model currently in use might
be sufficient. However, if the error starts to increase, indicating a departure
from the current model’s accuracy, the system can initiate a transition to the
alternative model.

Integrating linear and quadratic models in fitness forecasting combines their
strengths to create a more robust and adaptable prediction strategy. The dy-
namic transition between models based on problem-solving characteristics en-
hances accuracy and ensures a better fit to the changing fitness landscape. The
success of this integration lies in the careful definition of transition thresholds
to optimize the switching process.

The concepts and insights presented by Anderson et al. in [100] can have valu-
able implications for the cloud computing research community, even though
the paper itself focuses on real-time systems. Some of these insights are that
the dynamic allocation of resources to jobs and workloads is a feature of cloud
computing. New resource allocation techniques in cloud environments may be
influenced by their proposed method, which achieves an ideal balance between
predictability and effectiveness. Cloud providers can improve the trade-off be-
tween completing tasks on the deadline and optimizing resource utilization by
adapting their proposed approach.

Furthermore, cloud services often operate under Service Level Agreements (SLAs),
similar to real-time systems meeting task deadlines. The optimization-based al-
gorithm’s ability to minimize task deadline misses aligns with cloud providers’
goal of ensuring SLA compliance. Adapting this principle could help cloud
services consistently meet user expectations and contractual agreements.

7.1.1 Generalizations to different workloads

While the current thesis focuses on different approaches that try to achieve the
fitness required by a given deadline, future research could explore the applica-
bility of these approaches to a wider range of computational workloads. One
workload might be a complex workload with dependencies. The approach then
needs to deal with a job that may contain several tasks and needs to consider
two deadlines one of which is a task deadline and the other the job deadline.
Investigating the effectiveness of the proposed methods across different problem
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domains and complexities would provide valuable insights into the generalizabil-
ity of the approach.

Certain workloads might have varying resource utilization patterns over time.
For instance, in cloud computing environments, resource allocation can change
dynamically based on demand fluctuations. Generalizing the fitness prediction
models involves considering how these resource utilization patterns influence
the model’s ability to forecast fitness accurately. Adaptive coefficient updating
strategies might be necessary to accommodate such dynamics.

In this thesis, it was noted that the linear and quadratic fitness prediction mod-
els could potentially be brought into a unified procedure to enhance forecasting
accuracy. Combining both models in a cohesive manner might involve adap-
tive switching between linear and quadratic models based on the characteristics
of the computation process. Exploring this integration could lead to a more
adaptable fitness prediction approach that adapts to different problem-solving
scenarios.
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